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Abstract

Robots operating in human environments need to perform a variety of dexterous manipulation tasks on object arrangements that have complex physical support relationships, e.g., procuring utensils from a large pile of dishes, grabbing a bottle from a stuffed fridge, or fetching a book from a loaded shelf. The cost of a misjudged extraction in these situations can be very high (e.g., other objects falling) and therefore robots must be careful not to disturb other objects when executing manipulation skills. This requires robots to reason about the effect of their manipulation choices by accounting for the support relationships among objects in the scene. Humans do this in part by visually assessing the scene and using physics intuition to infer how likely it is that a particular object can be safely moved. Inspired by this human capability, we explore how robots can emulate similar vision-based physics intuition using deep learning based data-driven models.

We formulate our research problem as a scene understanding task for visually assessing the feasibility of extraction from an arrangement of objects. We focus on data-driven approaches that assess possible object interactions with only a few glimpses of the scene. Ongoing work has shown that deep convolutional neural networks can learn intuitive physics over images generated in simulation and determine the stability of an arrangement of objects in the real world. We extend these physics intuition models to the task of assessing safe object extraction by conditioning the visual images on specific objects in the scene using object masks. Our method identifies which objects can be safely extracted, from which direction to extract them, and the potential impact such extraction will have on nearby objects. Our results, in both simulation and real-world settings, show that physics intuition models using our proposed method can successfully inform a robot’s actions during object extraction. We compare the performance of our method against simulation-based and geometry-based assessment methods and highlight their pros and cons for their application to the task of assessing safe object-extraction. Furthermore, we show that using aggregation techniques to combine multiple views, we can obtain a unified visual assessment that improves the model’s predictive performance.
Acknowledgments

I would like to thank my advisors - Prof. Henny Admoni and Prof. Aaron Steinfeld, for giving me the opportunity to work with them. I am grateful for their unwavering dedication towards teaching me the ins and outs of academic research and concurrently optimizing for my professional growth and personal well-being. I am also thankful to my other committee members Prof. Oliver Kroemer and Senthil, for taking the time to give me helpful feedback on my research.

I consider myself fortunate for having worked in two labs among some incredibly smart and kind researchers. I am thankful to my labmates Abhijat, Ada, Allan, Ben, Fern, Kirabo, Liz, Maggie, Mike, Oscar, Pallavi, Reuben, Sam, Stephanie, Tesca, Yaxin and Zhi for their regular and useful feedback on the work herein and for just being amazing people to have shared the lab with. On the same note, I would like to thank my close friend and colleague Aditya Agarwal for helping me collect real-world data and run the simulation-based baselines used in this thesis.

It has been a very challenging year for everyone in the world because of the global pandemic. It took many support relationships in real life to help me complete this thesis on assessing physical support relationships among objects. I am indebted to my family for their continual encouragement and apologize for my limited availability. I want to thank my friends back home Aditi, Amol, Anchita, Manan, Swastic, Sharan, and Shreya for motivating me to remain positive and productive. Equally important were my self-effacing friends here in Pittsburgh Hitesh, Neha, Talha, and Tanmay, who actually made sure that I do. Finally, I am grateful to Silvia for helping me in every way possible a person can from half-way across the world.

This work was supported by the Office of Naval Research under award number N00014-18-1-2503.
# Contents

1 Introduction ......................................................... 1
   1.1 Motivation .................................................. 1
   1.2 Problem Description ....................................... 2
   1.3 Contributions .............................................. 5
   1.4 Outline ...................................................... 5

2 Related Work ..................................................... 7
   2.1 Geometry-Based Methods .................................... 7
   2.2 Simulation-Based Methods .................................. 7
   2.3 Learning-Based Methods .................................... 8
      2.3.1 Learning Spatial Relationships ...................... 8
      2.3.2 Image-Based Intuitive Physics ...................... 8

3 Approach .......................................................... 9
   3.1 Predicting Plausible Object Extractions .................. 9
      3.1.1 Target Object Conditioning .......................... 9
      3.1.2 Aggregation Over Multiple Views .................... 10
   3.2 Predicting the Extraction Direction ...................... 12
   3.3 Predicting Effect Masks ................................... 13

4 Experiment Setup ................................................ 15
   4.1 Dataset Generation ......................................... 15
      4.1.1 Taxonomy ............................................... 15
      4.1.2 Synthetic Data Generation ......................... 16
      4.1.3 Real-World Data Collection ......................... 19
   4.2 Model Training ............................................. 21
      4.2.1 Skill-Agnostic Physics Intuition .................... 21
      4.2.2 Skill-Specific Physics Intuition ................... 21
      4.2.3 Effect-Mask Prediction .............................. 22

5 Evaluation ........................................................ 23
   5.1 Metrics ...................................................... 23
   5.2 Baselines .................................................... 23
      5.2.1 Simulation-Based Physics Intuition ................. 24
List of Figures

1.1 Can robots **visually assess** which objects from these common object arrangements can be **safely extracted**, i.e., without disturbing the configuration of the remaining scene? .......................................................... 1

1.2 Visual assessment can be represented as a sequence of steps (boxes): (a) perceive the sensor data, (b) obtain the geometric information of the objects, (c) simulate the extraction and (d) make the assessment. Approaches towards creating physics intuition models can be classified on the basis of the subsequence of steps (arrows) explicitly carried out in the pipeline. .......................................................... 3

3.1 The binary mask of a target object is used as an another channel to the RGB-D input. The output corresponds to whether or not the scene remains stable after removing the object. .......................................................... 10

3.2 Pre-training multi-view aggregation: A single inference $y$ is made on all views of the scenario. View-pooling is an element-wise maximum operation across the views in the layer. .......................................................... 11

3.3 Post-training multi-view aggregation: Inferences for each view are made on the scenario and are aggregated to provide a single inference $y$. .......................................................... 11

3.4 Ground truth labels of a Jenga scene for blocks being *extractable* in a particular direction (white arrow) when the material friction of the blocks is (b) known and (c) unknown. We can observe that the ground-truth labels are binary in (b) and continuous in (c). .......................................................... 13

3.5 Visualizing ground truth effect-masks (c) for object arrangements (a) when a particular target object, highlighted in white, is removed from the scene (b). . . . 13

4.1 (a) A large, organized collection of books on a shelf is representative of an object arrangement with inherent structure and low tractability [2]. (b) A small pile of stacked books is representative of an object arrangement with both inherent structure and tractability [1]. (c) A large pile of books randomly jumbled around is representative of an object arrangement which lacks both inherent structure and tractability [3]. (d) A small pile of delicately balanced books displaying a myriad of support relations is representative of an object arrangement which is tractable but lacks inherent structure. .......................................................... 16

4.2 Dataset visualization for skill-agnostic models. Top row depicts sample scenes and the bottom row visualizes the ground truth - **green** indicates blocks that can be removed and **red** indicates otherwise. .......................................................... 17
4.3 Ground truth labels for the skill-agnostic scenarios are generated by deleting the target object from the scene. Here (a) depicts the initial scene, (b) shows a specific scenario highlighting the target object (black) and (c) shows the effect of deleting the target object from the scene.

4.4 Ground truth labels for the skill-specific scenarios are generated by extracting the target object in a specific direction. Here (a) depicts the initial scene, and (b,c, d) depict specific scenario highlighting the target object (black), the direction of extraction (white arrow) and the effect of the extraction on the scene.

4.5 Rendering RGB-D images of object arrangements from multiple-views in MuJoCo.

4.6 Visualizing instance segmentation results from Mask R-CNN on real-world images.

4.7 Sample Clutter (left) and Jenga (right) scenes from the real world dataset and their respective reconstructions in V-REP.

5.1 Simulation-Based Physics Intuition: (a, c, e, g) depict noisy scene reconstructions due to the perception pipeline either failing at detecting a block or because of having noisy pose estimates for some objects. (b, d, f, h) reflect accurate scene reconstructions.

5.2 Geometry-Based Physics Intuition: Support graphs generated from ground truth and detected poses. Red edges indicate top-down and black edges indicate bottom-up support. Blue edges indicate “unknown” support and are not considered when parsing the support graph.

5.3 Visualizing predictions made by multi-view skill-agnostic models in simulation. Single-view models often misclassify objects (white circles) that are partially occluded or where the object’s pose is not clearly identifiable.

5.4 Visualizing predictions made by multi-view (MVCNN) skill-agnostic models on real-world data. For each scene, images taken from multiple camera views are passed to our trained physics intuition model and the probabilistic predictions are recorded. The misclassifications are highlighted with a white circle.

5.5 Visualizing predictions made by learning-based skill-agnostic models on real-world data. The multi-view (mean) predictions are obtained after aggregating the single-view predictions (second row). The third row compares the predictions made by the multi-view (mean) model and multi-view (MVCNN) model against the ground truth.

5.6 Visualizing predictions made by multi-view (MVCNN) skill-specific models in simulation. Here we assume knowledge of the material friction value of the blocks in the scene. Which objects can be safely removed depends on which skill we try to remove them with (white arrow). We observe that skill-specific models make very few misclassifications and are able to accurately predict this skill-specific notion of object-extraction.

5.7 Visualizing predictions made by multi-view skill-specific models on real-world data. Here we assume knowledge of the material friction value of the blocks in the scene. The extraction direction is indicated with a white arrow, and misclassifications are highlighted with a white circle. Only blocks that are judged as extractable by the skill-agnostic models are classified by the skill-specific models.
<table>
<thead>
<tr>
<th>Section</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.8</td>
<td>Visualizing predictions made by multi-view skill-specific models in simulation. Here we assume a uniform prior over the material friction value of the blocks in the scene because of which we can observe that the ground-truth labels are continuous instead of binary. The extraction direction is indicated with a white arrow.</td>
</tr>
<tr>
<td>5.9</td>
<td>Visualizing predictions made by multi-view skill-specific models on real-world data. Here we assume a uniform prior over the material friction value of the blocks. The extraction direction is indicated with a white arrow and misclassifications are highlighted with a circle.</td>
</tr>
<tr>
<td>5.10</td>
<td>Visualizing predicted effect-masks as overlaid heatmaps on simulation data. The target object is highlighted in white in the RGB-M input and predicted effect-mask.</td>
</tr>
<tr>
<td>5.11</td>
<td>An example scene where learning-based skill-agnostic models make wrong predictions due to not seeing enough, if any, such arrangements in the training dataset.</td>
</tr>
<tr>
<td>5.12</td>
<td>Visualizing changes in predictions made by the skill-agnostic (MVCNN) model in response to modifications to the scene in terms of (a) object orientation, (b) scene inversion (c) new object addition.</td>
</tr>
<tr>
<td>5.13</td>
<td>Class activation maps for simulated (a, b) and real-world (c, d, e, f) scenes. Target object is highlighted in white. Dotted circles in the original images (left) highlight the region corresponding to the activation maps (right).</td>
</tr>
</tbody>
</table>
List of Tables

4.1 Simulation Dataset Statistics For Skill-Agnostic Visual Assessment 18
4.2 Simulation Dataset Statistics For Skill-Specific Visual Assessment 19
4.3 Real-World Dataset Statistics 21

5.1 Comparing learning-based physics intuition models against heuristic baselines (weighted F1-scores) 26
5.2 Real-world evaluation for skill-agnostic models (weighted F1-scores) 29
5.3 Simulation test set evaluation for skill-specific models (weighted F1-scores). Here we assume knowledge of the material friction value of the blocks in the scene. 29
5.4 Real-world evaluation for skill-specific models (weighted F1-scores). Here we assume knowledge of the material friction value of the blocks in the scene. 30
5.5 Real-world evaluation for skill-specific models (mean squared error). Here we assume a uniform prior over the material friction value of the blocks in the scene. Lower value is better. 31
5.6 Simulation test set evaluation for effect-mask prediction. 32
5.7 Evaluation of generalizability about number of objects in the scene for skill-agnostic multi-view (MVCNN) models. 34
Chapter 1

Introduction

1.1 Motivation

Robots operating in human environments need to perform a variety of dexterous manipulation tasks on object arrangements that have complex support relationships, e.g. procuring utensils from a large pile of dishes, grabbing a bottle from a stuffed fridge, and fetching a book from a loaded shelf. Such arrangements are common occurrences in human spaces and can be either accidental (Figure 1.1a) or deliberate (Figure 1.1b). The cost of a misjudged extraction in these situations can be very high as it may lead to the other objects falling and being damaged. Therefore, robots must be capable of assessing whether an object can be extracted without changing the configuration of adjacent objects.

Humans are proficient at safe manipulation in part because they can visually assess their surroundings and use physics intuition to judge how likely it is that a particular object can be manipulated safely, i.e., without causing disruption to the configuration of other objects in the scene. This allows humans to make efficient, yet safe judgment calls. For example, instead of clearing the entire stack of cans in Figure 1.1b to get to a desired lower level can, humans can infer the likelihood of success for directly extracting the target can, thereby enabling a cost-benefit assessment on different approaches. Similarly, in the presence of a multitude of options around which can to extract, humans can selectively avoid cans that are critical to supporting the arrangement. We may be hopeless at explaining our exact reasoning as to how the center of mass of the pile shifts after the extraction, but we can make remarkably accurate judgments with just a few glances at a scene.

![Figure 1.1](image)
(a) Accidental arrangements of objects [6].
(b) Deliberate arrangements of objects [4, 5].

Figure 1.1: Can robots visually assess which objects from these common object arrangements can be safely extracted, i.e., without disturbing the configuration of the remaining scene?
Existing research in psychology explores this phenomenon and points towards an intuitive physics engine that each human implicitly develops over time as we experience and understand interactions in the world [11]. Human intuitions are initially imperfect but significantly improve with experience and acquired knowledge [21]. While this is largely subjective, our daily interactions with the real world help us develop a basic physics intuition that makes us remarkably efficient at common manipulation tasks. In particular, this human generalized physics model of the world helps us in quickly filtering out unsafe and dangerous manipulation choices, particularly for assessing the stability of a scene. The game of Jenga [7] is a classic example where we witness a playful display of this skill as human players carefully pick only a few potentially safe candidate blocks to extract. This model, in turn, makes humans smart responders by making their actions more targeted, yet safe at the same time.

As robots encounter dynamic object arrangements in human spaces and are increasingly expected to be capable of common-sense physics reasoning during their decision making, their ability to assess a scene, reason about which parts of the scene can be safely manipulated using current skills, and communicate this assessment to a human becomes an important part of their autonomy. In this work, we develop and show that vision-based physics intuition improves robot attempts to safely extract objects using only a few initial glimpses of a scene.

1.2 Problem Description

Object extraction has been explored in great depth in the robotics community [16, 25, 49]. Interestingly, a common assumption made in many of these works is that the state of the environment can be changed or even ignored while extracting the target object; i.e., obstacles in the path of a robot to the target object can be cleared or disregarded as static obstacles. This is because manipulation tasks here assume either objects are present in physical isolation or lying on a planar surface where there is no need to prevent objects from falling. As discussed in the previous section, this assumption does not necessarily hold when operating in human spaces and disrupting the scene arbitrarily is not always efficient or safe. Hence we seek to answer the question: “How can robots safely perform efficient manipulation skills on object arrangements displaying complex support relationships?” We particularly seek to find solutions that are generalizable across a range of manipulation tasks and can be easily adopted by existing robots.

In the domain of safe manipulation, there exists research that uses specialized policies learned by robots equipped with multiple sensors to actively evaluate the stability of the scene for such non-disruptive object extraction. Early work [36, 65] uses force sensors and cameras to register large motions in a Jenga tower and evaluate if applying a pulling action on a random block is disruptive. Fazeli et al. [19] takes this idea one step further and learns over these visual and tactile measurements in the real world to identify which blocks are hard or easy to move while performing the block extraction. While these approaches show remarkable proficiency at object extraction, the interactive policy used is very specific to the robot and sensors and not easily transferable to other robots and tasks. It would be extremely useful if these robots could still assess a scenario using commonsense physics reasoning irrespective of their existing capabilities and across different tasks. As RGB-D cameras are one of the most common sensors available in most robotic systems, we seek methods that can use RGB-D images to assess the stability of an
arrangement of objects to provide a judgment about questions like: “Will the scene remain stable upon extracting this object?”, “In which direction should we extract the object?”, and “Which objects will move if I extract the object?”. We refer to the act of making these judgments as “Visual Assessment”.

We assume a risk-averse and conservative safe object extraction setting where a robot has two objectives: (1) procuring an object and (2) not disturbing the configuration of other objects in the environment. An interesting approach is to separate the models for each of these objectives, independently assessing the primary objective of procuring an object and the secondary objective of adhering to environmentally imposed safety constraints. While the primary objective can be carried out in multiple ways depending on the capabilities of the robot, it is the role of these independent models to guide the robot in selecting a way that also adheres to the secondary objective of safety. We refer to these independent models that capture the inherent physics constraints of the system as “Physics Intuition (PI)” models. This is in contrast to the previously described approaches that incorporate the safety constraint directly in their learned policy.

![Diagram](image)

Figure 1.2: Visual assessment can be represented as a sequence of steps (boxes): (a) perceive the sensor data, (b) obtain the geometric information of the objects, (c) simulate the extraction and (d) make the assessment. Approaches towards creating physics intuition models can be classified on the basis of the subsequence of steps (arrows) explicitly carried out in the pipeline.

Exploring independent physics intuition models for assessing safe manipulation is currently an active avenue of robotics research. We can organize existing approaches into three broad
sequential categories, as depicted in Figure 1.2.

1. **Simulation-Based Physics Intuition**: A number of methods use physics simulators. A physics simulator is a computer algorithm to solve dynamic equations and predict the future states of objects by performing the computations on discretized real-world quantities at test time to model the interaction and transition of states among objects. By performing a roll-out of their intended manipulation skill, robots can infer the cost associated with its execution. While these methods are highly accurate, they rely on having a robust perception pipeline to gain full geometric information of a scene (6-D poses of objects from a fixed frame of reference) and further require access to physics simulators to perform repeated roll-outs during test time.

2. **Geometry-Based Physics Intuition**: Instead of performing roll-outs using a physics simulator, some methods perform a static analysis of the perceived arrangement of objects using geometric reasoning. These geometric rules are defined by hand and are often specific to the characteristics of the objects in the scene. Similar to simulation-based assessment, these methods rely on having full geometric scene information. In contrast, these methods do not need to perform a test-time simulation.

3. **Learning-Based Physics Intuition**: Contrary to the previous assessments, learning-based methods are data-driven and try to directly map observations to predictions around stability or spatial relationships. Although these methods often require manually labeled datasets and/or hand-crafted features from a perception pipeline to obtain a sufficient level of accuracy and generalizability, they show great potential to provide the quick and robust inference that is necessary for real-world assessment. This is primarily because these methods are capable of operating without any explicit physical simulation or precise geometric information of all of the objects in the scene at test time.

In this work, we explore a learning-based approach for creating physics intuition models using deep neural networks trained in simulation. More recently, due to the emergence of realistic physics engines and simulators, generating labeled synthetic training data has become increasingly convenient. Simultaneously, due to the rising effectiveness of deep neural networks, learning robust representations of physical scenes that bolster higher-level understanding of object relationships has become an active area of research. In the last few years, researchers have employed deep neural networks to approximate physics simulators and reason about the stability of a scene directly from visual inputs. These data-driven approaches greatly alleviate the need for explicit object modeling by using the richness of simulated passive observations to approximate the physical properties of complex scenes. In particular, showed that the learned physics intuition models went beyond a passive assessment of stacked towers as stable or unstable. Their approach was actively able to guide stacking tasks and even derive meaningful affordances, such as stackability of individual blocks. In contrast, we build deep learning-based physics intuition models that can visually assess complex object arrangements from multiple views and provide a physics intuition around safe object extraction (or extractability of each object).
1.3 Contributions

The key contributions of our work are:

1. We introduce a pipeline to implement learning-based physics intuition models for non-disruptive object extraction by adding a target conditioning variable in the form of an object mask while training the models.

2. We specifically explore performing visual assessment around: (i) Which blocks can be safely extracted? (ii) In which direction can they each be extracted? and (iii) Which blocks will be affected if we extract a particular block?

3. We demonstrate the effectiveness of our method in both simulation and real-world settings on a curated multi-view dataset of table-top block scenes consisting of homogeneous rigid cuboid blocks of known mass and dimensions.

4. We compare the performance of our method against simulation-based and geometry-based methods for application to the task of assessing safe object-extraction.

5. We further analyze various aggregation techniques to combine physics intuitions over multiple views to obtain a unified visual assessment.

1.4 Outline

The rest of this thesis is structured as follows: Chapter 2 presents an overview of previous work on physics intuition models using simulation-based, geometry-based, and learning-based techniques. We especially focus on deep learning based methods that operate directly on simulator generated images. In Chapter 3 we formalize our scene understanding problem and sequentially walk through the design of our physics intuition models for performing skill-agnostic (“Which blocks can be safely extracted?”) and skill-specific (“In which direction can they be extracted?”) visual assessment from multi-views of a scene. We briefly talk about our effect-mask prediction model that provides an intuition around “Which blocks will be affected if we extract a particular block?”. In Chapter 4 we dive deep into the methodology around curating our datasets and training our models and in Chapter 5 we present our experimental results evaluating the aforementioned methods and describe the baselines and metrics used. Finally, in Chapter 6 we discuss the limitations of our methods and discuss future work to address them.
Chapter 2

Related Work

2.1 Geometry-Based Methods

Traditionally, researchers have used explicit geometry and kinematics-based techniques to infer support-order among objects in the scene. Kartmann et al. [31] recrates real-world scenes in simulation by fitting primitive objects onto 3D point clouds. Their approach computes support relationships on the obtained primitive shape arrangements using rules defined by Static Equilibrium Assessment (SEA), as proposed by Mojtahedzadeh et al. [41]. Along similar lines, there exist other explicit, rule-based approaches for safe deconstruction of object piles [32, 46]. One drawback of these methods is that the hand-crafted rules are often highly specific to a collection of objects, the range of their physical properties and the expected support relationships. For example, Kartmann et al. [31] adds a rule-based support-polygon assessment on top of the act relations [41] to account for top-down object support relationships. This makes them difficult to scale across different domains without explicitly changing the underlying rules manually. Another obvious drawback of these methods is their reliance on the availability of complete geometric information of the scene (6-D pose of each object) in order to provide accurate inferences.

2.2 Simulation-Based Methods

Another body of work uses on-board physics simulators to roll-out a scene in time to infer the future state of objects after the target object has been manipulated. These methods often need to trade accuracy for inference time [70] and require complete geometric information of the scene. Battaglia et al. [11] use noisy approximate simulations and Bayesian modeling for doing fast physical inference. Another work by Wagner et al. [64] deals with a question quite similar to ours in that it tries to answer “what if” questions for physical scenes. They parse the questions and generate answers using a data-driven model, although the inference of future states directly uses an internal physics engine. Recent work Bejjani et al. [12] employs a physics simulator for look-ahead planning in the image space for constrained manipulation of simple, isolated, planar objects. Moll et al. [42] uses a physics engine to evaluate possible complex multi-body dynamical interactions interactively during test time.
2.3 Learning-Based Methods

2.3.1 Learning Spatial Relationships

Another line of research tries to find the support relationships among objects in a scene directly from images through supervised learning or non-monotonic reasoning over hand-crafted features of individual objects, such as centroid distance, depth boundary, proximity, and containment [41, 47, 57]; 3-D planes [55]; base width, number of blocks, and presence of balanced top [50]; and contact points [51]. Likewise, previous work [35] learns spatial preconditions for manipulation skills by learning computational models using objects, parts and their interactions (represented by their mean 3D position). Other work [24, 30, 53] builds physically plausible scene representations by modeling the world as cuboids and reasoning about the support structure and occluded regions. In contrast to these approaches, we explore learning features directly from simulator-generated images without assuming any intermediate predetermined form.

2.3.2 Image-Based Intuitive Physics

Early work by Lerer et al. [37] uses a feed-forward visual model to predict the stability and falling trajectories for simple block towers from images. Some [23, 38] propose a similar model, but with the purpose of guiding block stacking. Groth et al. [23] sample candidate positions on the surface of an object and guides the construction of the tower by picking the candidate that leads to the highest stability score over the “hallucinated” scene from their learned physics intuition model. Similarly, [38] hallucinates sample candidate positions on the images themselves instead of sampling candidate positions in simulation. This makes exploiting the physics intuition models in the real world much more viable. However, they perform the training as well as candidate sampling on binary-valued foreground masks of the scene, which limits the generalizability of the method to complex, real-world scenes.

Our work differs from [23, 38] in that we try to learn physics intuition models that capture a notion of safe object extraction instead of stacking. Similar to [38], we try to sample candidate objects to remove by directly hallucinating object extractions in the images. However, our approach accounts for the visual complexity of the cluttered scenes by adding a separate conditioning variable in the form of a single object mask alongside the RGB images during training. As with [23], we use multiple views of the scene to make predictions but perform a more comprehensive analysis of various methods to aggregate these predictions in a significantly more occlusion sensitive setting.

There exists a plethora of ongoing research that aims to accurately model the physics dynamics of a scene by framing it as a future object state [14, 20, 66, 67], image frame [29, 69], or object trajectory [13, 33, 43, 44] problem. Our work focuses on using passive observations in the form of images with no access to previous frames. This approach excludes object supervision beyond object masks, and makes object-level predictions of a high-level property (extractability) of the system. Although it is worth noting that [44] also uses object masks to make predictions about the trajectory of an object in the image space. We make predictions about the stability of the remaining scene after removing the target object, rather than predicting the trajectory of the object of interest.
Chapter 3

Approach

3.1 Predicting Plausible Object Extractions

Learning physics intuition models is a supervised learning task. By changing the traditional image class labels to stability labels, we learn a physics intuition model over a large number of images of scenes (i.e., arrangements of objects). We obtain the stability labels (stable or unstable) for these images by running simulations of an object extraction scenario in a physics simulator. Formally put, the objective is to learn a mapping \( f \) that, given an image \( I \) of the initial configuration of a scene \( S \) (consisting of \( n \) objects defined as \( \{s_1, s_2, \ldots, s_n\} \)), can provide the stability prediction \( P(S) \), which is a probability value between 0 (unstable) and 1 (stable).

\[
f : I(S) \rightarrow P(S)
\]  

(3.1)

3.1.1 Target Object Conditioning

We note that in the above formulation, the model is unable to naturally provide inferences about individual objects in the scene, i.e., it is unable to answer “What is the stability of the scene after removing object \( s_i \)?”. One way to answer this question in the current setting is to remove the corresponding object from the scene and get the inference from the same function mapping \( f \).

\[
f : I(S \setminus s_i) \rightarrow P(S \setminus s_i)
\]  

(3.2)

Computing \( I(S \setminus s_i) \) at test time is non-trivial as it requires a robot to hallucinate the removal of an object from an image. As a simple solution to resolve this issue and adapt the model for object extraction tasks, we propose to generate only stable scenes to train our physics intuition models and, in each scene, remove a block and obtain the stability label for the resulting configuration. The corresponding segmentation masks of object \( s_i \) in image \( I \) are defined as \( \phi(s_i) \). We add these masks to the above mapping function, thereby conditioning the obtained probability value on the object (\( i \)) to which the mask corresponds, as depicted in Figure 3.1.

\[
f : I(S|\phi(s_i)) \rightarrow P(S \setminus s_i)
\]  

(3.3)
Figure 3.1: The binary mask of a target object is used as an another channel to the RGB-D input. The output corresponds to whether or not the scene remains stable after removing the object.

A target object mask is the only external input passed as an additional channel alongside the RGB-D image to the physics intuition model (making it RGB-DM). Due to the availability of large datasets, high performance GPUs and modern deep learning approaches for instance segmentation [27, 48], state-of-the-art models have become remarkably accurate and easily accessible [72]. In practice, we can obtain the segmentation masks over target objects in real time by fine-tuning existing models on our class of objects. However, in this work we obtain these masks directly from the simulator during training and use Mask R-CNN [27] and color thresholding [39] to aid annotating our real-world dataset in an offline manner.

3.1.2 Aggregation Over Multiple Views

We may obtain different predictions for the same scenario from different camera angles because of occlusion from objects in the scene and the inability of a single 2D image to capture all relevant 3D information in the scene. For camera angle $k$, $f : I_k(S|\phi_k(s_i)) \rightarrow P_k(S \setminus s_i)$ (3.4)

Therefore, it is important to account for multiple views of a scenario and obtain an accurate assessment of the scene in order to generate a single prediction. A common choice for capturing this mapping, $f$, has been deep convolutional neural networks [23, 37, 38], which consist of a feature extractor module (multiple convolution layers, CNN) followed by a classifier module (multiple fully connected layers, FNN). We explore two ways of performing aggregation over $K$ views of a scenario in the context of these deep convolutional neural networks.

- **Pre-training:** As first proposed in [58], we modify our model architecture during training to compute the feature representations over all available views (regardless of their order) and use view pooling to get an aggregated representation of the scene. This representation is then passed on to the classifier module to make a single prediction. See Figure 3.2

$$f : \{I_0(S|\phi_0(s_i))...I_K(S|\phi_K(s_i))\} \rightarrow P(S \setminus s_i)$$ (3.5)
- **Post-training**: In contrast to pre-training, aggregation takes place on the image features; the other alternative is to aggregate the individual predictions. We use a function mapping $g$ that combines the predictions obtained over multiple views from the existing model $f$ (refer to eq. 3.4) using an aggregation method $\Psi$. In our case, we evaluate mean, median, mode, maximum and minimum as potential candidates for this aggregation function. See Figure 3.3.

$$g : \Psi(\{P_0(S \setminus s_i) \ldots P_k(S \setminus s_i)\}) \rightarrow P(S \setminus s_i) \quad (3.6)$$

Figure 3.3: Post-training multi-view aggregation: Inferences for each view are made on the scenario and are aggregated to provide a single inference $y$. 
3.2 Predicting the Extraction Direction

Up to this point, our formulation only accounts for predicting whether a particular object can be safely removed from the scene and does not account for a robot’s skill/capabilities; i.e., our inference function $f$ is skill-agnostic. We propose to extend this assessment and enable our physics intuition model to answer “How should the object be extracted from the scene?” In order to obtain this skill-specific model, we account for the robot’s skill during the generation of the stability labels. We parameterize a robot’s skill in an object-centric manner; that is, for object extraction, we parameterize a robot’s skill as a set of discrete extraction directions. We define 5 discrete skills as \{Extract Up (UP), Extract Forward (FW), Extract Backward (BK), Extract Left (LF), Extract Right (RT)\} with respect to the table in the scene. To avoid visual ambiguity, we choose camera views from only one side of the table that uniquely identify each extraction direction. For learning the skill-specific models, we reformulate our problem from a logistic regression problem with a single label (in the skill-agnostic case) to a multi-variate regression problem with five labels, as shown in Equation 3.7.

$$f : \{I_0(S|\phi_0(s_i))...I_K(S|\phi_k(s_i))\} \rightarrow \begin{bmatrix} P_{UP}(S \setminus s_i) \\ P_{FW}(S \setminus s_i) \\ P_{BK}(S \setminus s_i) \\ P_{LF}(S \setminus s_i) \\ P_{RT}(S \setminus s_i) \end{bmatrix}$$ (3.7)

In our simulation experiments, we move the target object (canceling out all forces) in each of the aforementioned 5 directions to obtain the ground truth labels for each skill. The configuration of remaining objects in the scene at the end of simulated extraction will also depend on physical properties of the objects that are not visually perceivable, such as mass and material friction. We assume knowledge of the mass of the blocks and collect the stability labels for each scene using 3 different values of friction coefficients. We then examine two cases: (1) where we assume the knowledge of the friction coefficient and use the ground-truth labels as binary variables, and (2) where we assume a uniform prior over three sampled friction settings and use the ground-truth labels as continuous values between 0 and 1 (Figure 3.4). For example, when evaluating the probability of extracting a block in the forward direction, we obtain the continuous label, as depicted in equation 3.8.

$$y_{FW}(S \setminus s_i) = \sum_{f \in \{low, medium, high\}} y_{FW}(S \setminus s_i|F = f)P(F = f)$$ (3.8)

We expect this visual assessment will enable robots to select safe object extraction strategies by re-orienting themselves with respect to the object arrangement or assessing if they are capable of performing the extraction at all. For example, a robot like a Rethink Robotics Baxter may be able to pick up objects robustly but have limited capability to horizontally manipulate objects. In contrast, a Kinova arm may be robust at pushing and pulling objects horizontally but may not be able to pick them effectively from the top of the tower.
Figure 3.4: Ground truth labels of a Jenga scene for blocks being extractable in a particular direction (white arrow) when the material friction of the blocks is (b) known and (c) unknown. We can observe that the ground-truth labels are binary in (b) and continuous in (c).

3.3 Predicting Effect Masks

There may be instances where an object will need to be removed from an arrangement even if it is supporting other objects. In such cases, a robot will need to safely clear or secure the supported objects to make the extraction of the target object safe and feasible. It will be useful for a robot to be able to get physics intuition around “Which objects will move if this object is removed?”. We formulate this prediction as being able to predict a single mask (referred to as Effect-Mask) around objects that will be disturbed because of an extraction (Figure 3.5). Prior work has looked at generating support graphs [31, 47] that determine the order in which the supported objects should be removed by identifying pair-wise support relationships among objects. As future work, we foresee that predicting such effect-masks can enable generating similar support-graphs as well while operating in the image-space. We present a preliminary analysis using Fully Convolutional Networks [40] for this semantic segmentation task on our simulation dataset.

Figure 3.5: Visualizing ground truth effect-masks (c) for object arrangements (a) when a particular target object, highlighted in white, is removed from the scene (b).
Chapter 4

Experiment Setup

4.1 Dataset Generation

A large amount of data is required to train deep convolutional neural networks to learn effectively. Since collecting data in the real-world is an expensive process, a common approach is to use domain knowledge and synthesize data in simulation. Publicly available datasets of stable and unstable scenes [23, 37] generated in simulation are limited to block towers, as they primarily focus on stacking tasks and do not possess some of the characteristic features of a cluttered scene (e.g., objects being supported by multiple objects, objects supporting each other along the plane, etc.). Therefore, to evaluate our approach in a more principled way, we propose a taxonomy of object arrangements and choose a scene type from each proposed category to generate data and report results.

4.1.1 Taxonomy

We propose a categorization of object arrangements based on two factors that we believe affect the learning capacity of physics intuition models:

- **Homogeneous Structure**: This refers to the diversity of support relationships in a scene. An inherent homogeneous structure aids the learning process while multiple kinds of inter-object support relationships in the scene make the learning process difficult. This can be understood by observing that in the presence of inherent pattern, information learned from one part of the scene can be extended to parts that exhibit a similar pattern. We observe this in assumptions made in prior work around predicting specific kinds of object relationships (such as bottom-up, side-support) to contain the complexity created by this factor.

- **Tractability**: This refers to the number of objects sharing a support-relationship in a scene. Learning over scenarios with a large number of individual objects requires the physics intuition model to capture a larger uncertainty around the object interactions as well as handle the increased occlusions in the images. Since the model capacity for the physics intuition models is limited (based on the number of parameters), adding more objects should make learning difficult. This has been shown to be true in the case of block stacking tasks [38], and we expect this relationship to extend to object extraction tasks as well.
4.1.2 Synthetic Data Generation

To generate data corresponding to each category, we use the V-REP simulation platform [17] enabled with the Bullet physics engine [15]. For each category, we choose a representative scene type as depicted in Figure 4.2. In order to aid the network in identifying individual objects, similar to previous work [23, 37], we generate randomly colored objects. The dimensions of the base plane upon which a scenario is generated are constant across our data generation pipeline. We generate scenes using rigid homogeneous cuboids across all of the scene types to aid the generation of stable structures. Evaluation of the method on more complex shapes will be addressed in future work. The specific details about the methods used to generate data for each scene type are given below. The size of the blocks across all three datatypes is based on standard Jenga block dimensions and is constant throughout the scene.
Figure 4.2: Dataset visualization for skill-agnostic models. Top row depicts sample scenes and the bottom row visualizes the ground truth - **green** indicates blocks that can be removed and **red** indicates otherwise.

- **Tower**: For each sample, we simulate a tower of 1 to 4 objects on a uniformly sampled base location on the table. We simulate 500 towers for each height. While the size of each block is kept constant, we uniformly sample the orientation of the sides on which each block will rest and the orientation around the table normal. This scene type is an example of a configuration which displays both tractability and inherent structure. It merely serves as a sanity check for our models, and we exclude it when reporting our experimental results (we expect only the top block to be predicted as extractable).

- **Table Clutter**: For each sample, we simulate a tabletop cluttered scene with 2 to 5 objects (500 arrangements for each). The size of the objects is kept constant and their positions are sampled uniformly across the table. Blocks are generated at a small distance above the table with a normally sampled orientation. They are then allowed to fall freely in the simulator and a sample is saved from all of the blocks that remain at rest on the table.

- **Jenga Tower**: For each sample, we generate a stable Jenga tower at the center of the table with the tower height ranging between 5 and 8 (500 towers each). We ensure that each row is supported by either $\geq 2$ blocks from below or by one block placed along the center. Simultaneously we ensure that the top layer does not contain a single block positioned along an edge.

In our experiments we note that adding slight perturbations in the position of a block in the case of Jenga tower and in the dimension of the blocks in the Clutter scenario leads to a better performance on our real-world dataset for skill-agnostic models. We use this noisy dataset for reporting our real-world experiments for the skill-agnostic models.

**Obtaining Ground Truth Labels**

We run the target object extraction in our simulator to obtain the ground-truth label for each scenario. We enable surface friction and gravity as we let the objects first reach a static equilibrium state. We then step through the simulation for a fixed number of steps (0.25 seconds for skill-
agnostic models and 2 seconds for skill-specific models) and record the position and velocities for the remaining object. This change in velocity is used to label a scenario as stable or unstable according to empirically determined threshold. For the skill-agnostic case, we simply delete the target object from the scene as depicted in Figure 4.3. We split the dataset to have an equal proportion of positive and negative samples across each data split (Table 4.1).

Table 4.1: Simulation Dataset Statistics For Skill-Agnostic Visual Assessment

<table>
<thead>
<tr>
<th>Type</th>
<th>Scenarios At Generation</th>
<th>Balanced Data Split</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>Stable</td>
</tr>
<tr>
<td>Clutter</td>
<td>6978</td>
<td>4419</td>
</tr>
<tr>
<td>Jenga</td>
<td>13053</td>
<td>5473</td>
</tr>
</tbody>
</table>

Figure 4.3: Ground truth labels for the skill-agnostic scenarios are generated by deleting the target object from the scene. Here (a) depicts the initial scene, (b) shows a specific scenario highlighting the target object (black) and (c) shows the effect of deleting the target object from the scene.

For the skill-specific case, we use a smaller subset (200 each) of the generated dataset and remove the target object using the 5 discrete skills described in the previous section (Section 3.2). For the skill-specific labels we use the change in position of the remaining blocks in the scene, instead of change in velocity, as the velocity of the system may not change instantly in this case. For each extraction direction, we move the target object by 0.2 m assuming a maximum acceleration to 0.1 \( m/sec^2 \). We determine these values as being reasonable for a robot to complete the extraction after grasping an object in 2 seconds. The configuration of remaining objects in the scene at the end of simulated extraction will also depend on physical properties of the objects which are not visually perceivable such as mass of the blocks and material friction. In our experiments we collect the stability labels for each scenario using 3 different material friction settings using the predefined dynamic material types from V-REP.
Table 4.2: Simulation Dataset Statistics For Skill-Specific Visual Assessment

<table>
<thead>
<tr>
<th>Type</th>
<th>Split</th>
<th>UP</th>
<th>FW</th>
<th>BK</th>
<th>LF</th>
<th>RT</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clutter</td>
<td>Train</td>
<td>1475</td>
<td>645</td>
<td>663</td>
<td>796</td>
<td>816</td>
<td>1552</td>
</tr>
<tr>
<td></td>
<td>Validation</td>
<td>320</td>
<td>145</td>
<td>143</td>
<td>172</td>
<td>165</td>
<td>330</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>323</td>
<td>146</td>
<td>141</td>
<td>187</td>
<td>192</td>
<td>338</td>
</tr>
<tr>
<td>Jenga</td>
<td>Train</td>
<td>1541</td>
<td>1005</td>
<td>1013</td>
<td>1134</td>
<td>1084</td>
<td>3095</td>
</tr>
<tr>
<td></td>
<td>Validation</td>
<td>348</td>
<td>215</td>
<td>228</td>
<td>229</td>
<td>233</td>
<td>651</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>333</td>
<td>205</td>
<td>241</td>
<td>244</td>
<td>248</td>
<td>644</td>
</tr>
</tbody>
</table>

Figure 4.4: Ground truth labels for the skill-specific scenarios are generated by extracting the target object in a specific direction. Here (a) depicts the initial scene, and (b,c, d) depict specific scenario highlighting the target object (black), the direction of extraction (white arrow) and the effect of the extraction on the scene.

Generating Images

While V-REP is a convenient option for generating ground truth labels on our data, the rendered images from V-REP are not realistic and the model trained on these images do not transfer well to the real world images. We re-render our collected dataset in MuJoCo [61] which is another physics engine with better rendering capabilities. We capture RGB-D images and object masks of individual blocks from the scene from 5 uniformly spaced camera angles (3 for Jenga) on one side of the table at a resolution of 224x224 (Figure 4.5). From each rendered scene, we obtain multiple scenarios based on the number of objects in the scene (where a scenario is comprised of the sampled scene and one of the target objects). We render each scenario randomly varying the texture of the table and color of the blocks. We do this as a domain randomization step [60] to make our learned models transfer better to real-world images.

4.1.3 Real-World Data Collection

Our real-world dataset consists of RGB-D images taken from 3 different angles for 25 configurations of Jenga and Clutter each. We crop the images to center align the blocks in the scene and smoothen the depth images using the depth-toolbox from [55]. We annotate the dataset with segmentation masks for each object using Mask R-CNN [27] after fine-tuning the pre-trained model.
Figure 4.5: Rendering RGB-D images of object arrangements from multiple-views in MuJoCo.

on our simulation dataset. This model however is not efficient enough to detect all the blocks in our training dataset, as depicted in Figure 4.6 and we manually correct the annotations using RectLabel [8]. Ideally, in the presence of more real-world data we expect no manual annotation to be necessary. To label the dataset with skill-agnostic and skill-specific ground truth labels we reconstruct each scene in V-REP by obtaining the 6-D pose of each block. For the clutter scenes we use PERCH 2.0 [9], a multi-object pose estimation method that takes a 3-D point cloud, 2-D object masks and a 3-D model of the constituent scene objects as input to generate 6-D poses of each object in the frame of the table. The generated poses are not perfect and we further correct them manually in V-REP (Figure 4.7). For Jenga scenes, we observe significantly worse pose estimation from the pose estimation method and we choose to manually create abstract representations of the configurations and regenerate the samples in V-REP. We then use the same method as explained in Section 4.1.2 to generate the ground truth labels for both skill-agnostic and skill-specific conditions. The dataset is summarized in Table 4.3.

Figure 4.6: Visualizing instance segmentation results from Mask R-CNN on real-world images.

Figure 4.7: Sample Clutter (left) and Jenga (right) scenes from the real world dataset and their respective reconstructions in V-REP.
Table 4.3: Real-World Dataset Statistics

<table>
<thead>
<tr>
<th>Skill-Agnostic</th>
<th>Skill-Specific</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>Negative</td>
</tr>
<tr>
<td>Clutter</td>
<td>46</td>
</tr>
<tr>
<td>Jenga</td>
<td>80</td>
</tr>
</tbody>
</table>

4.2 Model Training

4.2.1 Skill-Agnostic Physics Intuition

We tried three state-of-the-art deep network architectures, AlexNet [34], ResNet-50 [26], and Inception-V4 [59], in a pilot study and found that AlexNet consistently gave similar performance to the other two on our simulation dataset while requiring significantly fewer parameters. Hence, we report our results on AlexNet across our experiments. We implement the modified Multi-View Convolutional Neural Networks (MVCNN) architecture proposed in [58] to extend the AlexNet to multi-view inputs of the scene. As depicted in Figure 3.2, each RGB-DM view of a scene is passed through the shared representation part of the network (CNN) and then aggregated at a view-pooling layer before being flattened and sent to the classification part (FNN - a single 256 hidden unit fully-connected layer). View-pooling is similar to max-pooling, with the only difference being the dimension that the pooling operation is performed on, as it simply performs element-wise maximum operation across the CNN representations of the multiple-views. Next, similar to [23], we optimize the standard logistic regression loss function for the binary classification task for the skill-agnostic models:

\[ \mathcal{L} = -\frac{1}{n} \sum_{i=1}^{n} [y_i \log (p_i) + (1 - y_i) \log (1 - p_i)] \] (4.1)

We train over 80 epochs with a batch size of 32, learning rate 0.0001, using the Adam optimizer and keep the model with best weighted F1-score. It is worth noting that we assume access to object correspondences across masks from multiple views. We acknowledge that this is a separate active area of current computer vision research although is beyond the scope of this work [28].

4.2.2 Skill-Specific Physics Intuition

For the skill-specific models, we train only on scenarios that are classified as stable by the skill-agnostic model. This is because the scenarios that are classified as unstable by the skill-agnostic model will always be labeled as unstable by the skill-specific model.

We start by considering the case where we assume knowledge about the material friction value of the blocks in the scene, assuming a high friction value. In this case, the loss function used for the skill-specific models is the same as above, with the only difference being that it comprises the multi-dimensional loss.
\[
L^j = -\frac{1}{n} \sum_{i=1}^{n} [y^j_i \log(p^j_i) + (1 - y^j_i) \log(1 - p^j_i)]
\]  
(4.2)

Here, \(p^j_i\) is the output of the logit function at the end of the network, \(y^j_i\) is the ground truth binary label for input image \(x_i\) and \(j\) is the skill identifier, \(j \in \{\text{UP, FW, BK, LF, RT}\}\). We evaluate the model on a validation set and keep the model with the lowest Hamming loss \([63]\).

Next, we consider the case where we assume a uniform prior over the material friction value of the blocks and generate a continuous ground-truth label. We use Huber loss (Smooth L1 loss) as the loss function to optimize over during the model training. Huber loss is a preferred choice for regression tasks as it is less sensitive to outliers than simple mean-squared error and resistant to exploding gradients \([22]\).

\[
L^j = \frac{1}{n} \sum_{i=1}^{n} z_i, \quad z_i = \begin{cases} 
0.5 (p^j_i - y^j_i)^2, & \text{if } |p^j_i - y^j_i| < 1 \\
|p^j_i - y^j_i| - 0.5, & \text{otherwise}
\end{cases}
\]  
(4.3)

Here, \(p^j_i\) is the clamped output (between 0 and 1) at the end of the network, \(y^j_i\) is the ground truth continuous label for input image \(x_i\) and \(j\) is the skill identifier, \(j \in \{\text{UP, FW, BK, LF, RT}\}\). We evaluate the model on a validation set and keep the model with the lowest mean square error.

For both the skill-specific and skill-agnostic cases we train two models: (1) one trained over single-view images of the scene and (2) another trained over multiple views of a scene. We test both of these models on our test set for each scene type. We also perform testing using multiple aggregation techniques (Section 3.1.2) on predictions obtained over multiple camera views of the scene. For the purposes of this paper, a model that uses only a single view of the scene to make a prediction is called single-view and a model that uses multiple views is called multi-view. For skill-specific cases we present results only for the multi-view models.

### 4.2.3 Effect-Mask Prediction

Generating effect-masks is a dense prediction problem where, given a RGB-M image, our model predicts a corresponding mask over regions that will potentially be disturbed because of an object extraction. We use Fully-Convolution Networks (FCN) \([40]\) that fundamentally adapt the fully-connected layers of the previously mentioned classification models by transforming them into convolutional layers. The network is then able to act as a spatial filter and output classification maps. These maps are up-sampled using deconvolution layers and made finer by adding links that combine the final prediction layer with lower layers with finer strides. In our implementation, we use a FCN-16 variant\(^1\) of VGGNet \([56]\) for end-to-end learning optimizing the pixel-wise cross-entropy loss. We evaluate the model on a validation set over 20 epochs and batch size 10 during training and keep the model with best precision score.

\(^1\)https://github.com/pochih/FCN-pytorch
Chapter 5

Evaluation

5.1 Metrics

Since we are dealing with a binary prediction problem when evaluating skill-agnostic physics intuition, we compare all models using weighted F1-scores. F1-score is the harmonic mean of precision and recall, while weighted F1-score is a modified version that further accounts for class imbalance. It is calculated by averaging the F1-scores for each label weighted by their support. This measure lies between 0 and 1 and a higher value indicates a better model.

For skill-specific models in the case we assume knowledge of the material friction value, we continue using weighted F1-score as a measure for each extraction direction class. When we assume a uniform prior over friction values, we are evaluating a regression model, and we use Mean Square Error between the actual and predicted values as our metric. This measure lies between 0 and 1 and a lower value indicates a better model.

For effect-mask models, we use two metrics, Intersection-Over-Union (IoU) and Precision. IoU computes the number of pixels in the intersection of the predicted and ground truth segmentation maps, divided by the number of pixels in their union. Precision is a slightly modified version of IoU where we divide correct positive predictions over all positive predictions. This metric is used to evaluate how well our model can avoid false positives. This is important in our case because when we carry out manipulation using this effect-mask, we do not want the robot to manipulate a wrong object. We compute IoU and Precision scores for each data point and report their average in our evaluation. Both these measure lies between 0 and 1 and a higher value indicates a better model.

5.2 Baselines

We evaluate our learning-based physics intuition models on a set of baseline methods in simulation and on real-world data. For our real-world evaluation, we specifically choose baselines that take as inputs the RGB-D images of a scene from multiple views, 2-D segmentation masks for all the objects in each view, and 3-D models of the blocks in the scene. This allows for a fair comparison with our learning-based approach as it uses the same input.
5.2.1 Simulation-Based Physics Intuition

We implement a perception pipeline to obtain 6-D poses of all the blocks in the frame of the table. We then use a physics engine (V-REP) to provide skill-agnostic and skill-specific visual assessment by running roll-outs on each object of the inferred scene. Before performing the roll-outs we let the detected objects settle down under gravity and reach a static equilibrium. We apply the same perception algorithm, PERCH 2.0 [9], that we used to assist in obtaining the ground truth poses of objects in each real-world scene. We choose PERCH over other learning based methods such as Deep Object Pose Estimation (DOPE) [62] because these require a large training dataset to achieve a desirable level of accuracy while the former is a model-based approach. PERCH 2.0 builds upon the deliberative pose estimation method proposed by Narayanan and Likhachev [45] and takes advantage of GPU acceleration to provide accurate object pose-estimates quickly. It uses the available object masks to label the point cloud of each scene and renders sample 6-D poses of the object for each object point cloud using the available 3-D object model. It then performs Generalized Iterative Closest Point (ICP) to best align each sample with the original object point cloud [52]. PERCH defines a cost function to select the best aligned sample pose that penalizes points in rendered and observed point clouds for being distant in the euclidean space. This sampling and matching procedure happens in parallel for each object and reduces the runtime of the approach. It should be noted here that in the absence of sufficient points in the object point cloud, PERCH does not detect an object at all. We observe that even though PERCH is sufficiently accurate on Clutter scenes, its performance suffers on Jenga due to significant occlusions in the scenes (Figure 5.1). In our experiments, among the multiple views available, we choose the view from which we get the best reconstructed scene in terms of number of object detections.

Figure 5.1: Simulation-Based Physics Intuition: (a, c, e, g) depict noisy scene reconstructions due to the perception pipeline either failing at detecting a block or because of having noisy pose estimates for some objects. (b, d, f, h) reflect accurate scene reconstructions.
5.2.2 Geometry-Based Physics Intuition

We further compare our skill-agnostic learning-based physics intuition models against recent work by Kartmann et al. [31]. They propose a geometry-based approach towards extracting physically plausible binary support relations between each pair of objects in a scene. Following the Static Equilibrium Analysis (SEA) proposed in [41], the authors compute ACT relationships among all pairs of objects in the scene. To compute the existence of such a relationship, they create a plane $P$ separating $A$ and $B$ using contact points and normals. If $A$ is above $P$ and $B$ is above it, they mark a support relationship between $A$ and $B$. The authors add additional rules to capture 2 more relationships. To account for objects located horizontally next to each other i.e. when $P$ is vertical, they introduce a threshold $\alpha_{\text{max}}$. If the rotation angle of the separating plane relative to the gravity vector is below this threshold, they change the ACT relationship to an “unknown” support relationship and later empirically suggest to not include these in the support graph. To account for top-down support, they introduce a support area ratio $r_s$ that is calculated as the ratio of the supported area of an object (by objects below it) and its total area. If $r_s$ is below a threshold, a top-down relationship is added to the supporting blocks from below.

We use the recommended settings for the algorithm as mentioned in [41] and annotate both the ground truth and PERCH detected poses of all the scenes in our real world dataset. We adjust the contact margin parameter to account for perceptual inaccuracies of PERCH and set it to 0.5 cm. The approach suffers from similar challenges as the simulation-based model because of the imperfect pose estimation of blocks. Furthermore, we observe imperfect support-graphs even when we provide the method ground-truth poses. This is due to the method being very sensitive to its hyper-parameters ($\alpha_{\text{max}}$, $r_s$) and not being able to capture all the object relationships reflected by our dataset (Figure 5.2).

![Figure 5.2: Geometry-Based Physics Intuition: Support graphs generated from ground truth and detected poses. Red edges indicate top-down and black edges indicate bottom-up support. Blue edges indicate “unknown” support and are not considered when parsing the support graph.](image-url)
5.2.3 Heuristics

We also evaluate the performance of our proposed approach against 2 heuristics:

1. **Random Assignment Baseline**: We randomly label an object in a scene as being safe to extract or not. We create 100 such sample assignments and report the average performance.

2. **Pick Any Baseline**: We label all objects in a scene as being safe to extract regardless of their spatial configuration. This mimics the case where do not use any visual assessment.

Aside from comparing our approach to the aforementioned baselines, we also evaluate our claim that aggregating inferences over multiple views of a scene improves the performance of the system as compared to using a single view. This is done by comparing the **Multi-View** models to the best performance obtained from any of the **Single-View** models in the skill-agnostic case. For multi-view models, we perform both pre-training and post-training aggregation. For pre-training aggregation, we use the MVCNN architecture explained in Section 3.1.2 and for post-training, we evaluated 5 different aggregation techniques: mean, median, mode, max and min. We consistently saw better performance with the mean aggregation and report on this post-training aggregation method. It should be noted that the single-view models train on the entire multiple-view dataset and only make a prediction based on a single view of the scene.

5.3 Results

5.3.1 Skill-Agnostic Physics Intuition

On the simulation test dataset, our learning-based skill-agnostic physics intuition models demonstrate significantly higher performance as compared to the heuristic baselines (Table 5.1) across both multi-view and single-view models. Multi-view methods perform marginally better on both metrics compared to single-view methods on the simulation dataset, but this gap is more significant on the real-world dataset. We present examples from our simulation and real-world test dataset in Figure 5.3 and Figure 5.4 respectively.

<table>
<thead>
<tr>
<th></th>
<th>Multi-View (MVCNN)</th>
<th>Multi-View (Mean)</th>
<th>Single-View</th>
<th>Random Assignment</th>
<th>Pick Any</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Learning-Based Physics Intuition</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clutter</td>
<td><strong>Simulation</strong></td>
<td>0.85</td>
<td>0.84</td>
<td>0.83</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td><strong>Real-World</strong></td>
<td><strong>0.86</strong></td>
<td>0.80</td>
<td>0.80</td>
<td>0.49</td>
</tr>
<tr>
<td>Jenga</td>
<td><strong>Simulation</strong></td>
<td>0.981</td>
<td><strong>0.983</strong></td>
<td>0.981</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td><strong>Real-World</strong></td>
<td><strong>0.83</strong></td>
<td>0.73</td>
<td>0.78</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Table 5.1: Comparing learning-based physics intuition models against heuristic baselines (weighted F1-scores).
Figure 5.3: Visualizing predictions made by multi-view skill-agnostic models in simulation. Single-view models often misclassify objects (white circles) that are partially occluded or where the object’s pose is not clearly identifiable.

Figure 5.4: Visualizing predictions made by multi-view (MVCNN) skill-agnostic models on real-world data. For each scene, images taken from multiple camera views are passed to our trained physics intuition model and the probabilistic predictions are recorded. The misclassifications are highlighted with a white circle.

We do not observe a clear winner among different aggregation methods for multiple views on the simulation dataset but observe an interesting trend on the Jenga real-world data where the best single-view model performs better than the multi-view mean aggregation model but worse than the multi-view (MVCNN) model. For Jenga towers, a correct prediction for a particular arrangement can often be reached only from a few corresponding selected angles (while other angles remain ambiguous or under-represented in the training data), and MVCNN proves to be a better choice of model than both multi-view mean aggregation in making predictions over the multi-view input. On the contrary, for Clutter scenes, a correct prediction for a particular arrangement can be reached from multiple camera angles, and taking the mean prediction still provides a comparable performance to single-view models (Figure 5.5) albeit worse than MVCNN models.

Next, we compare the multi-view (MVCNN) method against the simulation-based and geometry-based baselines. For the geometry-based method, we parse the support-graph to obtain extractability predictions for each detected object. An object that has an outward bottom-up or top-town support edge is labeled as negative while all other objects are labeled as positive. Some blocks (22 out of 190) in the Jenga dataset are not detected by our perception method and therefore we report the performance for the simulation-based method in two conditions: (a) labeling the missing blocks as negative and (b) removing them from the evaluation. This is reported in the format “\(a(b)\)” across our evaluations, where \(a\) represents the result when operating under
condition (a) and likewise b represents the results when operating under condition (b).

We observe that for the Clutter scenes, the simulation-based approach has the best performance (Table 5.2). This validates that our perception pipeline is robust and is able to detect most blocks in the clutter scenes with sufficient accuracy. It is worth noting that our learning-based approach has a comparable performance to the simulation-based counterpart while being quicker and more computationally efficient. The geometry-based approach shows a better-performance on Clutter scenes when given the ground-truth object poses as compared to when given the detected poses. This is expected as the method is based on rules that are highly sensitive to the object poses. However, even with the ground-truth poses, the performance of the geometric method is below that of the simulator-based method. This may be because the method is governed by a combination of rules that do not entirely reflect the characteristics of our dataset. For example, we frequently observe spurious top-down edges in the support-graphs generated even from ground truth poses (Figure 5.2). We additionally often see that potential bottom-up relationships get conflated with adjacent-support relationships (“unknown” edges) and lead to inaccurate support graphs.

For the Jenga scenes, the learning-based approach comes out superior to the simulation-based method as the latter suffers significantly more from perceptual inaccuracies in perceiving arrangements that feature a large number of occlusions. The reconstructed scenes often collapse when allowed to reach static equilibrium due to the imperfect pose estimation of blocks and inaccurate assessment of their extractability (Figure 5.1). The geometry-based approach too performs poorly in the case of Jenga. This is in part for the same reason, but also because the support graphs generated by the approach do not address cases where an object can be supported by more than 2 other objects from the bottom (3 in the case of Jenga) and can stay stable if one of them is removed. This introduces many spurious bottom-up edges in the support graph and explains the poor performance of geometry-based methods on our dataset.
5.3.2 Skill-Specific Physics Intuition

We use the multi-view (MVCNN) model as our learning-based physics intuition model for evaluating the skill-specific physics intuition models. Assuming access to the material friction value, we observe a similar trend in skill-specific models as seen earlier in the skill-agnostic case. On the simulation test dataset, the skill-specific physics intuition models demonstrate a better performance as compared to the heuristic baselines (Table 5.3). On the real-world dataset, similar to the skill-agnostic case, the simulation-based models are best for Clutter scenes but suffer with the Jenga ones (Table 5.4). We visualize a few samples from our simulation and real-world test dataset in Figure 5.6 and Figure 5.7 respectively.

<table>
<thead>
<tr>
<th>Clutter</th>
<th>Learning-Based PI (MVCNN)</th>
<th>Geometry-Based Physics Intuition</th>
<th>Simulation-Based Physics Intuition</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGBD Images</td>
<td>0.86</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ground Truth Poses</td>
<td>-</td>
<td>0.74</td>
<td>-</td>
</tr>
<tr>
<td>Perceived Poses</td>
<td>-</td>
<td>0.65</td>
<td>0.91</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Jenga</th>
<th>Learning-Based PI (MVCNN)</th>
<th>Geometry-Based Physics Intuition</th>
<th>Simulation-Based Physics Intuition</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGBD Images</td>
<td>0.83</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ground Truth Poses</td>
<td>-</td>
<td>0.53 (0.53)</td>
<td>-</td>
</tr>
<tr>
<td>Perceived Poses</td>
<td>-</td>
<td>0.55 (0.58)</td>
<td>0.58 (0.61)</td>
</tr>
</tbody>
</table>

Table 5.2: Real-world evaluation for skill-agnostic models (weighted F1-scores).

<table>
<thead>
<tr>
<th>Clutter</th>
<th>Learning-Based PI (MVCNN)</th>
<th>Random Assignment</th>
<th>Pick Any</th>
</tr>
</thead>
<tbody>
<tr>
<td>UP</td>
<td>0.93</td>
<td>0.62</td>
<td>0.93</td>
</tr>
<tr>
<td>FW</td>
<td>0.87</td>
<td>0.50</td>
<td>0.93</td>
</tr>
<tr>
<td>BK</td>
<td>0.89</td>
<td>0.50</td>
<td>0.94</td>
</tr>
<tr>
<td>LF</td>
<td>0.82</td>
<td>0.50</td>
<td>0.94</td>
</tr>
<tr>
<td>RT</td>
<td>0.83</td>
<td>0.50</td>
<td>0.93</td>
</tr>
<tr>
<td>Average</td>
<td>0.87</td>
<td>0.53</td>
<td>0.93</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Jenga</th>
<th>Learning-Based PI (MVCNN)</th>
<th>Random Assignment</th>
<th>Pick Any</th>
</tr>
</thead>
<tbody>
<tr>
<td>UP</td>
<td>0.93</td>
<td>0.50</td>
<td>0.16</td>
</tr>
<tr>
<td>FW</td>
<td>0.93</td>
<td>0.52</td>
<td>0.15</td>
</tr>
<tr>
<td>BK</td>
<td>0.94</td>
<td>0.51</td>
<td>0.20</td>
</tr>
<tr>
<td>LF</td>
<td>0.93</td>
<td>0.51</td>
<td>0.20</td>
</tr>
<tr>
<td>RT</td>
<td>0.93</td>
<td>0.51</td>
<td>0.21</td>
</tr>
<tr>
<td>Average</td>
<td>0.93</td>
<td>0.51</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Table 5.3: Simulation test set evaluation for skill-specific models (weighted F1-scores). Here we assume knowledge of the material friction value of the blocks in the scene.

When assuming a uniform prior over material friction values, we obtain a continuous value prediction between 0 and 1 from our skill-specific models. To generate the ground truth values, for both our simulation and real-world datasets, we assume 3 different material friction values and labeled each scenario as being stable or unstable after performing the target-object extraction. For the clutter dataset, the objects in the scene slip against each other on lower friction values and have very few interactions in their initial equilibrium state. This leads to even objects that are safe to extract be labeled as unstable under certain friction conditions because other object
Table 5.4: Real-world evaluation for skill-specific models (weighted F1-scores). Here we assume knowledge of the material friction value of the blocks in the scene.

<table>
<thead>
<tr>
<th></th>
<th>UP</th>
<th>FW</th>
<th>BK</th>
<th>LF</th>
<th>RT</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clutter</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Learning-Based PI (MVCNN)</td>
<td>0.97</td>
<td>0.74</td>
<td>0.45</td>
<td>0.87</td>
<td>0.81</td>
<td>0.77</td>
</tr>
<tr>
<td>Simulation-Based PI (Perception)</td>
<td>0.98</td>
<td>0.87</td>
<td>0.85</td>
<td>0.91</td>
<td>0.87</td>
<td><strong>0.90</strong></td>
</tr>
<tr>
<td>Random Assignment</td>
<td>0.67</td>
<td>0.50</td>
<td>0.52</td>
<td>0.51</td>
<td>0.51</td>
<td>0.54</td>
</tr>
<tr>
<td>Pick Any</td>
<td>0.97</td>
<td>0.51</td>
<td>0.66</td>
<td>0.38</td>
<td>0.38</td>
<td>0.59</td>
</tr>
<tr>
<td><strong>Jenga</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Learning-Based PI (MVCNN)</td>
<td>0.92</td>
<td>0.86</td>
<td>0.79</td>
<td>0.88</td>
<td>0.80</td>
<td><strong>0.85</strong></td>
</tr>
<tr>
<td>Simulation-Based PI (Perception)</td>
<td>0.60</td>
<td>0.72</td>
<td>0.60</td>
<td>0.74</td>
<td>0.74</td>
<td>0.68</td>
</tr>
<tr>
<td>Random Assignment</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.51</td>
<td>0.50</td>
</tr>
<tr>
<td>Pick Any</td>
<td>0.36</td>
<td>0.33</td>
<td>0.35</td>
<td>0.23</td>
<td>0.20</td>
<td>0.30</td>
</tr>
</tbody>
</table>

Figure 5.6: Visualizing predictions made by multi-view (MVCNN) skill-specific models in simulation. Here we assume knowledge of the material friction value of the blocks in the scene. Which objects can be safely removed depends on which skill we try to remove them with (white arrow). We observe that skill-specific models make very few misclassifications and are able to accurately predict this skill-specific notion of object-extraction.

interactions in the scene are unstable. For this reason, we only use the Jenga scenario for this analysis as the scene remains stable in the equilibrium state for all three friction values. On the real-world dataset, we compare the predictions of the learning-based models to the ones obtained from the simulation-based models. The results are summarized in Table 5.5. Despite the drop in performance due to the implicit sim-to-real gap, we see promising results as our learning-based physics intuition models perform reasonably well on real-world images compared to the simulation-based model. We visualize a few predictions from our model in Figure 5.8 and 5.9.
Figure 5.7: Visualizing predictions made by multi-view skill-specific models on real-world data. Here we assume knowledge of the material friction value of the blocks in the scene. The extraction direction is indicated with a white arrow, and misclassifications are highlighted with a white circle. Only blocks that are judged as extractable by the skill-agnostic models are classified by the skill-specific models.

<table>
<thead>
<tr>
<th></th>
<th>Jenga</th>
<th>UP</th>
<th>FW</th>
<th>BK</th>
<th>LF</th>
<th>RT</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation</td>
<td>Learning-Based PI (MVCNN)</td>
<td>0.02</td>
<td>0.02</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>Real-World</td>
<td>Learning-Based PI (MVCNN)</td>
<td>0.08</td>
<td>0.10</td>
<td>0.11</td>
<td>0.13</td>
<td>0.12</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>Simulation-Based PI (Perception)</td>
<td>0.21</td>
<td>0.28</td>
<td>0.35</td>
<td>0.23</td>
<td>0.23</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.22)</td>
<td>(0.26)</td>
<td>(0.38)</td>
<td>(0.22)</td>
<td>(0.20)</td>
<td>(0.25)</td>
</tr>
</tbody>
</table>

Table 5.5: Real-world evaluation for skill-specific models (mean squared error). Here we assume a uniform prior over the material friction value of the blocks in the scene. Lower value is better.

Figure 5.8: Visualizing predictions made by multi-view skill-specific models in simulation. Here we assume a uniform prior over the material friction value of the blocks in the scene because of which we can observe that the ground-truth labels are continuous instead of binary. The extraction direction is indicated with a white arrow.
Figure 5.9: Visualizing predictions made by multi-view skill-specific models on real-world data. Here we assume a uniform prior over the material friction value of the blocks. The extraction direction is indicated with a white arrow and misclassifications are highlighted with a circle.

5.3.3 Effect-Mask Prediction

The effect-mask model makes per-pixel predictions on a single RGB image input around which part of the scene will move on removing a target object from the scene. These predictions take the form of a probabilistic mask on the input image that we refer to as effect-mask. Specific object can be deduced from this effect-mask by finding its intersection with specific object masks. We expect this intuition around “which objects will move?” to be very useful as it will allow robots to secure a set of blocks when attempting an unsafe extraction. Our evaluation of the effect-mask predictor is preliminary, yet promising. In Figure 5.10, we visualize the predicted effect-masks as heatmaps and can observe that the model is reasonably accurate in identifying the objects that will move if the target-object is removed from the scene. We report our results on the simulation validation set in Table 5.6. The model learns to predict significantly better effect-masks on Jenga scenes than on Clutter. This maybe due to the relatively consistent structure of the masks across Jenga scenes that make it a relatively easier segmentation task as compared to clutter scenes.

<table>
<thead>
<tr>
<th>Intersection over Union</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clutter</td>
<td>0.36</td>
</tr>
<tr>
<td>Jenga</td>
<td>0.62</td>
</tr>
</tbody>
</table>

Table 5.6: Simulation test set evaluation for effect-mask prediction.

Figure 5.10: Visualizing predicted effect-masks as overlaid heatmaps on simulation data. The target object is highlighted in white in the RGB-M input and predicted effect-mask.
5.4 Analysis

In this section, we analyze our learning-based, skill-agnostic models to gain further insight into their internal properties and understand their limitations to inform future work.

5.4.1 Generalizability

A drawback of learning-based approaches is their limited generalizability on data points that are significantly different from the ones in their training data. For example, in Figure 5.11 we observe a Clutter scene where two blocks are almost vertical and mutually support each other. We do not witness many such cases during our data generation process since these arrangements require more deliberate construction. Expectedly, our model is confused in this case and makes a wrong prediction on both the blocks. It is also worth noting that due to the large data imbalance along which objects can be picked “UP” on the Clutter dataset, our model performs as good as the Pick Any baseline on both the simulation (Table 5.3) and real-world dataset (Table 5.4).

![Figure 5.11: An example scene where learning-based skill-agnostic models make wrong predictions due to not seeing enough, if any, such arrangements in the training dataset.](image)

However despite a few such aforementioned cases, our models are quite generalizable. We analyze the predictions made by our skill-agnostic (MVCNN) model on our real-world Clutter scenes and observe that the model is robust against minor inconsequential changes in the scene and, at the same time, is well-aware of important ones. We can see in Figure 5.12 that our learning-based, skill-agnostic model continues to give accurate predictions as we modify a scene along various dimensions.

![Figure 5.12: Visualizing changes in predictions made by the skill-agnostic (MVCNN) model in response to modifications to the scene in terms of (a) object orientation, (b) scene inversion (c) new object addition.](image)
<table>
<thead>
<tr>
<th>Num. Blocks</th>
<th>Training</th>
<th>Testing</th>
<th>Weighted F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clutter</td>
<td>2, 3</td>
<td>4</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>2, 4</td>
<td>3</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>3, 4</td>
<td>2</td>
<td>0.96</td>
</tr>
<tr>
<td>Tower Height</td>
<td>5, 6</td>
<td>7</td>
<td>0.95</td>
</tr>
<tr>
<td>Jenga</td>
<td>5, 7</td>
<td>6</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>6, 7</td>
<td>5</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Table 5.7: Evaluation of generalizability about number of objects in the scene for skill-agnostic multi-view (MVCNN) models.

We further evaluate the performance of skill-agnostic multi-view (MVCNN) models when trained on scenes consisting of different numbers of blocks than the testing scenes. Results from this experiment are summarized in Table 5.7. We observe that models trained on a larger number of blocks extend well to scenes with fewer blocks but not always vice versa. In the case of Jenga, this gap is much smaller, as the bigger towers include many similar scenarios to the smaller tower scenarios in their training data. This difference is larger in Clutter scenarios as some unique interactions among a larger number of blocks are not be well-represented when trained on a smaller number. The results show that even though our models are able to learn certain rules that determine safe extraction and extend them to images with different number of objects than in the training set.

### 5.4.2 Performance

Fast visual assessment can enable robots to continually gain physics intuition about an arrangement of objects and account for a change in the configuration of objects in real-time. We note that an elaborate perception pipeline can introduce significant barriers towards achieving this goal. PERCH uses a 8GB GPU and takes on average 8 seconds to reconstruct a scene. This time is independent of the number of objects in the scene as PERCH performs pose estimation in parallel across all objects. V-REP further takes approximately 3-5 seconds to run a single simulation roll-out for each object in fast simulation mode on a 3.5 GHz CPU. We perform these roll-outs sequentially but in practice this can be done in parallel across all the objects. In contrast, our learning-based approach uses the same compute setup and takes less than 1 second to visually assess all the objects in the scene, even when done sequentially for each object. Although, the geometry-based models take negligible time in creating support graphs from a reconstructed scene, they rely on the same perception-pipeline as the simulation-based approach. Therefore, we can see that learning-based physics intuition models are both fast and accurate, making them suitable for real-time visual assessment.
5.4.3 Network Visualization

![Figure 5.13](image)

Figure 5.13: Class activation maps for simulated (a, b) and real-world (c, d, e, f) scenes. Target object is highlighted in white. Dotted circles in the original images (left) highlight the region corresponding to the activation maps (right).

To inspect which properties of the scene our models focus on when making predictions, we visualize the learned discriminative image regions from the CNN layer of the models. As proposed in [71], introducing a Global Average Pooling layer between the last convolution layer and the final fully connected layer of our model allows us to back-project the weights from the fully-connected layer and obtain Class Activation Maps (CAMs).

We inspect these discriminative regions in our test set for the skill-agnostic models. Figure 5.13 displays visualizations across two views of the Jenga and Clutter scenes both in the simulated and real image settings. The regions that contribute to the models’ predictions are proximal to the target object. We can also see that for Jenga scene images that have a clear view of the objects in the target object row, the network either focuses on that row or on the blocks below it. This may be because having an alternate supporting block in the row is critical for the stability of the tower, as is having supporting blocks underneath to counter the change in weight due to the removal of a block. These properties may be best assessed independently from separate views rather than from a single view alone, and may further explain how multi-view models may have an edge over single view models. In the table Clutter scenario, we observe that the network focuses on the contact points of the target object and the object’s support dependencies. This may be because having contact with another block and the arrangement of nearby non-target objects (such as presence of alternate support) are important factors that determine a scene’s stability.
Chapter 6

Conclusion

6.1 Summary

Existing research has shown that robots can use learning-based physics intuition models to predict the stability of a scene directly from images and exploit this reasoning to create stable stacks of objects in the real-world. Here, we demonstrated how robots can use similar visual assessment to perform the inverse process of predicting which objects can be safely extracted from a configuration (skill-agnostic) and in which direction (skill-specific). We also touched on predicting which objects will move on extracting a particular object from a configuration (effect-masks).

We extended the existing physics intuition training methodology by conditioning the training images on specific objects using an object mask alongside the image of the scene. We further showed that aggregating multiple views can increase the model’s performance for scenes with multiple objects and unstructured object arrangements. For our evaluations we curated a diverse dataset of table-top Clutter and Jenga tower scenes in simulation and in the real-world. We demonstrated on these datasets that our learning-based visual assessment can provide a skill-agnostic and skill-specific physics intuition around safe extractability of an object and therefore effectively reduce the probability of a robot disrupting the scene.

We also compared our proposed learning-based approach to simulation-based and geometry-based visual-assessment and saw that it achieved comparable, if not better, performance on both Clutter and Jenga real-world datasets. We noted that since the learning-based approach operates directly on images, it can operate well in scenarios where gaining access to complete and accurate geometric information of a scene is not feasible. This also made learning-based physics intuition models capable of providing real-time visual assessment.

In analyzing the discriminative image regions found by the model, we observed that discriminative regions correlated with regions that were critical to the stability of the scene, such as objects being directly supported by the target object or regions where alternate support must be present in order to avoid disruption. This analysis suggests that the system has learned meaningful intuitive physics features of the scenes.
6.2 Limitations and Future Work

Our proposed approach employs deep neural networks and is data intensive by nature. Both the quality and quantity of data are important to learn physics intuition models that would be sufficiently generalizable to more complex scenes with objects of different shapes and sizes as well as different environment conditions. For example, even though we vary the lighting conditions as we generate training data for our models, the variation in simulation is limited and our models remain sensitive to ambient light in the real-world. To tackle this challenge we would need to use more photo-realistic renders and generate images in a variety of lighting conditions along with employing significantly more domain randomization. Alternately, to scale our approach to diverse scenes we can to extract a better representation of scenes. For example instead of only using a mask over the target-object, we can create representations of each object in the image using their respective masks and use graph neural networks to encode the scene configuration as in [54, 68].

On similar lines, an important thing to note is that our approach currently assume access to good quality object masks as well correspondences across them from multiple views of a scene. Since we directly use simulator-generated object masks in our model training and testing, our models are sensitive to quality of these masks. By introducing random noise in these masks during training, the models can be made more robust to noisy masks at test time.

Any kind of visual prediction will suffer from uncertainty around unperceived features such as material properties and forces acting between objects (e.g., friction). In this work, we assume scenes comprised of rigid homogeneous objects and explore how assuming a prior over friction values can allow our model to incorporate the uncertainty around these unknown parameters. An interesting direction to explore would be to interact separately with a few objects from the scene to capture an intuition about their physical properties that can be combined with the vision-based physics intuition to provide more precise assessment about the entire scene. This would be similar to system identification, but instead of learning specific physical features individually, the robot learns representations that are meaningful to assist the vision-based physics intuition. Furthermore, the robot can also learn meaningful interaction policies to learn useful representations from interactions with the subset of objects.

We independently evaluate single-view and multi-view models and find that multiple views can increase a model’s performance. Although obtaining multiple views of a scene every time may not be necessary. We do not explicitly model the uncertainty in our predictions and that can be a useful addition to our approach. A future direction to explore would be a resolution for the dilemma of choosing between the single-view and multi-view models in real-time. For example, non-optimal viewing angles may report a high uncertainty in their predictions and signal a need to obtain another view of the scene. Furthermore, a more detailed analysis of the relation between the number and similarity of views used over training and testing can be valuable future work.

Another limitation of our work is that for skill-specific visual assessment we currently restrict our model to 4 directions with respect to the table in the image. Future work can look at encoding continuous direction action vectors directly in images perhaps using colored masks similar to [44]. Another alternative would be to include the robot’s actuator in the image as it views the scene and use it as the reference object to be always available in the image.
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