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Abstract

Agricultural automation is a varied and challenging field, with tasks ranging from detection to sizing and from manipulation to navigation. These are also precursors to effective plant breeding and management. Making plant measurements by manually scouting is labor-intensive and intractable at large scale. While the cost of gene sequencing has gone down several orders of magnitude in the last couple of years, measuring the physical traits of plants remains a labor-intensive task.

This calls for robotic solutions that can measure plant traits with a high throughput. Accelerated by the current developments in the area of deep learning and computer vision, in this thesis, we propose the applications of these advancements for non-contact phenotyping, tactile phenotyping, and vision-based navigation in agricultural fields. For non-contact phenotyping, we propose an architecture that can count plants within 10% of human ground truth counts and measure stalk widths with a mean absolute error of 2.76mm. We then present a deep-learning-based architecture for segmenting and grasping stalks, for tactile measurements, achieving an average grasping accuracy of 74.13% and a stalk detection F1 score of 0.90.

We then propose a deep reinforcement-learning based architecture that can learn policies to navigate in agricultural fields without human supervision. We test the same algorithm in simulation and various outdoor scenes. The robot learns to navigate in simulation in as low as 9 minutes of training time. We report the performance of the same algorithm in outdoor track, vineyard and hops plantation. The agent can learn to follow tracks in as low as 1hr 35 minutes on the real robot, learning from scratch.
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Chapter 1

Introduction

The advent of mechanization in agriculture has no doubt made it more productive and efficient. But even with these advancements agriculture still remains to be one of the most labor intensive tasks. According to the current projections, the world population is expected to reach 9.15 billion individuals in 2050, as compared to today’s 7 billion. Much of this growth taking place in regions with already scarce resources [1]. Deforestation, land degradation and erratic changes in the climate due to global warming, would further contribute to global food insecurity. Due to shrinking margins, the number of people directly employed in the agriculture is reducing, with only 1% of the population in the USA deriving their livelihood from agriculture (USDA-NASS, 2014). Thus, crop breeding for traits like resilience and higher yield is critical for global food, climate and energy security. For instance, breeding plants for more potent bio-fuels would reduce the emissions of green-house gasses [2] and would be a beneficent in the long term by replacing the non-renewable fossil fuels with a renewable resource. Improved agricultural efficiency will be critical to global health and economic stability in the 21st century, and plant breeding will play a central role.

Genetic data can be used to breed better off-springs, by crossing plants with desirable physical traits. Geneticists benefit from finding correlations between desirable physical traits of a plant and genetic markers in gene sequences to make more informed decisions for ideal germplasms selection. As shown in Figure 1.1 there has been a dramatic reduction in the costs of gene-sequencing over the last 15 years. But measuring these physical traits (phenotypes) still remains an arduous and repetitive task. When performed at large scales, as shown in Figure 1.2 this, becomes labor-intensive and is prone to inaccuracies. Thus, phenotyping becomes a bottleneck for large scale genetic inferences in plants.

Robotics and computer vision have the potential to tackle this bottleneck by providing consistent, fast and high-throughput phenotypic data. But, outdoor plant
phenotyping remains a challenging task, owing to inconsistencies in the environment and a high degree of noise like changes in lighting conditions, movements due to winds etc. Yet, recent improvements in computer vision algorithms are making it feasible to develop algorithms and robotic platforms that can operate in these environments.

Figure 1.2: Aerial view of a vineyard depicts the large scale nature of plant phenotyping.
Images are a very rich sensory modality and are ideal for visual phenotypic estimation. But extracting relevant information from image data is a challenge. With the recent advancement in Deep-Learning based techniques for detection and segmentation and reduction in running times due to efficient CUDA implementations of these algorithms, it has become possible to use images effectively. There are 3 major tasks that need to be accomplished for robotic agricultural phenotyping, viz. Detection, Manipulation and Navigation. All of which can be done with information contained in images. They are briefly described here and then explained in detail in later sections:

Detection: This refers to identification and sizing of the relevant features in the images. This could be anything from plant height to fruit size. Once the object is detected in the image, depth estimate from the corresponding stereo pair can be used to size it. This thesis proposes a Deep-Learning based end-to-end architecture for detecting and sizing plant traits. Figure 1.3 shows different parts of plants being detected and sized.

Figure 1.3: Top: Left: Sorghum stalks, Right: Sorghum Panicles, Bottom: Left: Grape Vine buds and Right: Grape Vine leaves.
Manipulation: Once the objects are detected and located in 3D, they can be acted upon physically by a manipulator. This can be used to measure tactile traits like plant strength, hyper-spectral reflectance, pruning etc. This thesis proposes a Conditional Generative Adversarial Network based end-to-end pipeline for manipulating plant stalks. Figure 1.4 shows a Sorghum stalk being grasped.

![Figure 1.4: Sorghum Stalk being grabbed for strength measurement.](image)

Navigation: The sensors and manipulators need to be transported to the plants in the field. While it is possible to use conventional control algorithms like ILQRs, PIDs etc, they always assume full state observation of the robot. This can be attained via sensors like RTK-GPS. But, owing to high water retention in agricultural fields, GPS signals get attenuated. Images do not have this problem. Thus, this thesis explores the use of Deep Reinforcement Learning for human free image based navigation. The proposed architecture is made with keeping generalizability across different environments in mind. Figure 1.5 shows this.

This thesis thus offers the following contribution to the research community:

- An end-to-end pipeline for metric plant phenotyping.
- An end to end pipeline for grasping plant stalks.
- A Deep RL based human free pipeline for vision based navigation that is environment agnostic.
Figure 1.5: Left: The robot navigating in a Hop field. Right: The robot navigating in a vineyard.
Chapter 2

Background

The related work for this thesis can be broadly divided into three sections. They are plant phenotyping, robotic manipulation and vision based navigation.

2.1 Plant Phenotyping

Computer Vision being the mainstay of most Artificial Intelligence based phenotyping initiatives [3], a wide variety of computer vision techniques have been developed for measuring plant traits. Our group amongst several research groups is investigating the applications of computer vision to push the boundaries of crop yield estimation [4] [5] and phenotyping. Jimenez et al. [6] provide an overview of many such studies. These can be classified into classical machine vision approaches, that depend on the structure of the objects being observed and machine learning based approaches, which are more data driven.

In classical computer vision approaches, some work has been done to obtain precise yield estimates in vineyards by accurately measuring fruit density measurement using classical image processing techniques [7] [8]. Xu et al. used a monocular camera and morphological image manipulation techniques to detect buds in grape vines [9]. There have been a wide variety of attempts for estimation of leaf count and leaf area of plants. Various methods deploy techniques varying from image processing methods to digital sensor based data acquisition techniques. There has been an attempt on leaf segmentation by fitting quadratic curves to a combination of depth data and IR data [10]. RGBD sensors like Microsoft Kinect have been used for leaf segmentation and leaf count estimation using center of divergence methods, which employ parametric snakes [11],[12]. But the drawback of this approach is limitation of Kinect to indoors and the slow convergence of parametric snakes.

There exist techniques involving a combination of log-polar transformation and unsupervised learning using triangle encoding and K means clustering [13] [14] [15].
But these techniques presume that leaves are of a distinct shape, like circular or elliptical. Active Shape Modelling \[16\] technique has been used to detect multiple leaves, which might be occluded. The leaf boundaries and veins are detected using gradient change. Since this method tries to fit a model to leaves, it assumes all leaves to be roughly of similar shape. This is highly unlikely in the case of grape vines in outdoor conditions. Other techniques, such as those used by \[17\] and \[18\] make use of Frangi Filter \[19\] to detect shoots in grape vines. Pothen et al. \[20\] and Mirbod et al. \[21\] use gradient of texture generated by flash light, to detect and size grapes respectively. Jenkins et al. \[22\] use multiple stereo images taken form a moving platform for point-cloud generation and exploit geometric structure of the stalks for detecting them. The authors report a precision of 0.95. Bargoti et al. \[23\] provide a pipeline for trunk detection in apple orchards. The pipeline uses Hough Transforms on LIDAR data to initialize pixel wise dense segmentation into a hidden-semi Markov model (HSM). Hough transform proves to be a coarse initializer for intertwined growth environments with no apparent gaps between adjacent plants. The disadvantage with these classical approaches is that they require a lot of parameter tuning to work well and are hand-crafted to work only for certain crops. Thus they are hard to generalize across crops.

Sodhi et al. \[24\] combine classical vision techniques with machine learning techniques to segment Sorghum stalks from images. In this work, plants are imaged from various view points and the 3D point clouds are reconstructed. Segmentation is performed over these point clouds using Support Vector Machines (SVMs) with Conditional Random Fields (CRFs). Accuracy of 80.2% is reported on field data. Paulus et al. use SVMs for classification if histograms of point-clouds for plant organ parametrization \[25\]. Reported Area Under the Curve (AUC) accuracy is 0.966.

Recent advances in deep leaning have induced a paradigm shift in several areas of Machine Learning, especially Computer Vision. With deep learning architectures producing state-of-the-art performances in almost all major computer vision tasks such as image recognition \[26\], object detection \[27\] and semantic segmentation \[28\] has made it possible for researchers to use these for image based plant phenotyping. A broad variety of studies ranging from yield estimation \[29\] \[30\], to plant classification \[31\], to plant disease detection have been conducted \[32\]. Chen et al. \[33\] use a 2 CNN based architecture, where the first CNN detects blobs where the fruits might be present and the second CNN uses these blobs to estimate the fruit count in those regions. A regressor network then regresses the total fruit count in the image. Pound et al. \[34\] propose using vanilla CNNs (Convolutional Neural Networks) to detect plant features such as root tip, leaf base, leaf tip, etc. Though the results achieved are impressive, the images used are taken in indoor environments thus escaping the challenges of field environments such as occlusion, varying lighting
amongst several others. This is addressed by Baweja et al. [35] where they use the same sensor as [5], [20] and [21] for drowning out ambient light. They developed a CNN based architecture for Sorghum stalk detection and width estimation. They used a Faster RCNN [27] for stalk detection and a Fully Convolutional Network [36] for segmenting the stalk. They report an R squared correlation of 0.88 for stalk counting and an absolute error of 2.77 mm for stalk width estimation.

2.2 Robotic Manipulation

Agricultural manipulation has been an active area of academic research for the past 35 years. The field has focused almost exclusively on horticultural crops such as fruits and vegetables, and is subject to application-specific design constraints such as:

- Highly variable target shapes and sizes
- Outdoor weather conditions including rain, dust, and UV radiation
- Cost

Due to these constraints, most manipulators and end-effectors are highly customized. Bac et al. surveyed 50 peer-reviewed agricultural robotics papers between the years of 1984 and 2012, concluding that 78% (35 out of 45) of manipulators and 98% (46 out of 47) of end-effectors were custom-built [37]. Several representative papers are outlined below.

Baeton et al. tested a VR006L Panasonic industrial manipulator equipped with a suction mechanism for apple harvesting. The authors achieved 80% detection and grasping success, but the system required a custom stabilization unit to accommodate the manipulators high mass [38]. Scarfe et al. developed a custom anthropomorphic manipulator for overhead harvesting of kiwi fruit [39]. The anthropomorphic arm is designed for high speed and low cost, so the manipulator consists of stepper motors located at the base that actuate rotary joints through linkages. The lightweight end-effector consists of two fingers fabricated out of bent round wire. Bac et al. attached a suction mechanism and scissor tool to a Universal Robots UR5 manipulator for autonomous indoor harvesting of sweet peppers [40]. He achieved grasp success ranging from 41% to 61%.

Owing to the ability of neural networks to model complex non-linear functions effectively, there has been a huge body of work focusing on using neural-networks as controller for high DOF robotic manipulators. More recently, Reinforcement Learning (RL) techniques are being used to train these neural network controllers.
Combining model free techniques with model based techniques like trajectory optimization, Guided Policy Search methods, provide guarantee of robust performance, under supervision from an optimal controller during training [41] [42] [43]. On the other hand, model free Deep RL methods do not assume the model of the agent. [44] uses model free Deep Q Networks with Normalized Advantage Functions (DQN-NAF) to learn to open doors. And [45] uses Hindsight Experience Replay to learn various tasks from scratch with sparse binary rewards. Franceschetti et al. [46] performed a detailed comparison of two model free techniques, TRPO [47] and DQN-NAF for the task of learning jobs like pick and place and goal reaching on a simulated UR5 robot. Owing to theoretic monotonic improvement guarantees of TRPO, Parhar et al. use an improvement over TRPO, viz, PPO [48] for training our simulated UR5 arm to reach goals while avoiding an obstacle in direct line of sight of the end-effector. They further used the trained model to control the real arm to reach buds on a vine.

2.3 Reinforcement Learning for Navigation

There has been substantive recent progress towards solving the long standing goal of autonomous driving [49, 50, 51, 52, 53, 54]. This problem ranges in complexity from learning to navigate in constrained industrial settings, to learning to drive on highways, to navigation in dense urban environments. Autonomous navigation requires understanding complex multi agent dynamics including tracking multiple actors across scenes, predicting intent, and adjusting agent behavior conditioned on past history. These factors provide a strong impetus for the need of general learning paradigms that are ‘complex’ enough to take these factors into account.

Current state of the art systems generally use a variant of supervised learning over large data-sets of collected logs to learn driving behavior [53] [54]. These systems typically consist of a modular pipeline with different components responsible for perception, mapping, localization, actor prediction, motion planning, and control [55] [56] [57] [58] [59]. The advantage they offer is the ease of interpretation and ability to optimize subsystem parameters in an understandable way. However in practice, it is extremely hard to tune these subsystems and replicate the intended behavior leading to poor performance in new environments.

Another approach that has recently become popular is exploiting imitation learning where we aim to learn a control policy for driving behavior by observing expert demonstrations [60] [54] [61] [62] [63] [64] [65]. The advantage of these methods are that the agent can be optimized using end to end deep learning to learn the desired control behavior which significantly reduces the effort of tuning each component that is common to more modular systems. The drawback however is that these systems are challenging to scale and generalize to novel situations, since they can never out-
perform the expert agent and it is impractical to obtain expert demonstrations for the all the scenarios that we care about.

There also has been a substantial amount of research in autonomous navigation in agricultural setting. Though less challenging in terms of environmental uncertainty, because of lack of other actors, it comes with its own unique sets of challenges. There have been bodies of work that investigated the use of different sensors for agricultural navigation. [66] investigates the use of monocular RGB camera to navigate between rows of an apple orchard. [67] explores the use of a variable field of view camera for navigation in an early season corn field, while [68] use the 3D point cloud obtained from a LiDAR sensor to localize and navigate inside and apple orchard. [69] make use of an image based particle filter for navigating within maize. They used a downward facing camera and used a binary image indicating the presence of plant material determined by color thresholding in their measurement model. [70] used a planar laser range finder in a push-broom configuration along with a RANSAC line fitting algorithm to successfully detect multiple crop rows that ranged in height from 0.15-0.65 m, in a greenhouse. All these approaches are specific to the particular crop and assume consistent lighting conditions. Hence, they are not easily generalizable to different types of crops.

Deep reinforcement learning (DRL) has recently made large strides towards solving sequential decision making problems, including learning to play Atari games and completing complex robotic manipulation tasks. The superhuman performance attained using this learning paradigm motivates the question of whether it could be leveraged to solve the long standing goal of creating autonomous vehicles. This approach of using reinforcement learning has inspired few recent works [71 52 51 72] that learn control policies for navigation task using high dimensional observations like images. The previous approach using DRL [71] reports poor performance in navigation tasks, while the imitation learning based approach [51] achieves better performance but suffers from poor generalizability. Another work [56] only learns the lane following task for a constrained environment and uses a sparse reward structure that makes it challenging to learn. Moreover, learning policies from high dimensional state spaces still remains challenging due to the poor sample complexity of most model-free reinforcement learning algorithms.
Chapter 3

Plant Phenotyping

With a growing population and increasing pressure on agricultural land to produce more per acre there is a desire to develop technologies that increase agricultural output. Work in plant breeding and plant genomics has advanced many varieties of crop through crossing many varieties and selecting the highest performing. This is done by correlating the plants with desired physical phenotypes with the corresponding genomic markers. Even though the cost of genomic sequencing has come down over the past years, measuring these phenotypes still remains to be a major bottleneck and limits in terms of how many plant varieties can be accurately assessed in a given time frame. Thus there exists a need for systems that can accurately measure plant phenotypes at a high throughput.

The inability to collect physical measurements by humans, at large scale, is what is referred to as the phenotyping bottleneck. Collecting large scale phenotypic data is necessary to alleviate errors due to any sampling bias. Doing this in an outdoor setting is very labor intensive and error prone, as no two humans are guaranteed to produce the same result. This calls for the need to deploy robotic systems that can do this fast, repeatedly and accurately. Unmanned Aerial Vehicles (UAVs) offer an attractive choice, due to the large field of view that they can offer. However, these platforms lack the capacity to produce plan-specific measurements. Moreover, they lack the payload capacity and have low operating times.

In this work we focus on plant phenotyping for bio energy Sorghum crop. Sorghum is a diverse crop with over 40,000 accessions. It is useful for a plethora of purposes including but not limited to bio-fuel, animal fodder and alcohol production. We present a new image processing pipeline the leverages both recent deep convolutional neural networks for object detection and also semantic segmentation networks together to output both stalk count and stalk width. The combination of networks together provides more precise and accurate extraction of stalk contours and therefore more reliable measurement of stalk width. We collect data at two sep-
arate plant breeding sites one in South Carolina, USA and the other in Puerto Vallarta, Mexico and use one data-set for training our networks and the other data-set we ground truth using manually extracted measurements. We study both the efficacy and efficiency of manual measurements by using two humans to independently measure sets of plants and comparing accuracy and also total time taken per plot to measure attributes. We then compare the human measurements to the robot measurements for validation. This research is facilitated by a grant from U.S. Department of Energy Advanced Research Project Agency-Energy (ARPA-E)’s TERRA program. Plant stalk width and stalk count are two of the the most important phenotypes required for the sorghum breeding program.

3.1 Ground Robot

Since, none of the off the shelf robot platforms have the right form factor to enter Sorghum rows and the payload capacity to power and carry a sensor load of 50 Kg, Tim Mueller-Sim, Merritt Jenkins and Justin Abel developed a robotic platform, as reported by [73]. The platform as shown in Figure 3.1 is capable of autonomously navigating rows more that 30 inches wide.

The robot consists of a wide suite of sensors, like LiDARs, Inertial Measurement Units, Time of Flight Sensors and a GPS receiver that gets Real Time Kinematic corrections from a base station for a sub-centimeter location accuracy. It is equipped with a 3 Degree of Freedom manipulator, that is used to measure stalk strength and hyper-spectral reflectance, using a custom built sensor. The robot is also equipped with a 9 Mega Pixel stereo sensor, that can collect stereo images at 15 Hz. The camera has active lighting, that is used to drown out ambient light to get images with consistent lighting. This in turn helps in reducing the amount of training data needed to train the networks. The robot also has 4 NUC i-7 computers on-board. Every sensor and computer is synchronized in a master-slave fashion using Robot Operating System [74].

Figure 3.2 shows the custom stereo sensor that was used to collect data for this work. The sensor generates high FPS image data, with active lighting, using hardware synchronization between the flashes and the camera shutters. The image data is Geo-stamped via the NAVSAT messages generated through ROS.

3.2 Overview of Processing Pipeline

The motivation behind the work was to come up with a high throughput plant phenotyping computer vision based approach that is agnostic to changes in the field conditions and settings such as varying lighting conditions, occlusions etc. Figure 3.3 shows the overview of the data-processing pipeline, used by our approach. The
faster RCNN takes one of the stereo pair images as its input and produces bounding boxes, each for one stalk. These bounding boxes are extracted from the input image (also called as snips) and fed to the FCN, one at a time. The FCN outputs a binary mask, classifying each pixel as either belonging to stalk or the background. To this mask ellipse are fitted, to the blobs in the binary mask, by minimizing the least-square loss of the pixels in the blob [75]. One snip may have multiple ellipses in case of multiple blobs. The ellipse with the largest minor axis is used for width calculation. The minor axis of this ellipse gives us the pixel width of the shoot in the current snip. The corresponding pixels in the disparity map are used to convert this pixel width into metric units. The whole pipeline takes on an average 0.43 s to process one image, on a GTX 970 GPU. This can make the data-processing on the fly for systems that collect data at 2Hz.
Figure 3.2: Left: The robot navigating in a Hop field. Left: The custom built stereo imager. Right: Sample image of sorghum with active lighting.

Figure 3.3: The process pipeline for stalk width estimation.
3.3 Detecting and Segmenting Stalks

3.3.1 Detecting: Faster RCNN

Faster-RCNN by Girshick et al. [27] is an improvement over the Fast-RCNN, where there is a separate convolution layer that predicts object proposals based on the features form the activation of the last layer of the VGG-16 network, called Region Proposal Network (RPN). Since the region proposal network is a convolution layer, followed by fully connected layers, it is implemented over GPU, making it almost an order of magnitude faster than Fast-RCNN. One drawback of the Faster RCNN is the use of non-maximal suppression (NMS) over the proposed bounding boxes. Thus, highly overlapping instances of objects might not be detected, due to NMS rejection. This problem is even severe in highly occluding field images. It was overcome by simply rotating the images by 90° so that the erectness of the stalks may be used to draw tightest possible bounding boxes. We fine tuned a pre-trained Faster-RCNN with 2000 bounding boxes. Figure 3.4 shows sample detections.

![Sample Detections from Faster RCNN](image)

Figure 3.4: Sample Detections from Faster RCNN.

3.3.2 Semantic Segmentation: Fully Convolutional Network (FCN)

FCN (Fully Convolutional Network) is a CNN based end to end architecture that uses down-sampling (Convolutional Network) followed by up-sampling (Deconvolution Network) to take image as input and produce a semantic mask as output. The snips of stalks detected by Faster-RCNN are sent to FCN for semantic segmentation which by virtue of its fully convolutional architecture can account for different sized
incoming image snips. We chose to send Faster-RCNN’s output to FCN as input instead of raw image. Output bounding boxes always contain only one stalk and thus FCN is only required to do a binary classification into two classes, namely: stalk and background without having to do instance segmentation also. Our hypothesis was that this would make FCNs job a lot easier and would thus require lesser data to fine tune a pre-trained version. This hypothesis is validated by results presented in a latter section. We fine-tuned a pre-trained FCN with just 100 dense labeled detected stalk outputs from Faster-RCNN. Sample input to output of FCN is shown in Fig.3.5.

Figure 3.5: Sample snipped bounding box input to segmented stalk output.

3.4 Stalk Width Estimation

Once the masks have been obtained, for each of the snippets, ellipses are fitted to each blob of the connected contours of the mask. The ellipses are fitted to minimize the following objective:

\[ \epsilon^2(\theta) = \sum_{i=1}^{n} F(\theta_i, x_i)^2 \] (3.1)

Where, \( F(\theta; x) = \theta_{xx}x^2 + \theta_{yy}y^2 + \theta_{xy}xy + \theta_x x + \theta_y y + \theta_0 \) is the general equation of conics in 2 dimensions. The objective is to find the optimal value of such that we get the best fitting conic over a given set of points. We use OpenCV’s inbuilt optimizer to find best fitting ellipses. Figure7 shows the ellipses fitted to the output mask of the FCN.

Ellipse is fitted to the contours of the blob, so that the minor axis can serve as a starting point for width estimation of the stalk. For the same reason, a simple convex hull fitting was not performed. The minor axes of all the ellipses are then
trimmed to make sure they lie over the FCN mask. From the trimmed line segments, any segment that might have a slope of greater than 30° is rejected. The remaining line segments are projected on to the disparity map, so that the pixel width can be converted to the width in metric units, as per Algorithm 1. The line segment with the greatest metric width is selected as the width for the stalk in the current snip. The reason behind choosing max width over others is to get rid of the segments proposals that might have leaf occlusions. Fig 3.6 shows the pipeline for stalk width estimation and Fig 3.7 shows the results for stalk width estimation.

Figure 3.6: Stalk width estimation pipeline

Figure 3.7: Stalk width estimation results
3.5 Results

3.5.1 Data Collection

Image data was collected in Pendleton, South Carolina using the Robotanist platform. The algorithms were developed on this data. To test the algorithm impartially, another round of data collection with extensive ground truthing was done in Cruz Farm, Mexico. The images were collected using a 9MP stereo-camera pair with 8mm focal length, high power flashes triggered at 3 Hz. by Robot Operating System (ROS). The sensor was driven at approximately 0.05 m/s. Distance of approximately 0.8 m was maintained from the plant growth. Each row of plant growth at Cruz Farm is divided into several 7 ft ranges separated by 5 ft alleys. To ground truth stalk count data, all stalks were counted in 29 ranges by two individuals separately. The mean of these counts was taken as the actual ground truth. Similarly, for width calculations, QR tags were attached to randomly chosen stalks for ground truth registration in images. The width of these stalks at height of 12 in. (30.48 cm) and 24 in. (60.96 cm) from the ground was also measured by two individuals separately using Vernier Calipers of 0.01 mm precision. Humans at an average took 210 sec to count the stalks in each range and an average of 55 sec to measure width of each stalk. Each range at an average has 33 stalks, so on an average it takes 33 minutes to measure stalk widths of entire range. Fig. 3.8 shows the robot collecting data.

![Figure 3.8: The robot collecting data](image)

3.5.2 Results for Stalk Count

Faster-RCNN was trained with 400 images with approximately 2000 bounding boxes using alternate optimization strategy. RPN and regressor are trained for 80000 and 40000 iterations respectively in first stage and 40000 and 20000 iterations in the second stage using base learning rate of 0.001 and a step decay of 0.1 every 60000 iterations for RPN and 30000 iterations for regressor. Best test accuracies
were achieved by increasing the number of proposals to 2000 and the number of anchor boxes to 21 using different scaling ratios with NMS threshold of 0.2. Due to inability to get accurate homography for data collected at 3Hz, we resorted to calculating stalk-count/meter using stereo data and do the same for ground truth stalk counts which were collected from ranges, each of constant length 7 ft (2.134 m). Figure 3.9 shows the R-squared correlation for results of 0.88.

To put the results into perspective, attempting to normalize counts using image widths from stereo data may induce some error as this data is sometimes biased towards stalk count towards the start and end of each range where the mount vehicle is slowed down. Also, there is a little inherent uncertainty in the count data. There are tillers (stems produced by grass plant) growing at the side of some stalks which are hard to discern from stalks with stunted growth. To better understand this, we observe in Fig 3.10 that there is a small variation in ground truth stalk counting between two humans as well. The R-squared of Human1’s count versus Human2’s count should be 1 in an ideal scenario but that is not the case.

![Linear Regression For Human-1 Vs Human2 Stalk Count/meter](image)

Figure 3.9: Linear regression for human stalk count/meter versus Faster-RCNN’s count/meter

### 3.5.3 Results for Stalk Width Estimation

We plot the stalk width values as measured by Human1, Human2 and our algorithm at approximately 12in. (30.48cm) from the ground. At the time of data collection, it was made sure that a part of ground is visible in every image. This allows us
get stalk width at the desired height from the image data. This step is important as there is prevalent tapering in stalk widths as we go higher up from the ground. Figure 3.11 shows the widths of each ground truthed stalk as per both humans and algorithm.

Since there is a discernible difference in measurements of the two humans, we considered the mean of the two readings as actual ground truth. The mean width of stalks as per this ground truth is 14.354 mm. The mean absolute error between readings of Human 1 and Human 2 is 1.639 mm and the mean absolute error between readings from human ground truth and algorithm is 2.76 mm. The error can be attributed to rare occlusions that force algorithm to calculate height at a location other than 12 in. (30.48 cm) from the ground. We suspected this as a possibility and thus measure stalk widths at 2 locations during the ground truthing process: at 12 in. (30.48 cm) and 24 in. (60.96 cm) above the ground. Calculations from this data tell us that there was 0.405 mm/in. mean tapering on the measured stalks as we went up from 12 in. (30.48 cm) to 24 in. (60.96 cm).

To validate our hypothesis that providing faster-RCNN’s output bounding boxes as inputs to FCN would require lesser dense labeled data to train it. We trained another FCN on densely labeled complete images. This FCN was trained with more than twice the number of densely labeled stalk data (fine-tuned with approximately 250 densely labeled stalks) than the previous FCN (fine-tuned with on approximately...
100 densely labeled stalks). Even after assuming perfect bounding boxes around it for instance segmentation, the mean absolute error of this FCN was 3.868 mm for width calculation, which is higher than its predecessor having a mean absolute error of 2.76 mm.

![Stalk Width for FCN trained on full images (in mm)](image)

Figure 3.11: Width measured by Human1, Human2 and algorithm

### 3.5.4 Time Analysis

Table 1 shows the time comparisons of Humans versus algorithm for an average plot. Each plot has approximately 33 stalks and is about 2.133 m in length. We observe that Algorithm is 30 times faster as compared to humans for stalk counting and 270 times faster than human for stalk width calculation.

<table>
<thead>
<tr>
<th></th>
<th>Human 1 (min)</th>
<th>Human 2 (min)</th>
<th>Robot (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stalk Count</td>
<td>3.33</td>
<td>3.66</td>
<td>6.5</td>
</tr>
<tr>
<td>Stalk Width</td>
<td>29</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>32.33</td>
<td>33.66</td>
<td>6.5</td>
</tr>
</tbody>
</table>

Table 3.1: Time analysis for measuring one experimental plot

### 3.5.5 Conclusion

We have shown the strength of coupling deep convolutional neural networks together to achieve a high quality pipeline for both object detection and semantic segmentation. With our novel pipeline we have demonstrated accurate measurement of multiple plant attributes.
We find the automated measurements are accurate to within 10% of human validation measurements for stalk count and measure stalk width with 2.76mm on average. Ultimately though, we identify that the human measurements are 30 times slower than the robotic measurements for count and 270 times slower for measuring stalk width over an experimental plot. Moreover, when translating the work to large scale deployments, that instead of 30 experimental plots are 100’s or 1000’s of plots in size, it is expected that the human measurements become less accurate and logistically tough to measure in timely fashion during tight growth stage time windows.

In future work we plan to integrate more accurate positioning to merge multiple views of the stalks into more accurate measurements of stalk-count and stalk-width.
Chapter 4

Manipulation

4.1 System Overview

In the last section we saw how computer vision techniques can be utilized for estimating metric traits like plant count and plant width. It was a generic pipeline that could be used to measure anything that is visible in the images. However there are several physical traits that cannot be measured by vision alone. Some traits like plant strength and plant’s hyper-spectral reflection characteristics. For these reasons this section delineates the development and successful deployment of a 3 Degree of Freedom robotic manipulator for grasping Sorghum stalks. The end-effector of the manipulator is modular and is equipped with either a hyper-spectral sensor or a penetrometer. The manipulator consists of an arm with planar 2 degrees of freedom and a vertical linear stage that adds another degree of freedom. Figure 4.1 shows a closeup rendering of the two DOF planar manipulator.

Figure 4.1: Rendering of two DOF arm mounted on vertical slide of ground robot.

All data collection, processing, and plant manipulation were performed online outdoors on a custom-built unmanned ground robot [73]. The dimensions of the robot are 1.34×0.56×1.83m (L×W×H), and the system weighs approximately 140 kg. The robot is capable of autonomous row navigation using either RTK GPS or a combination of RGB and time-of-flight cameras.
Grasp perception is performed with a Carnegie Robotics MultiSense S7 stereo camera. The MultiSense S7 features an on-board FPGA that performs semi-global block matching at a rate of 15 FPS on 1 MP color images. Point clouds are published over LAN using Robot Operating System (ROS). The MultiSense S7 was mounted to the robot at a height of 1m above the ground and 25 mm in front of the robot’s center plane. This positions the camera at a distance from stalks greater than its 200 mm minimum range. The camera is synchronized to custom LED flashes visible in Figure 3. The LED flashes provide both consistent lighting and foreground brightening, which significantly improves correspondence matching.

The robot manipulator is designed with three degrees of freedom consisting of a prismatic joint and two rotational joints (PRR). The motivation behind this design is that sorghum stalks are roughly vertical and grasp-based measurements are agnostic to location on a stalk’s circumference. A 3-DOF PRR arm can position itself at only two circumferential locations at any height on a plant stalk. The manipulator is actuated by three series-elastic brush-less DC motor modules developed by HEBI Inc. which communicate over LAN.

Computation is performed on a ZOTAC Magnus EN1080K mounted to the robot. The computer communicates on the robot local network over LAN. It is equipped with an Intel i7 processor and an Nvidia 1080 discrete GPU. The computer is a ROS slave running a node consisting of an active session of Tensorflow compute graph. The node subscribes to the rectified left image frame of the Multisense S7 and publishes the processed image with segmented stalks. Image processing takes approximately 0.2 seconds per image.

Operational protocol consists of the robot autonomously driving a total of 0.5m in a sorghum row. A pair of images and the corresponding point cloud is captured every 0.1m. The 5 accumulated point clouds are stitched together to generate a single point cloud in the robot frame. The 2D images are fed to the GAN pipeline to segment stalks in each image. The segmented 2D images are then used to segment stalks in the stitched point cloud. Grasp points are detected in the point cloud with the 3D segmented stalks. The position of the grasp points is used to plan a grasping trajectory, which is then executed by the on-board manipulator. Fig 4.2 depicts the whole system.

### 4.2 Process Pipeline

#### 4.2.1 Detection Pipeline

A Generative Adversarial Network [76] consists of a generator and a discriminator. The task of the generator is to generate data that closely matches the training data.
distribution, and the task of the discriminator is to discriminate between the data generated by the generator network and the real data distribution.

In the classic setting for generation of fake, realistic-looking images, the generator would be a convolutional neural network that takes in noise variables $p(z)$ and outputs the high dimensional image data $x$. Thus it is a differentiable function $G(z; g)$ parameterized by weights $g$ that learn the mapping from $p(z)$ to the real data distribution. Ideally, given an input from $p(z)$, $G(z)$ must resemble data from the real data distribution $p_{data}$. The discriminator network, $D(x; \theta_d)$, is the second convolutional network that takes input as an image $x$ and outputs the scalar probability of it belonging to the real distribution $p_{real}$. The training procedure consists of training $G$ to minimize $\text{log}(1 - D(G(z)))$ and also training $D$ to maximize the probability of $D$ assigning correct labels to real and generated images. Hence, the two networks play the following mini-max game:

$$min(G)max(D) = \underset{x \in p_{data}(x)}{E}[\text{log}D(x)] + \underset{z \in p_z(z)}{E}[\text{log}(1 - D(G(z)))] \quad (4.1)$$

While this method of training is effective at generating images that appear very similar to the training images, the generated images are entirely new. Conditional GANs come over this shortcoming by generating a new image that is conditioned on an input image rather than a pre-defined noise prior. In this setting the training data consists of pairs of images $(x, y)$. The labeled image is $y$, and the image on
which the former is conditioned is $x$. Hence, the objective of the conditional GAN is:

$$L_c(G,D) = E_{(x,y) \in p_{data}(x,y)} \left[ \log D(x,y) \right] + E_{x \in p_{data}(x); z \in p_z(z)} \left[ \log(1 - D(x,G(x,z))) \right]$$  \hspace{1cm} (4.2)

Other than just fooling the discriminator, the generator also has to produce outputs that resemble the transformed input image data. Hence, an L1 loss term is also incorporated:

$$L_{L1}(G) = E_{(x,y) \in p_{data}(x,y); z \in p_z(z)} \left[ |y - G((x,z)|_1 \right]$$  \hspace{1cm} (4.3)

Thus the final training objective is:

$$\min(G)\max(D)L_c(G,D) + \lambda L_{L1}(G)$$  \hspace{1cm} (4.4)

Instead of explicitly giving a noise input $p_z(z)$ to the generator, noise is introduced in the network in the form of dropout. During training, the discriminator is provided real pairs of input and target images $(x, y)$ and a fake pair consisting of real input image and the conditionally generated output image $(x, G(x,z))$. The discriminator's objective remains the same, i.e. to discriminate between real and fake pairs, whereas that of generator is to fool the discriminator by generating an image as close to the transformed input image as possible. For our application using Conditional GANs proved to be be better than pixel-wise segmentation networks like [77] [78], as adversarial training regime allows the network to learn the inherent features of target distribution better. Hence, it produces more realistic segmentation results.

Fig. 4.3 and Fig. 4.4 show the training pipeline and the stalk segmentation results respectively. At deployment, the generator network is run with 256x256 images.

### 4.2.2 Point Cloud Stitching

The Multisense S7 camera uses a hardware trigger to publish an organized point cloud and a rectified image from the left camera and an organized point cloud. Each point in the organized point cloud has a corresponding pixel in the left camera frame. The image from the left camera frame is sent to the conditional GAN, which returns an image where all of the stalks are labelled red. The pixel locations from the labeled image are copied to the point cloud so that the stalks are labelled red in the point cloud.
Figure 4.3: Conditional GAN training pipeline shows an input image fed to the generator which generated a segmented image, the discriminator is trained to classify the hand labelled input-target image pair from a generated input-masked-image image pair.

In order to overcome the challenges of visual occlusion, 5 consecutive point clouds are stitched together. The point clouds are stitched using the Iterative Closest Point (ICP) algorithm, which is implemented natively in Point Cloud Library (PCL). The maximum correspondence distance between points was set to 0.15m, and the cloud was down-sampled using a 3 cm x 3 cm x 3 cm voxel grid for faster correspondence search. Once the clouds are stitched, they are thresholded for red color. We then
deploy the technique used by Jenkins et. al. \cite{22} wherein the point cloud is divided into 0.2 m segments and each segment is projected onto the x-y plane. Points on the x-y plane associated with stalks tend to be clustered together due to a stalk’s vertical profile. After 2D projection and region growing is applied to every slice, the centroids of each stalk region are reprojected to 3D space in the robot frame. Figure 4.5 illustrates the detection pipeline and Figure 4.6 illustrates the method of slicing a point cloud and region-growing the 2D projection.

4.2.3 Servoing

The 3D centroids described in the previous section represent points on sorghum stalks to which the manipulator can servo. Trajectory optimization takes approximately 12 microseconds and merely consists of parameterizing a 2D line in the manipulator plane between the manipulator’s first joint and the target. The arm trajectory is controlled using PID on position error and joint velocity is controlled proportional to position error. Error estimation takes place at approximately 250 Hz and arm movements take an average of 2 s to reach a target. The motor actuating the linear stage is controlled with a PI-controller. This is because the moment of inertia of the carriage on the linear stage is very small and a derivative term is not necessary to prevent overshoot. All three motors were tuned manually using the quarter amplitude decay method. Fig. 4.7 illustrates the planar trajectory of the manipulator.
Figure 4.5: The process pipeline: The left image from the Multisense S7 is fed into the trained generator, which masks the stalks in the image with red color. The RGB values of organized point-cloud for the corresponding image is replaced by the output image of generator. Grasp points are detected within this masked point cloud, and the gripper servos to the stalks.

4.3 Results

Network fine-tuning consisted of feeding 60 labeled images into the GAN for pixel-wise semantic segmentation pretrained on Cityscapes dataset [31]. This number is surprisingly low for a deep learning application, however our pipeline is a two way classification in a relatively homogeneous environment with consistent camera orientation and lighting conditions. This makes the testing images resemble the training dataset. The Conditional GAN took about 45 minutes to train 200 epochs on a NVIDIA GTX1080 GPU.

The robot was deployed in Florence, South Carolina, USA, on sorghum plants grown for bioenergy. The plants were 90 days old and approximately 2.5m tall. The robot was tested in 16 individual stalk grasping experiments. Each experiment consisted of the robot autonomously driving 0.5m down a sorghum row while running the end-to-end stalk detection and grasping pipeline. While driving down a sorghum row, the system captured five stereo pairs and autonomously servoed the
Figure 4.6: (a) Point cloud with masked stalks; (b) Point cloud after thresholding for red color; (c) Result of applying x-y plane projection to a bin in the point cloud. Point density heat-map (top) is filtered and region-growing is applied to segment high density regions (bottom). The centroids of these regions are the prospective grasp points; (d) Shows the detected grasp points (red spheres) within the robot’s physical reach, which is only in the left region of the point cloud.

Figure 4.7: Manipulator trajectory outline

In Table 4.1 we show the Precision, Recall and F1-score for pixelwise 2D stalk detection using a Conditional GAN. We achieve a precision of 0.937, recall of 0.872,
<table>
<thead>
<tr>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.937</td>
<td>0.872</td>
<td>0.903</td>
</tr>
</tbody>
</table>

Table 4.1: Precision, Recall and F1 score for stalk detection accuracy.

and an F1-score of 0.903.

The stereo camera’s field of view is wider than the reach space of the manipulator, so not all stalks detected in the camera image are reachable. Therefore we define grasping accuracy as the absolute difference of number of stalks grasped and number of stalks attempted, divided by the number of stalks attempted: $1 - \frac{\text{abs(error)}}{\text{number of attempts}}$. The average grasping accuracy over all 16 experimental runs was 74.13%. Fig. 4.8 shows the results for all 16 experiments. We report accuracy for number of stalks attempted vs. number of stalks reached, rather than the number of detected stalks vs. number of stalks grasped. This is because not all detected stalks are in the reachable proximity of the gripper. As observed in Fig. 4.8 it is often the case that the number of stalks grasped is greater than number of grasps attempted, i.e. the gripper often grips more than one stalk in an attempt. This is a result of high stalk density and lack of collision avoidance in the gripper trajectory planning in our current approach.

Figure 4.8: Number of stalks grabbed vs stalks number of attempted
The task is to develop a generic algorithm that can learn to navigate in different environments using images as observations. Since images provide the most dense and relevant sensor modality for the task of autonomous navigation. The proposed architecture strives to be generalizable across different agricultural fields and...
is tested indoors, on road, in vineyards and in hops. The algorithm learns a simple policy for vision based navigation in less than 2 hours of training from scratch. Figure 5.1 shows the image of the test platform in a field of hops.

5.1 System Diagram Overview

The architecture is motivated from [52]. Kendall et. al. use DDPG [79] for learning a neural network policy that learns to regress driving commands directly from images, without any ground truth data. They utilize a simple reward function that penalizes the agent if it is in an unsafe state, when a human driver takes over and resets the agent to a safe state. They further report using a VAE for encoding images into a low dimensional state-space decreases the train time.

We propose a similar architecture, but unlike [52], we use a controller that assumes full state observation to reset the robot. This makes the algorithm independent of human involvement. We also propose using Proximal Policy Optimization (PPO) [48] as our learning algorithm, owing to its basis in Trust Region Policy Optimization (TRPO) [47], that guarantees monotonic improvements.

As Figure 5.2 depicts, overview of the learning cycle. The agent observes an observations, which in this case is the encoding of an image from a VAE and takes
Figure 5.3: Variational autoencoder + policy network architecture diagram

a step in the environment. The agent then ends up at the next state. While Training a full state of the system is tracked. If the robot deviates too far away from a pre-defined trajectory, a controller (DWA Planner) kicks in and resets the robot to a safe state, from where the training resumes. The flow from image observation to actions is depicted by Fig. 5.3

We first train the agent in CARLA, a simulator for urban driving simulation and report training times of less that 30 minutes. Then we test the same algorithm with a reset-controller in a custom built ROS based environment, modeled in Gazebo. The robot model used is that of a Clearpath Jackal. Then we report the same algorithm being deployed on a real robot and report results for navigation tasks in widely different environments like, indoor-hallways, outdoor-roads, vineyards and fields of hops.

5.2 VAE

Policy gradient is known to be noisy. Hence, it is desirable to keep the number of parameters being trained low. Thus, in case the observations are images, it would be desirable to have a meaningful lower dimensional encoding of the input image, to keep the policy network small.

Variational Auto encoders are simply neural networks that take in an input image and produce a smaller representation (encoding), that contain enough relevant information to convert the image into the desired output format. It consists of two parts:

- **Encoder:** Passes the image through a bunch of convolution layers and
produces a small dimensional encoding of the input.

- **Decoder:** Takes the low-dimensional encoding and uses a bunch of Up-Convs to reconstruct the desired output format.

Variational Auto-Encoders have one property that makes them better than vanilla Auto-Encoders, viz., rather than learning a discrete encoding for the inputs, they learn the parameters of a Normal Distribution. Intuitively, the mean parameters control the where the encoding of the input is centered around in the encoding space and the variance parameters control how much the encoding can vary. As different encodings might be generated for the same image, the decoder learns to decode not only the one point in the latent space but all the near by point as well.

But, we would like some overlap between the encodings of different classes of images as well. This is done by enforcing a KL divergence constraint between the predicted parameters and a 0 centered unit Gaussian. Also, since the job of the Auto-Encoder here is to construct the encoding of the image, such that, that encoding contains the most amount of information regarding the image, the Auto-Encoder is trained to minimize an L1 reconstruction loss between the input image and the reconstructed image. So the overall loss that the Auto-Encoder tries to minimize is:

\[
L_{KL} = \sum_{i=1}^{n} (\sigma_i^2 + \mu_i^2 - \log(\sigma_i) - 1) \tag{5.1}
\]
Where $\mu$ and $\sigma$ are the mean and standard deviation of the Normal Distribution and $n$ is the size (dimension) of the encoding. In our case it is 512.

$$L_{L_1} = \Sigma_{i=1}^{Row} \Sigma_{j=1}^{Col} (abs(X_{i,j} - \hat{X}_{i,j}))$$  \hspace{1cm} (5.2)

Here $X$ is the input image and $\hat{X}$ is the reconstructed image of size $Row \times Col$.

$$L_{VAE} = \lambda_1 L_{KL} + \lambda_2 L_{L_1}$$ \hspace{1cm} (5.3)

Figure [5.5] shows the sample input image and the respective reconstructed image.

![Image of input and reconstructed images](image)

Figure 5.5: Left: input to the VAE. Right: Reconstruction from the produces encoding.

### 5.3 PPO

Proximal Policy Optimization (PPO) described in [48] is used. PPO belongs to a family of policy optimization algorithms. These algorithms, in general, estimate a policy gradient and take a gradient ascent step in the direction of the gradient, to make better actions more likely.

$$\hat{g} = \hat{E}_t[\nabla_\theta \log \pi_\theta(a_t|s_t)\hat{A}_t]$$ \hspace{1cm} (5.4)

Intuitively it may seem logical to perform multiple optimization steps with the gradient estimate in eqn[5.4] using a loss function shown by eqn[5.5]. However, in practice, it is not stable, because doing so might lead to unstable and too large policy updates [47].

$$L_{PG}(\theta) = \hat{E}_t[\log \pi_\theta(a_t|s_t)\hat{A}_t]$$ \hspace{1cm} (5.5)

Proximal Policy Optimization replaces the objective specified in eqn[5.5] with a surrogate objective given by eqn[5.6].
\[ L^{CLIP}(\theta) = \hat{E}_t[\min(r_t(\theta))\hat{A}_t, \text{clip}(r_t(\theta), 1 - \epsilon, 1 + \epsilon)\hat{A}_t] \quad (5.6) \]

Here, \( r_t(\theta) = \frac{\pi_{\theta}(a|s_t)}{\pi_{\theta_{old}}(a|s_t)} \) is the ratio between the action probabilities, under the current and old policy. This ratio, effectively, penalizes bad actions and rewards actions with high advantage, while limiting the change in policy. The objective function in eqn.5.6 is an improvement over TRPO \[47\], whose objective function maximizes eqn.5.7, subject to a constraint on the KL divergence of the new and old policy, \( \hat{E}_t[KL[\pi_{\theta_{old}}(a|s_t), \pi_{\theta}(a|s_t)]] \leq \delta \), where \( \delta \) is a hyper-parameter.

\[ L^{TRPO}(\theta) = \hat{E}_t[\hat{r}_t(\theta)\hat{A}_t] \quad (5.7) \]

Thus, \( L^{CLIP}(\theta) \) adds a second term to \( L^{TRPO}(\theta) \), that clips the probability ratio, \( r_t(\theta) \) to stay between the range \( 1 - \epsilon, 1 + \epsilon \). Finally it takes a min over the clipped objective and the un-clipped objective, so the final objective is a lower bound on \( L^{TRPO}(\theta) \). Hence, effectively this objective prevents us from performing a huge greedy update, if,

- the advantage value \( \hat{A}_t \) is positive and the action probability ratio \( r_t(\theta) \) is greater than 1.
- the advantage value \( \hat{A}_t \) is negative and the action probability ratio \( r_t(\theta) \) is between 0 and 1.

Also, it would allow a large update if the ratio \( r_t(\theta) \) is greater than 1 and the advantage value \( \hat{A}_t \) is negative. In other words, if the current policy is highly confident about an action that reduces performance, as compared to that of the old policy, the loss \( L^{CLIP} \) would allow a huge update away from the current bad policy. Note that \[48\] also included a KL divergence loss in their objective. But we did not use it in our training and hence, not mentioning it here. Algorithm 1 shows the training algorithm for PPO. Algorithm 2 shows the training regime for training PPO and VAE in conjunction. This can easily be extended to any other RL algorithm as well.

The value of \( \epsilon \) used is 0.2 as \[48\] reports best performance for that value.

### 5.4 Controller

We use ROS’s move_base package’s DWA planner as the local planner. This package provides a controller that drives the robot with a model predictive controller. The controller’s job is to produce \( d_x, d_y \) and \( d_{\theta} \) velocities to send to the robot, that has its own PID controller running to attain those command velocities.

The basic idea the Dynamic Window Approach (DWA) Planner is as follows:
Algorithm 1 Proximal Policy Optimization

for \( k=1,2,... \) do
  for \( l=1,2,...,N \) do
    Run \( \pi_{\theta_{old}} \) for \( H \) time steps
    Compute the advantage estimates \( \hat{A}_1, \hat{A}_2, ..., \hat{A}_T \)
    Optimize surrogate \( L^{CLIP} \) wrt \( \theta \), with \( K \) epochs
    \( \theta \leftarrow \theta_{old} \)

Algorithm 2 Proximal Policy Optimization with VAE training

for Iteration=1,2,... do
  for Timestep=1,2,...,N do
    Observation = VAE.encode(Image)
    \( a_t = \pi_{\theta_{old}}(Observation) \)
    Compute the advantage estimate \( \hat{A}_t \)
    Append Image to VAE Buffer
    Optimize surrogate \( L^{CLIP} \) wrt \( \theta \), with \( K \) epochs.
    Optimize VAE weights.
    \( \theta \leftarrow \theta_{old} \)
• Discretely sample in the robot’s control space \((dx, dy, d\theta)\)

• For each sampled velocity, perform forward simulation from the robot’s current state to predict what would happen if the sampled velocity were applied for some (short) period of time.

• Evaluate (score) each trajectory resulting from the forward simulation, using a metric that incorporates characteristics such as: proximity to obstacles, proximity to the goal, proximity to the global path, and speed. Discard illegal trajectories (those that collide with obstacles).

• Pick the highest-scoring trajectory and send the associated velocity to the mobile base.

• Rinse and repeat.

5.5 Simulation

We first test the experiment in CARLA simulator. This is an urban simulator, based on Unreal Engine and offers wide varieties of support development, training, and validation of autonomous driving systems. It supports flexible specification of sensor suites, environmental conditions, full control of all static and dynamic actors, maps generation, depth maps, semantic segmented scenes and much more. It comes with an easy to use Python API, that makes coding and developing OpenAI Gym based environments very straight forward. This makes this ideal for reinforcement learning for self driving.

Once the algorithm solved the task of navigation in different scenes in Carla, we built a Gazebo based simulates vineyard environment, so that the algorithm could be more closely tested to the real robot. For this purpose, a custom built vineyard environment was developed, from vine meshes generated from point-clouds obtained from stereo images of real vines in the field. We used Clearpath Jackal’s Gazebo model as our learning agent. This also gives us a realistic model of the robot to test the reset controller.

5.5.1 Carla

We train the agent in Carla’s Town 2 environment, as shown in Figure. The environment is 205.59 x 204.48 m. The agent’s objective is simply to stay on the road for as long as possible and gets a +1 reward for every time-step an negative reward for every collision, where the robot resets.

Figure. 5.6 shows the image of the map of the town and figure 5.7 shows the image of the semantically segmented scene.
We test our algorithm with RGB images and semantically segmented images and find that the algorithm learns to navigate faster with the semantically segmented inputs, as depicted by Fig. 5.8. The agent learns to navigate the environment in just 9 minutes of training on a GTX 1080 GPU. Table 5.1 shows the amount of time required for training.

5.5.2 ROS

Once the algorithm is successfully implemented in Carla, the next step is to implement it over a more realistic implementation of the robot. For this purpose, Gazebo was used. It is a physics simulator that allows to accurately simulate many robot models. It comes with a ROS based wrapper, that allows to develop code that could
be easily translated onto the real robot. We use Clearpath’s Jackal’s model inside a custom built vineyard environment as our environment. Fig. 5.9 shows the image of the environment.

Table 5.1: Training time taken for RGB and Semantically segmented images.

<table>
<thead>
<tr>
<th>Input image</th>
<th>Number of train steps</th>
<th>Training time (min)</th>
<th>Distance Travelled (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segmented</td>
<td>40.97k</td>
<td>9</td>
<td>818</td>
</tr>
<tr>
<td>RGB</td>
<td>121.1k</td>
<td>30</td>
<td>214</td>
</tr>
</tbody>
</table>

Figure 5.9: Simulated Vineyard Environment in Gazebo
5.6 Hardware

Going from simulation to real robot, we train and test the algorithm on a Clear-path Jackal robot. To demonstrate generalizability, we show experiments on 4 different kinds of environments

- On jogging tracks
- Vineyard
- Hops plantation

We compare the performance of RGB inputs vs semantically segmented inputs and also compare the performance of the system with a human manually resetting the robot vs using a controller to reset the robot. We use a Clear-path Jackal for all the experiments. The Jackal has a GTX-1050 on-board and is quipped with a front-facing stereo pair, a Velodine VLP 16 LiDAR and a Piksi RTK GPS system. The GPS system is used by the controller to reset the robot in case the robot strays too far away from the nominal path and the from facing camera is used as inputs for the VAE that in turn generates observations for the neural-network policy. The platform is shown in Fig. 5.15.

Figure 5.10: Left: Front view of the robot. Right: top view of the robot.

5.7 Experiments

5.7.1 Jogging track

We train the architecture over asphalt jogging track. The overall path is 620m in length. For this experiment, the agent was manually reset, rather than using the
GPS based reset. This was an experiment to sanity-check the algorithm on the robot. The path chosen is shown in Fig. 5.11. The robot ran for a max of 107 meters without manual intervention. The reward curve is shown in Fig. 5.12. Table 5.2 shows the performance of the algorithm.

Figure 5.11: Outdoor training track

Figure 5.12: Outdoor training reward curve.
5.7.2 Vineyard

The robot was trained to follow the rows in a vineyard in Cornell Lake Erie Research Extension at the Geo-location 42.371595, -79.486393. The length of each row is around 148 meters. Prior to training, the robot was manually driven across the rows to collect GPS points at a resolution of 2 meters. During testing the GPS was turned off. In the best case, the robot was able to navigate the row, requiring only 3 manual interventions. Fig. 5.13 shows the location where the agent was trained, Fig. 5.14 shows the reward curve for the agent and Fig. 5.15 shows the input image and the VAE reconstruction. Table 5.3 shows the performance of the algorithm.

<table>
<thead>
<tr>
<th>Input image</th>
<th>Training time (min)</th>
<th>Distance Travelled (m)</th>
<th>Reset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segmented</td>
<td>52</td>
<td>107</td>
<td>Manual</td>
</tr>
<tr>
<td>RGB</td>
<td>94</td>
<td>57</td>
<td>Manual</td>
</tr>
</tbody>
</table>

Table 5.2: Training time taken for RGB and Semantically segmented images in outdoor jogging tracks.

Figure 5.13: The vineyard row in which the robot was trained.

5.7.3 Hops Plantation

To demonstrate generalizability and full system with human free training, the robot was also trained on a field of hops. The system was trained with only RGB images to demonstrate fully human-free training. Each row was about 91 meters long, as shown in Fig. 5.16. The robot manually driven across the field to collect GPS points. The testing was done in the adjacent row. Fig. 5.18 shows the reconstructed image
Figure 5.14: The reward curve for the agent trained in vineyard.

![Figure 5.14](image)

Figure 5.15: Left: Input RGB image. Right: VAE reconstruction for vineyards.

![Figure 5.15](image)

<table>
<thead>
<tr>
<th>Input image</th>
<th>Training time (min)</th>
<th>Distance Travelled (m)</th>
<th>Reset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segmented</td>
<td>56</td>
<td>112</td>
<td>Manual</td>
</tr>
<tr>
<td>RGB</td>
<td>95</td>
<td>110</td>
<td>Manual</td>
</tr>
</tbody>
</table>

Table 5.3: Training time taken for RGB and Semantically segmented images in vineyards.

and Fig. 5.17 shows the training curve for the agent in hops. Table 5.4 shows the results for navigation in hops.

<table>
<thead>
<tr>
<th>Input image</th>
<th>Training time (min)</th>
<th>Distance Travelled (m)</th>
<th>Reset</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGB</td>
<td>79</td>
<td>87.2</td>
<td>Controller</td>
</tr>
</tbody>
</table>

Table 5.4: Training time taken for RGB and Semantically segmented images in Hops.
Figure 5.16: Hops plantation

Figure 5.17: Reward Curve for the training in hops.

Figure 5.18: Left: Input RGB image. Right: VAE reconstruction for Hops
Chapter 6

Conclusion

This thesis makes the following contribution towards robotics and automation in agriculture.

- An end to end pipeline for high throughput image based plant phenotyping.
- A deep learning based pipeline for grasping stalks for tactile plant phenotyping.
- A deep-reinforcement learning based architecture that can be deployed in different environments and is deployed on a real robot, training from scratch.

We presented that robotics aided by deep-learning can provide high fidelity and generalizable solutions for visual phenotyping, manipulation, and vision based navigation in agricultural setting. We find that vision based measurements are within 2.76 mm of the ground truth for stalk width and within 10% of human count for stalk count. For stalk grasping, we report an accuracy of 74.13% with a stalk detection F1 score of 0.90.

We propose an architecture that uses reinforcement learning with a planer based controller for safely resetting the robot. We propose the use of Variational Auto-Encoder for dimensionality reduction, so that the policy can be trained easier. We demonstrate learning of a simple road following policy in less than 10 minutes of training time. We deploy the algorithm in different environments, on a real robot and report its performance and demonstrate the generalizability of the algorithm. We show that having a consistent input representation like semantically segmented inputs can aid training and show that we can train agents in novel environments with no human inputs and with comparable performance to human aided training.
Chapter 7

Future Work

In future work for visual phenotyping we plan to integrate more accurate positioning to merge multiple views of the plants into more accurate measurements of plant traits. The plant manipulation pipeline could be used to extract several other more sophisticated phenotypes such as leaf angle, leaf necrosis index and light interception. We also plan to incorporate collision avoidance in gripper trajectory planning to avoid grasping multiple stalks. This should increase the grasping accuracy. Another area of investigation is depth estimation learned from plant features in monocular images. Consistent lighting provided by a synchronized flash would improve the viability of this application. Depth estimation from monocular images would not only allow us to replace the stereo camera with a low-cost camera but also eliminate the need to calibrate the stereo sensor. This could prove to be a difficult task, but is a possible area of exploration.

For the navigation pipeline, we see that the algorithm learns to navigate in simulation easily, but not as easily on the robot. This is because in outdoor conditions lighting conditions change drastically, hence the quality of observations is low. Using semantically segmented images helps training by making images more consistent, but this introduces a human element to training. We can make images consistent without using semantic segmentation by using active lighting. Hence, we will explore the use of active lighting for consistency in observations.
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