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Abstract

Unsupervised learning and, in this specific research, clustering regional composition in hyperspectral images, poses significant challenges in the fields of machine learning and remote sensing. Hyperspectral images capture the spectral information in many wavelengths, as opposed to typical images that only capture three: red, blue and green. They are high-dimensional and have considerable noise and class overlap which add to the difficulty in experimentation, analysis and interpretation. This research conducts a comprehensive study of clustering techniques when applied to hyperspectral images. We focus on finding answers to some of the open questions present in the literature. We look at clustering techniques in terms of theoretical, algorithmic, and empirical differences. We evaluate the impact of changes in spectral and spatial resolution, and the number of classes present in the data. We also perform hyperparameter analysis of dimensionality reduction techniques. We observe that spatial information along with spectral information is important for clustering. It is also imperative to note that no one algorithm is applicable to all datasets and this remains an open question.
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Chapter 1

Introduction

Unsupervised classification is a sub-category of machine learning algorithms which aims at classifying data into similar groups well distinguished from other groups. This type of classification inspects a dataset to then divide into possible groups or clusters based on commonalities. It does so without using any training data. Unsupervised classification is often referred to as clustering.

Clustering in itself is an ill-posed problem and requires several assumptions to be imposed on the data and measurement method to make it tractable [73]. These assumptions may be analytic, topological, statistical or geometric. In fact, there is no universal definition of a cluster and the methods depend on the data and the application.

1.1 Motivation

Imaging spectroscopy is the acquisition of two-dimensional images, using a spectrometer (Figure 1.1). Each pixel in the images contains information about energy in wavelengths of the electromagnetic spectrum. Instead of just visible light wavelengths of red, blue and green, a wide range of measurements are observed. In the past, the imaging spectroscopy community employed exhaustive libraries of identified materials to study new sites and objects. After collecting a spectrum, scientists compared it with spectral signatures present in the library to determine its physical and chemical properties [21]. However, the use of an exhaustive library creates several potential
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difficulties when the objective is to find new materials or mixtures. This is most significantly seen in the field of planetary exploration where new materials or unique mixtures are to be discovered at little-known or obscure places (Figure 1.1). We also see this in the fields of biology and geology. Spectral libraries usually contain pure minerals and samples but this is rarely the case in nature. There is a mix of geology or biology in a scene even at the pixel level. As a result there are mixing ratios and noise in different forms of life on Earth as well. Therefore, we can utilize unsupervised classification to solve this problem as it can successfully cluster a dataset into similar groups and the representative spectral signature of each group in itself leads to the discovery of a new material. Therefore, unsupervised classification can provide chief insights in unexplored regions and environments.

There are very few datasets present for experimentation. Datasets also suffer from a lack of sufficient labelled data. The objective of this work is to analyse and study unsupervised machine learning techniques that do not require labelled training data. We look at clustering techniques on certain low-resolution and high-resolution images.
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Figure 1.1: Zoe rover developed at Field Robotics Center, Robotics Institute, Carnegie Mellon University for planetary exploration, is equipped with an imaging spectrometer. The foreoptic (center) present on the mast and the white reference is present on the rover chassis.

1.2 Contributions

The contributions of this thesis to the fields of remote sensing, robotics and machine learning are as follows:

- We apply existing unsupervised machine learning techniques to low-resolution and high-resolution hyperspectral datasets, especially state-of-the-art techniques already in use for RGB datasets.
- We provide a thorough theoretical comparison of existing unsupervised clustering techniques.
- We study the effect of change in hyperspectral dataset size in terms of number of clusters, spatial and spectral resolution on existing unsupervised machine learning techniques.
1. Introduction

- We provide empirical analysis of unsupervised dimensionality reduction techniques when applied to hyperspectral datasets.
- We study the impact of including or excluding unknown class data to unsupervised machine learning in the context of hyperspectral datasets.

1.3 Overview of the thesis

In this work, Chapter 2 introduces the concept of hyperspectral images and discusses in depth the various hyperspectral datasets used for experimentation. Chapter 3 discusses the related work in the area of unsupervised machine learning techniques. We describe the literature for dimensionality reduction and clustering hyperspectral datasets. In Chapter 4, we explain and overview the methods and algorithms used in this work. Chapter 5 looks at the theoretical comparative analysis of the techniques discussed in Chapter 4. Chapter 6 studies the approaches used in unsupervised classification empirically and we look at the major differences. Chapter 7 concludes this thesis and draws attention to the essential concepts discussed. We also summarize the major contributions of our work and delve into open problems to consider and potential next steps in our research.
1. Introduction
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Chapter 2

Hyperspectral Images

A hyperspectral image (HSI) is a two-dimensional spatial image with a spectral dimension to create a three-dimensional data cube as shown in Figure 2.1. Each pixel encodes a spectrum, as depicted in Figure 2.2, is primarily the measured response of the interaction between light and an object at a particular wavelength of light. There are several instruments that are used to acquire these hyperspectral images such as NASA AVIRIS-NG (Airborne Visible/Infrared Imaging Spectrometer- Next Generation) [54], AIS (Airborne Imaging Spectrometer), CASI (Compact Airborne Spectrographic Imager), and PROBE-1 [106]. The AVIRIS instrument was designed to measure the entire solar reflected spectrum from 400 to 2500 nanometers and the obtained image has 224 contiguous spectral bands.

In a hyperspectral image, the first two dimensions represent the spatial image and each pixel in the spatial image contains spectral information which is the third dimension to consider. The spectral information primarily stores molecular or composition information about an object whereas the spatial information helps with localization and positioning.

Each pixel in a hyperspectral image can be used to uniquely identify its content and can help differentiate a particular pixel from the rest. For example, a leaf would have a contrasting spectral signature to that of water as is depicted in Figure 2.3.

Remote sensing is the study and science of physical characteristics of a particular region to identify, measure, monitor and infer about specific objects without coming in physical contact with these objects [57]. It employs the electromagnetic wave emitted,
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Figure 2.1: A hyperspectral image. The image was obtained from JPL's Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) on August 20, 1992. The instrument was mounted on a NASA ER-2 plane and the image captured at an altitude of 20,000 meters (65,000 feet) over Moffett Field, California, at the southern end of the San Francisco Bay.

reflected and diffracted by the targeted area to quantify the physical characteristics of the area. Modern remote sensing is not limited to visible light and incorporates the entire electromagnetic spectrum spanning from ultraviolet waves to infrared, and microwaves. The third dimension of a hyperspectral image holds the spectral information which is obtained by measuring radiation and storing in the form of a spectral band. A spectral band is obtained by discretizing the electromagnetic spectrum.

In remote sensing, there has been a shift from multi-spectral imaging to hyperspectral imagining. Multi-spectral imagery has fewer number of bands compared to hyperspectral imagery. The bands in a hyperspectral image are narrower, discon-
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Figure 2.2: On the left is an example of a hyperspectral image of Cuprite, Nevada, USA. On the right, a single pixel in the hyperspectral image is zoomed in and visualized. There are more than the three RGB bands (can be seen on the far left of the graph) in this spectrum. [47]

Continuous and wider, and often are selected to be diagnostic of a particular property. Multi-spectral imaging uses a remote sensing radiometer to obtain the image; hyperspectral images are obtained using an imaging spectrometer. For example, the LANDSAT [3] is a multi-spectral sensor. AVIRIS [2] is used for hyperspectral imagery. Hyperspectral imaging has the ability to obtain higher spectral resolution images which can help distinguish between materials better than multi-spectral imaging because it has more information.

Clustering of hyperspectral images is a challenging task due to the large data size. With the advancement in imaging spectroscopy and measurement devices, we now have hyperspectral images with a higher spectral and spatial resolution [53]. These high-resolution high-dimensional hyperspectral images necessitate computationally faster and memory efficient algorithms. There is also a lack of generalizable algorithms that deal with the inherent noise and non-linearities present in hyperspectral datasets.
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Figure 2.3: An imaging spectrometer records a spectrum for every pixel. Each pixel in turn can uniquely identify an object, in this case, we see water, soil and vegetation [97].

2.1 Applications of Hyperspectral Images

Hyperspectral images have numerous applications and an important sector where these images are used is agriculture. Visual examination of crops is limited by the discriminatory power of the human eye. A specific condition needs to be well-developed before experienced observers can detect it. Hyperspectral images can provide valuable information which greatly aids precision agriculture such as plant hydration and nutrition. Precision agriculture aims at spot application of advanced agricultural tactics instead of the whole field. The main advantages of hyperspectral imaging in precision agriculture are: low cost, consistent results, simplicity in usage, fast assessment, non-destructive, and highly accurate [26]. Jay et al. employ hyperspectral image based system to detect invasive weed infestation. Kanning et al. use UAV-based hyperspectral imagery to compute the yield of wheat as a function of the fertilizer concentration as shown in Figure 2.4. Other applications of hyperspectral images in agriculture include drought stress estimation [24], plant disease detection [44, 74], soil property analysis [13, 40, 49], and nutrient stress estimation [35, 85]. For example, the spectra from a hyperspectral image allows us to distinguish plant disease by detecting changes in leaf spectra over a period of time.
The advancement in field deployable hyperspectral imaging systems has lead to interesting applications in environmental monitoring such as forest health tracking [84], water quality estimation [87], surface contamination, pollution and particulate monitoring [27, 94] and soil monitoring [91].

In medical imaging, hyperspectral images are being used as another modality, especially for disease diagnosis and image-guided surgery [72]. Medical hyperspectral imaging (MHSI) are employed for cancer detection, cardiology, pathology, retinal imaging, diabetic foot, shock, tissue pathology, mastectomy, gallbladder surgery, renal surgery, and abdominal surgery [43]. For example, figure 2.5 shows how three different types of white pills can be distinguished using hyperspectral images.

Hyperspectral machine vision can detect differences between materials more accurately, and more importantly, provide information not present in RGB wavelengths.
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This is why they have found use in sorting, grading or process control in the machine industry.

Figure 2.5: A false color image of three types of white pills, indistinguishable by color to the human eye, but accurately classified via near-infrared hyperspectral machine vision. [58]

The applications covered in this section first employ feature selection and extraction to reduce the data to a lower-dimensional feature space and find the most important features for further analysis. Then they employ supervised learning techniques to classify the data. Supervised learning techniques require the data to be labelled which needs extensive manual efforts. However, in this work we discuss unsupervised learning techniques which mitigates the above drawback.

2.2 Acquisition of Hyperspectral Datasets

Hyperspectral data is collected with an imaging spectroradiometer. Spectroradiometers measure the wavelength and amplitude of light. When directed towards a surface, they measure the light reflected in a range of wavelengths. Using an air-borne or
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satellite hyperspectral sensor, they measure spectral reflectance, which varies with the illumination and the physical properties of the surface being observed. Reflectance can be defined as the ratio of reflected energy to incident energy as a function of wavelength. However, spectral radiance is the variable actually measured by spectrometers. Spectral radiance depends on surface reflectance, spectrum of the input light, interactions of this energy during its downward and upward passages through the atmosphere, the geometry of illumination for individual areas on the ground, and characteristics of the sensor system [102]. These factors add noise and variability. The difference between radiance and reflectance is shown in Figure 2.6.

Figure 2.6: The figure depicts a radiance spectrum (bottom), of a mineral rich site, which is influenced by the solar function and absorption features caused by atmospheric gases. The radiance spectrum is calibrated and converted to surface reflectance (top). The reflectance spectrum contains the absorption feature(s) caused by minerals on the surface. Using the reflectance spectrum we can identify the materials, in this case hematite and montmorillonite. [4]
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Therefore, there is a need to convert the obtained radiance to reflectance and accurate correction of atmospheric effects. There are many approaches to obtain reflectance such as scene-derived corrections, radiative transfer models, ground-calibration methods, and hybrid radiative-transfer-ground-calibration procedures [4].

![Schematic diagram of the basic elements of an imaging spectrometer. Some sensors use multiple detector arrays to measure hundreds of narrow wavelength (λ) bands.](image)

**Figure 2.7:** The schematic diagram of the basic elements of an imaging spectrometer are depicted. [102]

Within a spectrometer an optical dispersing element such a grating or prism is used to split the light. The splitting of light creates many narrow wavelength bands. The energy in each of these narrow bands is then collected by a detector. The measured radiance spectrum is multiplied by atmospheric effects to obtain the final reflectance.

### 2.3 Hyperspectral Datasets

In this thesis, we study and analyse several clustering techniques on hyperspectral datasets. The following sections introduce the hyperspectral datasets used in the
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experiments in the later sections.

2.3.1 Salinas-A

The Salinas-A dataset is 86 × 83 in size with 6 unique classes. It was collected by the 224-band AVIRIS sensor over Salinas Valley in California. The image has high spatial resolution of 3.7 meter pixels. This hyperspectral dataset contains information about vegetation, soil, and vineyards in the Salinas Valley.

2.3.2 Pavia Centre

Pavia Centre has 102 bands and is a 1096 × 1096 pixels image. It was acquired by the Reflective Optics System Imaging Spectrometer (ROSIS-3) sensor. We use a subset of the entire dataset i.e. only 6 unique classes, as in [80], for better comparative analysis. The classes present in the dataset are water, trees, asphalt, self-blocking bricks, bitumen, tiles, shadows, meadows, and bare soil.

In Pavia Centre, there are samples that contain no information and have to be removed before any further analysis can be done.

2.3.3 Indian Pines

The Indian pines dataset is of size 145 × 145 with a spatial resolution of 20 m in a 2 mile by 2 mile area with 16 unique classes. It was acquired by AVIRIS on June 12, 1992 over Purdue University Agronomy farm northwest of West Lafayette and the surrounding area in Indiana, USA [12]. The data widely supported soils research at Purdue University. It contains 224 spectral bands ranging from 400 nm to 2.5 m. The hyperspectral classes are mainly of vegetation, forest and crops.

The dataset was preprocessed to obtain clean spectral bands without noise and water absorption bands. Finally, 200 spectral bands were used in the experiments.

Figure 2.10 displays a false color image of the Indian Pines site. Figure 2.11 shows the ground truth image of the Indian Pines site which 16 distinct classes.
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(a) A false greyscale image of the Salinas-A hyperspectral image acquired by the AVIRIS sensor over Salinas Valley, California. The image was collected by the 224-band AVIRIS sensor over Salinas Valley in California. The image has high spatial resolution of 3.7 meter pixels.

(b) Salinas-A ground truth map where the color scheme is indicative of the different classes present in the dataset. The classes represent vegetation, soil, and vineyards.

Figure 2.8: (a) shows the false greyscale image of the Salinas-A hyperspectral image and (b) shows the ground truth map.
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(a) A false greyscale image of the Pavia Centre hyperspectral image acquired by the ROSIS sensor over Pavia, northern Italy. The black portion in the center of the image is the part of the image which was not collected by the sensor and has no information. This portion is removed before experimentation.

(b) Pavia Centre ground truth map where the color scheme is indicative of the different classes present in the dataset. The classes present in the dataset are water, trees, asphalt, self-blocking bricks, bitumen, tiles, shadows, meadows, and bare soil.

Figure 2.9: (a) shows the false greyscale image of the Pavia Centre hyperspectral image and (b) shows the ground truth map.
Figure 2.10: A false color image of the Indian Pine Site 3 hyperspectral image that was obtained by AVIRIS on June 12, 1992 over the Purdue University Agronomy farm. [12]
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Figure 2.11: Indian Pine Site 3 ground truth map where the classes present in the hyperspectral image are given on the left side of the figure. [12]
2. Hyperspectral Images

2.4 Dataset Statistics

Table 2.1 gives the dataset statistics for the datasets used in this work. The datasets selected for experimentation are specifically chosen to show generality of the algorithms being studied and scrutinized. These datasets are considerably different in spatial and spectral resolutions, and also in terms of number of classes present.

Table 2.1: Dataset statistics for the hyperspectral datasets used in the experiments in this thesis.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Spatial Size</th>
<th>Spectral Size</th>
<th>Number of Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Salinas-A</td>
<td>86 × 83</td>
<td>204</td>
<td>6</td>
</tr>
<tr>
<td>Pavia Centre</td>
<td>1096 × 1096</td>
<td>103</td>
<td>6</td>
</tr>
<tr>
<td>Indian Pines</td>
<td>145 × 145</td>
<td>200</td>
<td>16</td>
</tr>
</tbody>
</table>

The regions and scenes captured by the sensors to create these hyperspectral datasets, are also varied. We have scenes from urban areas, agricultural lands and a mixture of both. The spectra in these datasets are from different bands of wavelengths and have different absorption features. We would also like to note that the scenes captured in these images have varied geometric complexity. In the cropland dataset, Indian Pines, we observe clear highly structured geometries whereas this is not the same for the Pavia Centre dataset.

We also wish to empirically show the effects of change in spectral and spatial resolution, as well as the change in the number of ground truth classes. This is why the datasets used in this work are collected by a range of sensors i.e. AVIRIS, AVIRIS-NG and ROSIS which have varied spatial resolutions. The number of spectral bands present in the datasets also differ and so do the number of ground truth labels.

We wish to have a consistent comparative analysis with [80] and therefore use a subset of the Pavia Centre dataset in our experiments that has 6 ground truth classes.

There are several other hyperspectral datasets that could have been used. However, with other datasets, we face the problem of class overlap. For example, the mining dataset taken at the geologically well-studied site of Cuprite, Nevada, USA which was acquired by AVIRIS-Next Generation(NG) sensor and is the most diverse geologic dataset with more than 200 mineral classes. It has high class overlap due to the mixing of around 200 mineral classes whereas Pavia Centre dataset (considered in this work) only has 6 classes. The Cuprite dataset is better suited for tasks like
feature extraction where the aim is to look for the most important features suited to represent the dataset.
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Related Work

In this chapter, we first discuss the related work for different clustering techniques, then for feature extraction techniques, especially dimensionality reduction techniques. Finally, we look at how clustering and dimensionality reduction techniques can be combined to produce a higher clustering performance.

3.1 Clustering Techniques

Clustering algorithms based on partitioning include $k$-means [59] and $k$-medioids [86]. In $k$-means clustering, the data points are clustered by defining centres of $k$ clusters and iteratively updating the centres and the labels for data points to meet a convergence criteria which achieves high inter-class variation and low intra-class variation. $K$-medioids is an improvement over $k$-means which efficiently deals with discrete data. These algorithms are still used for cluster analysis due to their low time complexity and high computational efficiency. However, the major drawbacks of these algorithms are that the data should be convex or the algorithm converges to a local optimal solution. Furthermore, the number of clusters $k$ needs to be known for each run of these algorithms.

In hierarchical clustering, the data is divided into clusters by establishing hierarchical relationships within the data. Data points are first clustered into individual clusters and then relationships between these clusters are defined to finally have one cluster that includes all individual clusters. Some of the commonly used hierarchical
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Clustering algorithms include BIRCH [115], ROCK [50], CURE [51] and Chameleon [60]. BIRCH clusters data by building a feature tree where each node represents a subcluster. However, this tree will grow dynamically for each data point as it is added. An improvement over BIRCH is CURE that does not employ a feature tree. It uses random sampling to cluster a data point separately and adds that to the tree once it is clustered, and therefore is more suited for datasets with large number of sample points. On the other hand, ROCK further improves upon CURE and is able to handle enumeration type data. In the case of Chameleon, the input data points are first divided into smaller clusters using a nearest neighbor graph and then merged to make bigger clusters hierarchically. These algorithms are suitable for data that is present in non-convex and assume arbitrary shapes. They are also scalable but the time complexity suffers when higher number of clusters are present. Another disadvantage is the same as that with partitional clustering algorithms where the number of clusters needs to be known.

Clustering algorithms based on fuzzy theory use soft-assignment instead of hard class assignments and a data sample can belong to one or more clusters with a probability of $[0, 1]$. These algorithms help to cluster datasets where there is high class overlap and the cluster boundaries are weak and ambiguous. This set of algorithms is also capable of finding more complex and sophisticated relations between data points which may not be found in the ground truth labeling. FCM [36] is a fuzzy clustering algorithm. It was realized by Bezdek [14] where each data point is first assigned a membership to all possible clusters using an objective function. Through the years, several variants of FCM have been developed. FCS [30] and its variants are useful for the detection of curved boundaries, especially circular and elliptical. They use hyper-spherical-shells and hyper-ellipsoidal-shells as cluster prototypes, defined at the time of algorithm initialization. FCS based clustering algorithms cluster based on a distance measure corresponding to the shells. The Mountain Method (MM) [111] deals with the problem faced by FCM and FCS where it is difficult to find initial cluster centres. MM is an algorithm that uses a mountain function to approximately estimate the initial cluster centres. The major advantage of fuzzy theory based clustering algorithms is that they give a probability estimate for cluster assignment for each data point and therefore can achieve high clustering accuracies. However, these approaches do not scale for large datasets, often settle at a local
minima, the clustering performance depends on the initial parameter assignments, and also the total number of clusters to be found by the algorithm needs to be preset. Ezzatabadi Pour and Homayouni use FCM and hyperspectral domain knowledge in terms of spectral similarity measures such as spectral angle (discussed in Section 4.3.3) to cluster datasets. Alhichri et al. propose an ensemble method using FCM and Markov Random Fields to cluster hyperspectral datasets. The experimentation based on fuzzy theory are in the scope of our future work.

The set of clustering algorithms based on distribution assume that the data points in a cluster belong to the same distribution. Gaussian Mixture Model (GMM) [5] is an example of this type of clustering algorithm that assumes that the original dataset is generated from a mixture of Gaussian distributions. GMM is sensitive to parameter initialization and has a high computational complexity. Furthermore, the assumption that data points are drawn from a mixture of Gaussian distribution is not always true and therefore GMMs are not applicable to all datasets.

Density based clustering algorithms are a set of clustering algorithms based on the idea that the clusters are areas of contiguous high density separated by contiguous low density regions. The low density regions are usually noise or outliers. The typical density based clustering algorithms are DBSCAN [38], OPTICS [11] and Mean-shift [25]. DBSCAN uses the basic idea of density based clustering. OPTICS improves upon DBSCAN and mitigates its disadvantages which are that DBSCAN is sensitive to two parameters i.e. the radius of the neighborhood and the minimum number of points in a neighborhood. In Mean-shift clustering, we first calculate the mean offset of the current data point and the next data point depends on the current data point which is then used to calculate the offset. Lastly, the iterations are continued until a convergence criteria is satisfied. Based on the kernel in the algorithm, the time complexity of Mean-shift clustering is high. The major advantage of density based clustering is that the data points can assume any arbitrary shape. On the other hand, density based clustering suffers from the following disadvantages; when the density space is uneven the algorithm has low clustering performance, memory efficiency is low for high data volumes and the algorithms are sensitive to parameters.

Algorithms like DL and DLSS [80] are density-based spectral-spatial techniques that combine geometric learning through a diffusion process [22]. The techniques employ diffusion distance [23] to exploit the non-linear and noisy relations present
in the high-dimensional datasets by projecting them to a low-dimensional feature space. Diffusion geometry [22, 23] is used to identify the class modes which are then propagated to all the data points in the dataset through a nonlinear process that incorporates both spectral and spatial information. The spectral-spatial labeling technique is more robust than only employing spectral information to label the data. These techniques can also be thought of as clustering techniques that combine dimensionality reduction and clustering (discussed further in Section 3.3). We also discuss these techniques in detail in later chapters.

Clustering algorithms based on graph theory use a graph to represent the clustering problem where each node is a data point and the edge is the relationship between those data points. These methods do not make any prior assumptions about the clusters present in the original datasets i.e. number, size, density or the shape of the clusters. Meng et al. use graph-based clustering technique to cluster hyperspectral data. They do so without reducing the number of dimensions of the original data. A similarity graph based on pairwise comparisons of pixels is generated and is segmented using a pseudospectral algorithm that does not necessitate the creation of the full graph. Hufnagl and Lohninger employ a graph-based clustering technique which helps deal with class imbalance problem faced in many hyperspectral datasets and focuses on the analysis of minor features in the datasets. The authors also suggest that to cluster hyperspectral datasets, one must select two clashing methods to successfully cluster instead of two similar methods which can lead to interesting ensemble techniques in the future. However, as is mentioned in [55], graph-based techniques have a high time complexity as the graph complexity increases.

Spectral clustering is a sub-category of graph-based or graph partitioning clustering algorithms [16]. It represents a high-dimensional dataset using a low-dimensional space and clusters the data. A weighted graph is generated using a distance measure and then the Laplacian of this weighted graph is employed to cluster the data. Each vertex in the graph is assigned to a cluster based on similarities between data points in a cluster and dissimilarities between data points of different clusters. The main advantage of spectral clustering is that it does not make any strong assumptions about the statistics of the clusters unlike algorithms like $k$-means clustering. However, it is computationally inefficient for large datasets as the eigenvalues and eigenvectors of the similarity matrix need to computed which is a computational expensive process.
Manifold clustering is an unsupervised clustering technique where the data is represented as a set of feature vectors in lower dimensional Euclidean space. These set of techniques assume that the data is intrinsically low-dimensional and can be represented by a lower dimensional space. The algorithms in turn perform non-linear dimensionality reduction. Local Linear Embedding (LLE) [92], Kernel Principal Component Analysis (KPCA) [46], and ISOMAP [110] are some of the manifold learning techniques. LLE embeds the data into a low dimensional space while still preserving the neighborhood information present in the data. However, LLE assumes that the manifold is convex. KPCA mitigates the issues with PCA by using kernels to find a non-linear embedding. ISOMAP improves on these algorithms by using geodesic distances and also preserving local neighborhood information. SMCE [37] is a manifold clustering technique that performs dimensionality reduction and clustering simultaneously. It finds a reconstruction matrix where data points are represented using an affine combination of \( k \)-nearest neighbors. It also adds a penalty on the distance on the reconstruction coefficient vector to ensure there are more zero values than non-zero values, also called a sparse penalty. This ensures that only the data points on the same manifold are given non-zero weights. However, SMCE leads to distortions in the global space which hinders the clustering performance. We empirically evaluate SMCE in later chapters.

3.2 Feature Extraction Techniques

It is to be noted that a good feature representation considerably aids in the clustering process [103]. Therefore, a task that is crucial for high clustering performance on high-dimensional hyperspectral datasets is the task of efficient feature extraction.

Hyperspectral images are high-dimensional data sets and experience the curse of dimensionality [34, 65]. Several algorithms fail to achieve high performance when the number of spectral dimensions is higher than the total number of data points [108]. Algorithms that employ a distance measure in 2D or 3D fail when applied to the high-dimensional hyperspectral datasets. Due to the lack of labelled hyperspectral datasets, there is a need for unsupervised methods for feature extraction and clustering of hyperspectral data sets. Dimensionality reduction techniques are used to extract important features which aid in clustering and also solve the problem...
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of curse of dimensionality. These techniques should represent the high-dimensional data more efficiently in the lower-dimensional space and provide greater insights of the inherent data distribution. Algorithms like Principal Component Analysis (PCA) [89], Independent Component Analysis (ICA) [96], and Linear Discriminant Analysis (LDA) [19] are linear mapping dimensionality reduction techniques. However, these techniques are unable to capture the non-linearities present in hyperspectral datasets.

Deep learning techniques have come to be indispensable with the availability of large amounts of data and the use of GPUs. They have been applied by researchers to various fields and have several applications. However, these techniques require large datasets for training which is a limitation in remote sensing because transferring data back to Earth is costly. It is extremely difficult to create new ground truth datasets as it needs an understanding of the composition of the land being studied. This is the reason why there are few hyperspectral datasets that can be employed for research [81]. Current literature only uses a small set of datasets i.e. Pavia University, Salinas Valley and Indian Pines. Therefore, unsupervised dimensionality reduction techniques are highly applicable in this scenario.

Autoencoders [93] are used for deep learning based feature extraction from hyperspectral data [70, 76, 100]. Autoencoders are neural networks which are trained to reconstruct the output by using the input. Therefore, it is possible to encode the data using lesser dimensions which helps in feature learning. When non-linear functions are used for reconstruction, we can obtain a non-linear low-dimensional feature representation. There are several constraints that an autoencoder needs to adhere to. Due to this, an autoencoder can represent the input data in a condensed form. The condensed form is then used for feature representation. Several different reconstruction loss functions have been used in the literature, the most applied approach being sum of squared error (SSE). However, hyperspectral datasets contain spectral information. There are several alternative loss functions that employ the spectral information present in hyperspectral datasets. Windrim et al. use cosine of spectral angle as the reconstruction loss function for an autoencoder. Authors in Windrim et al. further employ spectral information divergence (SID) [18] and spectral angle [114] as the objective function in their autoencoder. We study these in detail in later chapters.

A hyperspectral image also contains spatial information. Spatial information
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gives several insights about the local features present around individual pixels and in turn improves clustering performance [42]. Hand-crafted spectral-spatial features such as extended morphological profile [41], morphological attribute profiles [29], and rotation invariant spectral-spatial feature representation [99] can be used. However, these techniques are not suitable for all hyperspectral datasets and therefore are not very generalizable. Ensemble techniques using multiple kernels that exploit different features can solve this problem [15, 66, 67]. However, there are deep learning based data driven techniques that learn features hierarchically and therefore are more robust. Tao et al. propose a spectral-spatial feature learning framework based on multi-layer perceptron autoencoder for supervised classification of hyperspectral datasets which is more robust compared to hand-crafted features. Mou et al. suggest a convolutional autoencoder for feature learning to extract spatial features from hyperspectral images. This work looks at one-dimensional spectral information techniques. The use and assessment of spatial information techniques is part of the future work.

3.3 Combining Clustering and Feature Extraction Techniques

In the above Section 3.2, we looked at how dimensionality reduction techniques are used for feature extraction in the case of hyperspectral images. The next step in the pipeline is to cluster the data.

The first set of algorithms, cluster data using the clustering techniques discussed in Section 3.1. The second set of algorithms, combine the two steps i.e. dimensionality reduction and clustering. Each run of these algorithms will produce a clustering result and optimize it based on a definitive clustering criteria. Deep clustering techniques do so using an autoencoder framework [52, 109]. An autoencoder obtains a low-dimensional feature space and a clustering technique is applied to this feature space to obtain pseudo-labels for the data points. Then, the pseudo labels are used as supervision to update the encoder weights and the process continues until a convergence criteria is met. This strategy can easily corrupt the space topology as we continue to use hypothetical similarities from the pseudo labels. Therefore, the algorithm may compute discriminative features which do not match the discriminative features in the
original dataset. This is referred to as Feature Randomness [77]. Autoencoders are therefore provided with their decoding and reconstruction capabilities to allow better reconstruction and less randomness. However, we face a trade-off between clustering and reconstruction. The reconstruction objective function preserves discriminative features whereas the clustering objective function gets rid of discriminative features. This problem is known as Feature Drift [77]. Mrabah et al. propose a deep learning technique to mitigate the above two issues by employing a dynamic loss function that gradually and smoothly changes a self-supervised objective function to a pseudosupervised objective function which achieves greater clustering performance. We would like to apply this technique to hyperspectral datasets as part of our future work.

3.4 Hyperspectral Super-Resolution Techniques

In the above sections, we look at clustering and feature extraction techniques. These techniques apply to data with high spatial resolution but do not perform as well when the spatial resolution is low as is the case for hyperspectral data. Therefore, we introduce a new concept called hyperspectral super-resolution.

Hyperspectral images have high spectral resolution but low spatial resolution due to hardware level fundamental physical limitations [63]. In contrast, conventional RGB images have higher spatial resolution and lower spectral resolution as they integrate the radiance across a wide wavelength range. The low spatial resolution of hyperspectral images limits its use [20, 61] in many fields. Therefore, we can benefit by understanding the underlying joint spatial-spectral structure present of a hyperspectral image.

Hyperspectral super-resolution is used to fuse a hyperspectral image that has a high spectral resolution, with a conventional image that has a high spatial resolution to obtain an image with high spectral and spatial resolution. It can be considered as being related to multi-spectral pan-sharpening where a low resolution multi-spectral image is fused with a high resolution panchromatic image [71]. Matrix factorization is utilized to fuse RGB or multi-spectral images with hyperspectral images [7, 8]. Bayesian representation is also used for hyperspectral super-resolution [6, 8]. The third category of super-resolution techniques for hyperspectral datasets employs tensor factorization [32, 68]. These techniques use hand-crafted priors like low-rankness and
sparsity while formulating an optimization problem for the super-resolution fusion process [45]. Instead of using hand-crafted priors, we can use convolutional neural network (CNN) based techniques for hyperspectral super-resolution [33, 88]. Fu et al. propose an unsupervised CNN based hyperspectral super-resolution technique to understand the underlying characteristics of hyperspectral images. The authors also study the effect of RGB camera spectral response (CSR) functions for HSI super-resolution which improves hyperspectral super-resolution performance.
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Chapter 4

Survey of Clustering Methods

In this chapter, we survey machine learning techniques to classify hyperspectral data in an unsupervised fashion.

4.1 \(k\)-means Clustering

In unsupervised learning, inferences about the data are made based solely on the data and not any prior information or external guidance. The algorithm is not provided any labels in the input data.

The objective of \(k\)-means clustering is to group data points into \(k\) clusters where each data point is assigned a cluster whose centroid is closest to the data point [59]. Given \(n\) data points in a \(d\)-dimensional space, the algorithm groups these \(n\) data points into \(k\) clusters where \(k\) is less than or equal to \(n\). The algorithm aims at minimizing the squared error function:

\[
\arg \min_{k} \sum_{i=1}^{k} \sum_{x \in c_i} ||x - \mu_i||^2
\]  

(4.1)

where \(\mu_i\) is the centroid of the cluster \(c_i\) and \(x_1, x_2, ..., x_n \in c_i\) are the \(n\) data points.

The steps for the \(k\)-means clustering algorithm are as follows:

1. Randomly select \(k\) cluster centroids.
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2. Calculate the distance between every data point and the \( k \) cluster centroids.

3. Assign a data point to a cluster based on the shortest distance to the centroid of that cluster.

4. Calculate the mean of the data points in a cluster which will be the new cluster centroids.

5. Repeat steps 2, 3 and 4 until no data points are reassigned.

One of the major disadvantages of \( k \)-means clustering is that it finds the local minima of the objective function defined in equation 4.1. Furthermore, the solution to the algorithm depends on the initialization of the cluster centroids. \( k \)-means clustering also fails for datasets that do not have spherical clusters.

4.2 Principal Component Analysis

Principal component analysis (PCA) is a data analysis technique that transforms a large number of correlated variables into a small number of uncorrelated variables called the principal components [98]. It is a dimensionality reduction method which can help to understand the underlying structure in a complex data set. PCA does so by finding variables that are linearly independent of each other, a linear transform of the data. Every principal component is orthogonal to every other principal component.

Let \( X \) be an \( n \times d \) matrix where \( n \) represents the number of data points, each with \( d \) number of real valued features. The steps involved in PCA are as follows:

1. Normalize the data set so that the mean of the data points is now zero and the standard deviation is one, forming the matrix \( Z \).

2. Find the covariance matrix of \( Z \) which is \( \Sigma = ZZ^T \).

3. Find the eigenvectors of \( \Sigma \) using eigen decomposition where \( \Sigma \) can be factorized as \( PDP^{-1} \). The columns of \( P \) matrix are the eigenvectors of \( \Sigma \) and the diagonal elements of the diagonal matrix \( D \) are the corresponding eigenvalue.

Or we can find the eigenvectors of \( \Sigma \) using singular value decomposition (SVD) i.e. \( [U, S, V] = \text{svd}(\Sigma) \), which is computationally more efficient. The eigenvectors are the columns in the matrix \( U \).

4. Finally, rearrange the eigenvalues in order of largest to smallest and consequently
also rearrange the corresponding eigenvectors. Now, pick the top $k$ eigenvectors where $k \leq d$ which will be the principal components.

### 4.3 Autoencoders

Autoencoders have been proposed as an unsupervised method for pre-training artificial neural networks (ANNs) [95]. They aid in representation learning by compressing the original data by finding patterns in the input features which are related or dependent. The aim of an autoencoder is to learn a function to output $\hat{x}$ when given the input $x = \{x_1, x_2, ..., x_m\}$, where each $x_i \in \mathbb{R}^n$ and each $\hat{x}_i \in \mathbb{R}^n$, under certain constraints. More specifically, a neural network is designed where the input and output layer, both have $m$ elements, whereas the hidden layer(s) have $k$ ($k < m$) nodes.

![Figure 4.1: Architecture of an Autoencoder](image)

If linear activation functions are used to build an autoencoder, then it performs dimensionality reduction similar to the PCA discussed in Section 4.2. However, if non-linear activation functions are used then an autoencoder is capable of discovering more interesting features in the data.

A well designed autoencoder should accurately reconstruct the data. As the input is changed, the autoencoder should be sensitive enough to change the reconstruction accordingly. However, the autoencoder should not overfit to a single input dataset. The loss function used in the construction of an autoencoder aims to be sensitive to the input and insensitive to overfitting, as is given below,

$$\mathbb{L}(x, \hat{x}) + \text{regularizer} \quad (4.2)$$
4. Survey of Clustering Methods

Figure 4.2: Difference between PCA and Autoencoder [1] is that PCA performs linear dimensionality reduction whereas an autoencoder is a nonlinear dimensionality reduction technique. In this figure, we see that the autoencoder is able to recognize the nonlinearities in the data whereas PCA is not.

4.3.1 Sparse Autoencoders

A sparsity constraint ensures that the final output contains more zeros than non-zero values. A sparse autoencoder is an autoencoder that uses the sparsity penalty. In a sparse autoencoder, the constraint on the neural network is not to have hidden layers with fewer number of nodes. A sparse autoencoder instead uses a loss function which penalizes the activations for a particular layer. In most cases, the weights are regularized but here we regularize the activations. So, the encoder and the decoder learn with fewer number of neurons in the hidden layers. Such an autoencoder is able to minimize memorization of the input data and extract more features for the latent space representation.

The sparsity constraint can be implemented in the following two ways:

1. L1 regularization: The regularization term penalizes the absolute value of the vector of activations $a$ in layer $h$ for observation $i$ as given below:

$$L(x, \hat{x}) + \lambda \sum_i |a_i^{(h)}|$$

(4.3)
where $\lambda$ is the regularization parameter.

2. Kullback-Leibler (KL) divergence: KL divergence or relative entropy is the measure of how one probability distribution is different from another probability distribution. If we have two discrete probability distributions $P$ and $Q$ that are defined on the same probability space, then the KL divergence between them can be written as:

$$D_{KL}(P||Q) = -\sum_{x \in \mathbb{X}} \log \frac{Q(x)}{P(x)}$$ (4.4)

Now, looking at how KL divergence can be used as a sparsity constraint for an autoencoder, let us have a sparsity parameter $\rho$ that denotes the average activation of a neuron for a number of data points and can be mathematically written as:

$$\hat{p}_j = \frac{1}{m} \sum_i [a_i^{(h)}(x)]$$ (4.5)

where $j$ is a particular neuron in the hidden layer $h$ and $m$ is the total number of training samples, denoted individually as $x$.

The loss function using KL divergence is as follows:

$$\mathbb{L}(x, \hat{x}) + \sum_i D_{KL}(\rho||\hat{p}_j)$$ (4.6)

In equation 4.6, $\rho$ is the reference probability distribution. In this case, $\rho$ is a Bernoulli random variable distribution and is used to compare the observed distribution $\hat{p}_j$. Conceptually, when the average activation of a neuron over a number of data points are constrained, we force the neuron to launch for only a subset of the data points.

### 4.3.2 Denoising Autoencoders

In a denoising autoencoder, noise is added to the input to the autoencoder but reconstruction loss is computed against the original data. Thus, the network learns a low-dimensional manifold which accurately represents the original data, without the added noise.
4.3.3 Autoencoders using Remote-Sensing Measures

In this section, we discuss autoencoders that can use remote-sensing measures in their loss functions. These loss functions are a way to incorporate domain knowledge which in turn changes the latent space obtained. We will look at two autoencoders the Spectral Information Divergence (SID) autoencoder that uses SID as its loss function and Spectral Angle (SA) autoencoder that employs SA as its loss function [108].

**Spectral Angle Autoencoder**

Spectral Angle (SA) is used to compute the similarity between two vectors. This angle helps to measure the difference in the shape of spectra instead of the magnitude and incorporates essential spectral information present in a spectrum. This measure is invariant of the brightness or the intensity of the spectrum. We employ this measure in the loss function for an autoencoder instead of sum of squared error (SSE). Therefore, the autoencoder captures the shape of the spectrum instead of the intensity of the spectrum.

The spectral angle $\theta_{SA}$ for two vectors $A$ and $B$ of size $d$ dimensions can be calculated as follows:

$$\theta_{SA} = \cos^{-1} \left( \frac{\sum_{i=1}^{d} A_i B_i}{|A||B|} \right)$$

(4.7)

We also introduce another autoencoder that employs the cosine of spectral angle (CSA) and it follows the following objective function:

$$\cos(\theta_{SA}) = \frac{\sum_{i=1}^{d} A_i B_i}{|A||B|}$$

(4.8)

**Spectral Information Divergence Autoencoder**

Spectral Information Divergence (SID) is a measure of the probabilistic variation between two spectra. It is an information-theoretic measure which we apply to the loss function of an autoencoder. SID proves to be better than SA as it is efficient in capturing the spectral properties and employ spectral variability into the autoencoder more effectively.
Let us look at two one-dimensional spectra, $A$ and $B$ of dimension $d$ channels or bands. Then, the SID can be computed as follows:

$$\text{SID}(A, B) = \sum_{i=1}^{d} p_i \log \frac{p_i}{q_i} + \sum_{i=1}^{d} q_i \log \frac{q_i}{p_i}$$  \hspace{1cm} (4.9)

where $p$ and $q$ are vectors of the normalized spectra $A$ and $B$:

$$p = \frac{A}{\sum_{t=1}^{T} A_t} \hspace{1cm} (4.10)$$

$$q = \frac{B}{\sum_{t=1}^{T} B_t} \hspace{1cm} (4.11)$$

where $A_t$ and $B_t$ are the elements of $A$ and $B$ for the corresponding spectral values at channel $t$ and $T$ is the total number of elements in $A$ or $B$.

Windrim et al. explain how SA and SID are incorporated into the loss function of the autoencoder and provide the derivatives required for back propagation and the parameter updates for gradient descent optimization [108].

### 4.4 Combining dimensionality reduction and k-means clustering

Often, a data set is reduced to a lower dimension to aid with the clustering process. PCA is a linear dimensionality reduction technique and an autoencoder is a non-linear one (by the assumption that non-linear activation functions were employed). Therefore, in a typical pipeline, first dimensionality reduction takes place which outputs a feature space. This feature space is the input given to a clustering algorithm. In the experiments conducted in this work, we combine PCA and autoencoders with k-means clustering. Using the new feature space which has a lower dimension than the original data set, also helps in visualizing the final clustering output better.

De la Torre and Kanade introduce Discriminant Component Analysis (DCA) which is an improvement over PCA with k-means clustering as it uses discriminative features for clustering instead of generative ones [31]. Ye et al. analyse the DisCluster framework that successfully integrates subspace selection and clustering. Both of
these project the original data into a low dimensional space and then maximize the inter-cluster variance in order to find clusters.

4.5 Spectral Clustering and Sparse Manifold Clustering and Embedding

Sparse Manifold Clustering and Embedding (SMCE) [37] is a clustering algorithm that can simultaneously perform dimensionality reduction and clustering for data that lies in multiple nonlinear manifolds. Firstly, the algorithm finds a small neighborhood around each data point and appropriate weights are used to connect it to its neighbors. SMCE does so by solving a sparse optimization problem that finds the neighbors and the weights automatically. Finally, the solution of the optimization problem is used for dimensionality reduction and clustering; and spectral clustering and embedding is employed to do so.

Let there be $N$ data points $\{x_i \in \mathbb{R}^D\}_{i=1}^N$ that lie on $n$ different manifolds $\{\mathcal{M}_l\}_{l=1}^n$ of intrinsic dimension $\{d_l\}_{l=1}^n$. The algorithm assumes that each data point has a small number of neighbors that span a low-dimensional affine subspace. The neighborhood thus is given by the points from the same manifold. Now, the aim of the optimization algorithm is to find a few neighbors for each data point $x_i$ that lie in the same manifold $\mathcal{M}_l$. The neighborhood $\mathcal{N}_i$ of a point $x_i$ is considered to be of arbitrary size.

The sparse optimization program is biased to find data points that are close to $x_i$ and span a low-dimensional affine subspace passing near $x_i$. Let there be some points $\{x_j\}_j$. The points that are neighbors of $x_i$ can be given by solving the following:

$$ \| [x_1 - x_i \ldots x_N - x_i] c_i \|_2 \leq \epsilon \quad \text{and} \quad 1^T c_i = 1 \quad (4.12) $$

where for all $i$ there exists $\epsilon \geq 0$. The solution $c_i$ has $d_l + 1$ non-zero values which corresponds to the $d_l + 1$ neighbors of $x_i$ in $\mathcal{M}_l$.

From solving the above equation, we obtain the neighbors of data point $x_i$ and the weight vector $w_i^T \triangleq [w_{i1} \ldots w_{iN}] \in \mathbb{R}^N$ associated with $x_i$. The weights $w_i$ are then used for dimensionality reduction and clustering. A similarity graph $\mathcal{G} = (V, E)$ is constructed with nodes representing the data points. The edge of the graph is given by $|w_{ij}|$, where node $i$ representing point $x_i$ connects to node $j$ representing
point \( x_j \). The similarity matrix of graph \( \mathcal{G} \) can be written as:

\[
W \triangleq [|w_1| \ldots |w_N|] = \begin{bmatrix}
W[1] & 0 & \cdots & 0 \\
0 & W[2] & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & W[n]
\end{bmatrix} \Gamma
\]  

(4.13)

where \( W[l] \) is the similarity matrix of the data points in \( \mathcal{M}_l \) and \( \Gamma \in \mathbb{R}^{N \times N} \) is an unknown permutation matrix. Spectral clustering [83] is used to cluster the data by employing the \( W \) similarity matrix. The adjacency matrix \( W[i] \) of the \( i \)-th cluster can be used as a similarity between points in the corresponding manifold to obtain a low-dimensional embedding. Further details and reasoning behind the algorithm can be found in [37].

### 4.6 Deep Embedded Clustering

Deep Embedded Clustering (DEC) [109] focuses on obtaining a feature representation \( Z \) of a data set \( X \) and simultaneously clusters the data. Therefore, in a way the feature representation is forced to cater to the clustering loss. A deep neural network (DNN) is used to learn the optimum mapping and trained using Stochastic Gradient Descent (SGD). This algorithm also scales well for larger datasets as it has linear dependence on the number of data points.

The two phases in the DEC algorithm are:

1. Parameter initialization with a deep autoencoder
2. Parameter optimization or clustering in the process iterates between defining an auxiliary target distribution and minimizing the KL divergence to it.

The initial estimate of the non-linear mapping \( f_\theta \) and the initial cluster centroids \( \{\mu_j\}_{j=1}^k \) are given.

Now, the second phase involves the following two steps which are repeated till a convergence criteria is met:
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Soft Assignment

In this step, a soft assignment between the embedded points and the cluster centroids is computed. The Students t-distribution is used as a kernel to measure the similarity between embedded point $z_i$ and centroid $\mu_j$ as given in equation 4.14.

$$q_{ij} = \frac{(1 + \|z_i - \mu_j\|^2 / \alpha)^{-\frac{\alpha + 1}{2}}}{\sum_{j'} (1 + \|z_i - \mu_{j'}\|^2 / \alpha)^{-\frac{\alpha + 1}{2}}}$$  \hspace{1cm} (4.14)

where $z_i = f_\theta(x_i) \in Z$, $x_i \in X$, $\alpha$ are the degrees of freedom of the Students t-distribution and $q_{ij}$ can be interpreted as the probability of assigning sample $i$ to cluster $j$ (therefore it is a soft assignment).

KL Divergence Minimization

The loss function for updating the deep mapping $f_\theta$ is the KL divergence between the soft assignment $q_i$ and the auxiliary target distribution $p_i$ as:

$$L = KL(P\|Q) = \sum_i \sum_j p_{ij} \log \frac{p_{ij}}{q_{ij}}$$  \hspace{1cm} (4.15)

It is necessary to pick the appropriate target distribution $p_i$. It should have the following properties:

- Improve cluster purity.
- Data points assigned with a higher confidence should be taken more into account.
- The loss contribution of each centroid is normalised so that the large clusters do not distort the feature space.

The target distribution $p_i$ is computed with the following formula:

$$p_{ij} = \frac{q_{ij}^2 / f_j}{\sum_{j'} q_{ij'}^2 / f_{j'}}$$  \hspace{1cm} (4.16)

where $f_j = \sum_i q_{ij}$ are soft cluster frequencies.

The cluster centers $\{\mu_j\}$ and DNN parameters $\theta$ are jointly optimized using Stochastic Gradient Descent (SDG) with moment.
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\[
\frac{\partial L}{\partial z_i} = \frac{\alpha + 1}{\alpha} \sum_j \left(1 + \frac{\|z_i - \mu_j\|^2}{\alpha}\right)^{-1} \\
\times (p_{ij} - q_{ij}) (z_i - \mu_j)
\]

\[
\frac{\partial L}{\partial \mu_j} = -\frac{\alpha + 1}{\alpha} \sum_i \left(1 + \frac{\|z_i - \mu_j\|^2}{\alpha}\right)^{-1} \\
\times (p_{ij} - q_{ij}) (z_i - \mu_j)
\]

(4.17)

Standard backpropagation is used to trickle down the gradients \(\frac{\partial L}{\partial z_i}\) to compute the DNN’s parameter gradient \(\frac{\partial L}{\partial \mu_j}\). When less than \(tol\)% of data points change their cluster assignments, the procedure is stopped.

The first phase in DEC is parameter initialization. Firstly, DEC is initialized with a Stacked Autoencoder (SAE) [105]. Each layer in the SAE is a denoising autoencoder trained on the previous layer’s output after adding random noise.

A denoising autoencoder has two layers in the neural network which can be defined as:

![Architecture of Deep Embedded Clustering (DEC)](image)

Figure 4.3: Architecture of Deep Embedded Clustering (DEC). We see that the encoder and decoder have the same number of layers and the number of neurons in these layers are 500, 500, 2000.
\[ \tilde{x} \sim \text{Dropout}(x) \]
\[ h = g_1(W_1 \tilde{x} + b_1) \]
\[ \tilde{h} \sim \text{Dropout}(h) \]
\[ y = g_2(W_2 \tilde{h} + b_2) \]  

(4.18)

where Dropout() randomly sets a part of the input dimensions to 0, \( g_1 \) and \( g_2 \) are activation functions for encoding and decoding layer respectively, and \( \theta = W_1, b_1, W_2, b_2 \) are model parameters. Least squares loss i.e. \( ||x - y||^2 \) is employed for training the network. Rectified linear units (ReLUs) are used in all of the encoder and decoder pairs. \( g_2 \) of the last layer does not use ReLU as for reconstruction of the input data we require both the negative and the positive values. Also, \( g_1 \) of the layer which yields the final feature representation i.e. the layer in the middle does not use ReLU so that the final feature representation or data embedding has full information.

The initial cluster centroids \( \{\mu_j\}_{j=1}^k \) are obtained by obtaining the feature representation \( Z \) and performing k-means clustering in the \( Z \) space.

### 4.7 Gaussian Mixture Model

Gaussian Mixture Model (GMM) [5] is a clustering technique that mitigates the problem of hard assignments. Hard assignment means that every data point is assigned to one and only one cluster. However, GMM uses soft assignments or in other words gives a probability measure that a data point belongs to a particular cluster.

A Gaussian mixture is a function that constitutes a mixture of \( k \in \{1, \ldots, K\} \) Gaussians, where \( k \) is the number of clusters present. The \( k^{th} \) Gaussian is parameterized with the following parameters:

- \( \mu \): A mean that defines cluster center
- \( \Sigma \): A covariance that defines the width of a cluster. In a multivariate Gaussian, the covariance represents the dimensions of an ellipsoid.
- \( \pi \): The mixing probability that defines how big or small the Gaussian function will be. Also, \( \pi \) must meet the condition \( \sum_{k=1}^{K} \pi_k = 1 \).
To find the optimal parameter, we employ maximum likelihood of the Gaussian density function.

\[
N(x|\mu, \Sigma) = \frac{1}{(2\pi)^{D/2}|\Sigma|^{1/2}} \exp\left(-\frac{1}{2}(x - \mu)^T \Sigma^{-1} (x - \mu)\right)
\]

(4.19)

where, \(x\) represents the data points, \(N\) is the total number of data points, \(D\) is the dimension of a data point \(x\).

We then take the derivative of equation 4.19 and equate it to zero, which gives the Maximum Likelihood Estimate (MLE), and will find the optimal values of the parameters \(\mu\) and \(\Sigma\).

### 4.8 Non-Negative Matrix Factorization

Non-negative Matrix Factorization (NMF) has proven useful in the fields of imaging, text mining and hyperspectral imagery [48] due to its ability of successfully extract sparse and relevant features from non-negative data vectors.

Let \(X \in \mathbb{R}^{p \times n}\) be the data given, where \(n\) are the total number of pixels of dimension \(p\). NMF approximates the matrix \(X\) to a low-rank approximation \(X \approx WH\). The \(p\) dimensions are reduced to \(r\) i.e. \(p > r\) to produce \(W \in \mathbb{R}^{p \times r}\) and \(H \in \mathbb{R}^{r \times n}\).

Each column in \(W\) is a basis element. A basis element is a component that is repeated several times in the \(n\) data points. For example, if our input is a set of faces then ear, nose, eyes, mouth etc. are basis elements which are featured in all facial images. The basis elements are fundamental in reconstructing the original data from approximations. The \(H\) matrix aids in reconstructing the approximation is \(W\) to the original data points by employing simple linear combination of the basis elements in \(W\).

Frobenius norm is used to determine how good the approximation \(WH\) is, given as follows,

\[
\|X - WH\|_F^2 = \sum_{i,j} (X - WH)_{ij}^2
\]

(4.20)

Truncated Singular Value Decomposition (SVD) can be used to obtain an optimal approximation of the Frobenius norm. Finally, we have the following optimization
problem for a rank $r$ factorizaton,

$$\min_{W \in \mathbb{R}^{p \times r}, H \in \mathbb{R}^{r \times n}} \|X - WH\|_F^2 \quad \text{such that} \quad W \geq 0 \text{ and } H \geq 0$$

(4.21)

Two-block coordinate descent is the most common NMF algorithm framework used. In this, one of the two factors $W$ or $H$ are optimized first while keeping the other fixed. This techniques is used because an other NP-hard NMF problem can be reduced to a convex problem, more precisely, non-negative least squares problem (NNLS). NNLS can be solved using various techniques and therefore, there are several variants of the NMF algorithm. Some of the popular NNLS approaches include multiplicative updates, alternating least squares, alternating non-negative least squares, and hierarchical alternating least squares [48].

## 4.9 Fast Search and Find of Density Peaks Clustering

Fast Search and Find of Density Peaks Clustering (FSFDPC) [90] is a density and mode based method of clustering. The algorithm draws from the fact that cluster centers are characterized by high density regions which are separated by large distances from each other. Like the mean-shift clustering algorithm [113], the centres of clusters are defined as the local maxima of the density distribution function. However, in the mean-shift method, the data is embedded into a vector space and the density field is maximized for each data point, which is not true for FSFDPC.

We have a data point $i$. Then, we compute the local density $\rho_i$ and distance $\delta_i$ from the points of high density for this data point $i$. These two quantities depend on the distance $d_{ij}$ between data points, which are assumed to satisfy the triangle inequality. The steps of FSFDPC are as follows:

1. Compute the local density $\rho_i$ of a data point $i$ can be written as:

$$\rho_i = \sum_j \chi (d_{ij} - d_c)$$

(4.22)

where $\chi(x) = 1$ if $x < 0$ and $X(x) = 0$ otherwise, and $d_c$ is the cutoff distance.
In short, the local density $\rho_i$ is the total number of points within the radius of the cutoff distance from the data point $i$.

2. Compute the distance $\delta_i$ from the points of high density.

$\delta_i$ is the minimum of the distance between the point $i$ and any other point of higher density, written as,

$$\delta_i = \min_{j: \rho_j > \rho_i} (d_{ij})$$ (4.23)

However, for the point with the highest density, the algorithm conventionally uses the following,

$$\delta_i = \max_j (d_{ij})$$ (4.24)

For the points that are local or global maxima in density, the $\delta_i$ is large compared to the density of their nearest neighbors. This is helpful in finding the cluster centres, i.e. points with large $\delta_i$ values.

3. Identify cluster centres as points with high values of $\rho_i$, and $\delta_i$. Then assign unique labels to each of the cluster centres.

Now, we can plot a graph where $\delta_i$ is a function of $\rho_i$ and this graph is called a decision graph. The data points with a high $\rho_i$ and $\delta_i$ can clearly be seen as the cluster centres. On the other hand, the data points with high $\delta_i$ but low $\rho_i$ are surrounded by less data points and are isolated from the other clusters. These points are clusters in themselves or can be called outliers.

4. Finally, the unlabelled points are assigned the label of the nearest neighbor of higher density in a single step assignment process.

In Density Based Spatial Clustering of Applications with Noise (DBSCAN) [38], there exists a density threshold and if the density of a point does not meet the threshold then it is assumed to be noise. However, this leads to clusters with low densities being ignored and considered to be noise. In FSFDPC, there is no such noise-signal cutoff. Firstly, the border region for each cluster is found which is defined as the set of points assigned to that cluster but are within the distance $d_c$ from the data points of other clusters. Then the point of highest density is found and its
density is denoted by $\rho_b$. Now, $\rho_b$ is used as the threshold where points with densities higher than $\rho_b$ are part of the core of the cluster, otherwise the points form the halo which can also be considered as noise.

### 4.10 Diffusion Learning and Spatial-Spectral Diffusion Learning

Clustering using Diffusion Learning (DL) and Spatial-Spectral Diffusion Learning (DLSS) \cite{80} uses the techniques of graph-based diffusion geometry, and density and mode estimation. Many clustering algorithms use local spatial space parameters, however, DL and DLSS use time of a data-adapted diffusion process scale parameter. The aforementioned property of these two clustering algorithms allows them to cluster data which is multimodal and nonlinear.

#### 4.10.1 Diffusion Distance

Diffusion distance is a data adapting measure. When a diffusion process takes place on a graph, it leads to a data-dependent notion of distance which is known as diffusion distance \cite{22}. Diffusion distance has applications in many fields such as molecular dynamics \cite{92}, semisupervised learning \cite{28}, latent variable separation \cite{64}, and data fusion \cite{62}. Diffusion distances can be visualized using diffusion maps. Diffusion maps in turn can be considered as a nonlinear dimensionality reduction method and also aid in computing diffusion distances.

We are provided with $X = \{x_n\}_{n=1}^N \subset \mathbb{R}^D$, where $N$ is the number of pixels in the data set and $D$ is the total number of dimensions. Also, $K$ is the number of classes present. The clustering algorithm has to output labels $\{y_n\}_{n=1}^N$ where each $y_n \in \{1, \ldots, K\}$.

The underlying geometry of $X$ determines the diffusion distance $d_t(x, y)$ between $x, y \in X$. The time parameter $t$ is used to ascertain the distance as explained below. Let a weighted undirected graph $\mathcal{G}$ encode the geometry of the data $X$. In the graph $\mathcal{G}$, the vertices correspond to $X$ and the edges are determined using the weight matrix $W$ of size $N \times N$, given as follows:
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\begin{equation}
W(x, y) := \begin{cases} 
e^{-\frac{\|x - y\|^2}{\sigma^2}}, & x \in NN_k(y) \\
0, & \text{else} 
\end{cases} \tag{4.25}
\end{equation}

where we pick a suitable \( \sigma \) and \( NN_k(y) \) is the set of k-nearest neighbors of \( y \) in \( X \) using Euclidean distance.

Then, the weight matrix \( W \) is normalized to be row stochastic that yields a Markov diffusion with transition matrix \( P \) given as follows:

\begin{equation}
P(x, y) = \frac{W(x, y)}{\sum_{z \in X} W(x, z)} \tag{4.26}
\end{equation}

Now, we have an initial distribution \( \mu \in \mathbb{R}^N \) on the state space. Using the transition matrix, the next state of the Markov chain at time \( t \geq 0 \) is the vector \( \mu P^t \). The diffusion process on \( X \) evolves according to the connections between the points as time \( t \) increases. The Markov chain has a stationary distribution \( \pi \) s.t. \( \pi P = \pi \), given by,

\begin{equation}
\pi(x) = \frac{\text{deg}(x)}{\sum_{y \in X} \text{deg}(y)} \tag{4.27}
\end{equation}

\begin{equation}
\text{deg}(y) = \sum_{x \in X} P(x, y) \tag{4.28}
\end{equation}

Now, the diffusion distance at time \( t \) can be written as,

\begin{equation}
d_t^2(x, y) := \sum_{u \in X} \left( P^t(x, u) - P^t(y, u) \right)^2 d\mu(u) / \pi(u) \tag{4.29}
\end{equation}

\( d_t(x, y) \) is computed by summing over all paths of length \( t \) that connect \( x \) to \( y \). Therefore, the diffusion distance is small if \( x \) and \( y \) are strongly connected according to the transition matrix and vice versa.

We can compute the diffusion distance \( d_t \) faster by employing eigen decomposition of \( P \) matrix. Under mild conditions, the matrix \( P \) admits a spectral decomposition of eigenvectors \( \{ \Phi_n \}_{n=1}^N \) and eigenvalues \( \{ \lambda_n \}_{n=1}^N \), where \( 1 = \lambda_1 \geq |\lambda_2| \geq \ldots \geq |\lambda_N| \). The diffusion distance in terms of the above mentioned spectral decomposition is as given below,
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\[ d_t(x, y) = \sqrt{\sum_{n=1}^{N} \lambda_n^2(\Phi_n(x) - \Phi_n(y))^2} \]  \hspace{1cm} (4.30)

The time parameter \( t \) decides for how long the diffusion process on the graph \( G \) takes place which in turn decides the diffusion distance. A smaller value of \( t \) means less diffusion which means that the diffusion distance is small. This prevents the discovery of interesting geometric information present in the data but however, the small information of the geometry that we do have is very detailed. If the value of \( t \) is too long then the interesting geometric information is washed away. There should be a balance which is when the geometry is revealed. This is achieved at \( t = 30 \).

4.10.2 Clustering Algorithm

The data set \( X \) is reshaped into an \( N \times D \) matrix, where \( N \) is the number of pixels in the image and \( D \) is the number of spectral bands. We then consider the image \( X \) to be a collection of points \( \{x_n\}_{n=1}^{N} \subset \mathbb{R}^D \).

The algorithm consists of two parts, which are,

- Mode Identification
- Labeling of Points

Mode Identification

The steps for the first part of the clustering algorithm are as follows:

1. Compute the empirical densities \( \{p(x_n)\}_{n=1}^{N} \) for all the elements of \( X \). Using a kernel density estimator, for each \( n \in \{1, ..., N\} \)

\[ p_0(x_n) = \sum_{x_m \in NN_k(x_n)} e^{-\frac{||x_n - x_m||^2}{\sigma^2}} \]  \hspace{1cm} (4.31)

where \( ||x_n - x_m||^2 \) is the squared Euclidean distance in \( \mathbb{R}^D \) and \( NN_k(x_n) \) is the set of \( k \)-nearest neighbors to \( x_n \) in Euclidean distance. The empirical density \( p \) is calculated by normalizing the density \( p_0 \) so that we have \( \sum_{n=1}^{N} p(x_n) = 1 \), as given,
\[ p(x_n) = \frac{p_0(x_n)}{\sum_{m=1}^{N} p_0(x_m)} \] (4.32)

2. Compute \( \{\rho_t(x_n)\}_{n=1}^{N} \). \( \rho_t \) is a time dependent quantity. It assigns to each pixel the minimum diffusion distance between the pixel and a point of higher empirical density. The point with the highest empirical density is assigned the maximum diffusion distance between it and any other point as its \( \rho_t \) value.

\[
\tilde{\rho}_t(x_n) = \begin{cases} 
\min\{p(x_m) \geq p(x_n)\} d_t(x_n, x_m), & x_n \neq \arg \max_i p(x_i) \\
\max_{x_m} d_t(x_n, x_m), & x_n = \arg \max_i p(x_i)
\end{cases}
\] (4.33)

where \( d_t \) is the diffusion distance between \( x_m \) and \( x_n \) at time \( t \). From here on, we use the normalized version \( \rho_t(x_n) = \tilde{\rho}_t(x_n) / \max_{x_m} \tilde{\rho}_t(x_m) \), therefore the maximum of \( \rho_t(x_n) \) is 1.

3. The modes \( x_1^*, ..., x_K^* \), where \( K \) is the number of clusters, are the points which yield the \( K \) highest values of the following quantity,

\[ D_t(x_n) = p(x_n) \rho_t(x_n) \] (4.34)

The above formula ensures that the modes are points with high density and far in diffusion distance from other higher density points. Therefore, these points are considered to be the modes of different distributions. However, this method to find modes in the data is accurate under the assumption that the data is drawn from nonparametric distributions [73].

### 4.10.3 Labeling Points

Each mode after the mode identification process is assigned a unique label. Consequently, the rest of the sample points are given labels based on the following process.

The labeling of points process for assigning labels to the rest of the points:

- Firstly, the points are sorted in the order of decreasing empirical density. In the order of decreasing empirical density, we compute the spatial consensus
label for each of the leftover points. This is done by considering all the labeled points in the spatial radius of \( r_s \geq 0 \) which are the \( NN_{r_s} \) set of points. Amongst these \( NN_{r_s} \) points, if a point occurs with frequency > 0.5, then the label of that point is the spatial consensus label. In that case that the above is not true, then there is no spatial consensus label.

Let \( L_{nspatial}^{spatial} = \{ y_m | x_m \in NN_{r_s}(x_n), x_m \neq x_n \} \) be the spatial neighbors in the radius \( r_s \) of a given point \( x_i \) in consideration. Then the spatial consensus label of \( x_i \) can be written as:

\[
y_i^{spatial} = \begin{cases} 
  k, & \frac{1}{|L_{nspatial}^{min}|} \sum_{y_n \in L_{nspatial}^{min}} 1 \{ y_n = k \} > \frac{1}{2} \\
  0 & \text{ (no label) } \end{cases}
\]  

(4.35)

- Once the spatial consensus label of a point is computed, we go further to assign the spectral label. The spectral label is the nearest neighbor in the spectral domain (measured in diffusion distance) and is of higher density compared to \( x_i \).

- \( x_i \) is then given the final label. The final label is the spectral label unless the spatial consensus label exists and is different from the spectral label. If the spatial consensus label exists and is different from the spectral label then that \( x_i \) is not assigned any label in the first stage. In the case where a point is unlabeled, it is assigned the label 0 in order to efficiently compute the spatial consensus label. If the \( L_{nspatial} \) mostly has unlabeled points then the spatial consensus label for that \( x_i \) is 0.

- After the above steps, the data is partially labeled. In the final step, the unlabeled points are assigned the final label which is same as the spatial consensus label if it exists. If not, then the label is the label of the nearest spectral neighbor of higher density.

Now, the points with a high density are mostly labeled in accordance with their spectral properties. This is because these points are more likely to be closer to the centres of distribution, which provide an overall spatially homogeneous region. Secondly, high density points are labeled before the low density points and at that stage most points around the high density
point are unlabeled, which means the spatial consensus label does not exist. On the contrary, the low density points are scattered more towards the edges of clusters or distributions. This is why they are more likely to have labels according to their spatial properties. DLSS successfully employs both spectral and spatial information.

The difference between DL and DLSS lies in the labeling of points process. In DL, all the unlabeled points are assigned the label of the nearest neighbor of higher density. In this way, the authors have neatly compared DL and DLSS and empirically proved that DLSS that employs spatial information fairs better than DL.
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Chapter 5

Theoretical Comparison of Methods

In this chapter, we provide information on how to differentiate between various algorithms considered in this work based on theoretical and algorithmic distinctions. Firstly, we look at the key conclusions drawn from the analysis, then we delve into how to categorize clustering techniques using different criteria and finally we explain how we came to the conclusions we made in the first subsection.

5.1 Key Points from the Analysis

In our experiments, we look at a variety of methods for clustering hyperspectral images. We arrive at several conclusions after a thorough analysis which are explained in detail later and briefly described as follows:

- Classical clustering techniques have unreliable discriminative abilities.
- Dimensionality reduction techniques are used in conjunction with classical clustering techniques but also suffer from unreliable discriminative abilities.
- Deep learning methods are more computationally efficient techniques that can be applied to high-dimensional and high-semantic data. However, they often fail to find the inherent pattern in several datasets without some supervision and domain knowledge.
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- Manifold clustering techniques are computationally less efficient, have longer run times, and lack scalability. They also have limited representation power.
- Non-negative matrix factorization techniques are computationally efficient.
- Out of the three density based techniques: FSFDPC, DL, and DLSS, DLSS performs the best in terms of speed and accuracy.

5.2 How to categorize clustering techniques?

There are several ways to categorize clustering techniques as depicted in Table 5.1.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Clustering Category</th>
<th>Deep Dimension Reduction</th>
<th>Distance Metric</th>
<th>Time Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>k-means</td>
<td>Partitional</td>
<td>X</td>
<td>Euclidean</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>PCA + KM</td>
<td>Partitional</td>
<td>X</td>
<td>Euclidean</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>Auto + KM</td>
<td>Partitional</td>
<td>✓</td>
<td>Euclidean</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>DEC</td>
<td>Partitional</td>
<td>✓</td>
<td>Euclidean</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>GMM</td>
<td>Partitional</td>
<td>✓</td>
<td>Euclidean</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>SMCE</td>
<td>Partitional</td>
<td>✓</td>
<td>Euclidean</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>HNMF</td>
<td>Hierarchical</td>
<td>X</td>
<td>Euclidean</td>
<td>$O(n^2)$</td>
</tr>
<tr>
<td>FSFDPC</td>
<td>Partitional</td>
<td>X</td>
<td>Euclidean</td>
<td>$O(n^2)$</td>
</tr>
<tr>
<td>DL</td>
<td>Partitional</td>
<td>✓</td>
<td>Diffusion</td>
<td>$O(n \log n)$</td>
</tr>
<tr>
<td>DLSS</td>
<td>Partitional</td>
<td>✓</td>
<td>Diffusion</td>
<td>$O(n \log n)$</td>
</tr>
</tbody>
</table>

Clustering techniques can be divided into partitional or hierarchical techniques. The basic distinction is made in terms of whether the clustering is nested or unnested. In partitional clustering, we divide the dataset into non-overlapping clusters whereas in hierarchical clustering the clusters are nested clusters and organized in the form of a tree. Hierarchical clustering does not assume the number of clusters $k$ and produces a more interpretable and meaningful taxonomy while clustering. It also uses only proximity metric or a distance metric to form new clusters. Hierarchical clustering can further be of two types i.e. agglomerative and divisive. Agglomerative is a approach where data points are merged together based on some similarity metric to form initial clusters. In the next steps, these clusters are merged together and the process is continued until there are no more individual data points left. Divisive clustering is a top-down approach where all points are initially part of one cluster which is divided repeatedly to have only singleton clusters of individual data points. All algorithms
considered in this work fall under the category of partitional clustering except for HNMF which falls under hierarchical clustering.

Another approach to comparing the algorithms mentioned in this work is by looking at whether or not the algorithms are deep techniques. Classical techniques like \( k \)-means clustering use the notion of distance to find similarities in the input data which is why they are shallow models. Shallow models fail to find discriminative properties and semantic similarities in the given data. Deep learning models have several advantages over shallow models. As mentioned in [79], the use of the mini-batch Stochastic Gradient Descent (SGD) for propagating weights in a neural network makes deep learning models computationally more efficient, they can project data into lower-dimensional spaces very easily, and they scale well for high-dimensional and large-scale datasets due to their multi-layer architecture. In this work, autoencoders are the deep learning models used for clustering. We consider several different variations of autoencoders based on reconstruction loss, followed by \( k \)-means clustering to cluster the hyperspectral data. Secondly, we consider the algorithm DEC as mentioned in section 4.6. However, deep learning techniques do not answer all our problems. They lack robustness and need extensive hyperparameter tuning. It is also difficult to learn the hidden pattern in the given input datasets without some supervision and domain knowledge about the dataset.

Section 4.10.1 delves into diffusion distance and its advantages over Euclidean distance. The techniques used in this work can be divided into categories that use diffusion distance and the ones that use Euclidean distance. This is clearly shown in Table 5.1.

Lastly, we analyse the time complexities of the algorithms (last column of Table 5.1). The constants mentioned in the table imply the following, number of samples, \( n \), and number of iterations performed for optimization, \( i \). The constants for computing time complexities for DL and DLSS are mentioned in the original work [80] in detail. The time complexities of \( k \)-means clustering, PCA followed by \( k \)-means clustering and HNMF have a time complexity of \( \mathcal{O}(n) \), where \( n \) is the number of samples, therefore they take the least amount of time to cluster datasets. This is empirically shown in later Section 6 in Table 6.3. The density-based technique FSFDPC as well as SMCE have some of worst time complexities and have a longer run time. Also, the deep learning techniques need to be pre-trained which adds to the run time, however, their
clustering time complexity is low $O(n)$.

5.3 Comparative Analysis of Clustering Techniques

Firstly, we consider $k$-means clustering and give an HSI as an input. One of the major drawbacks of $k$-means clustering is that it assumes that the clusters are present in a spherical shape. HSI datasets are have a non-linear inherent pattern which $k$-means also fails to learn. $k$-means clustering can also converge to a local minima and is highly dependent on the initial centroid assignments. This is why we move on to more theoretically advanced techniques and scrutinize them for their advantages and disadvantages.

HSIs are high-dimensional images and the curse of dimensionality can be tackled by using some of the dimensionality reduction techniques in conjunction with $k$-means clustering. This is seen in methods mentioned in sections 4.4 and 4.6. Section 4.4 explains that PCA is a linear technique and an autoencoder with non-linear activation functions can perform non-linear dimensionality reduction. Theoretically, the non-linear dimensionality reduction techniques should capture more information that aids our next clustering step. However, we see in later sections, during empirical analysis of these techniques, that they fail to project the original to a low-dimensional space where we achieve high class separability. These techniques merely help in reducing the high-dimensional dataset to a low-dimensional latent space representation and have a low representation power.

Methods like $k$-means and Gaussian Mixture models (GMM) make assumptions about the data and data distribution. However, all datasets do not satisfy the geometric and shape requirements of these methods and therefore these methods perform poorly. Spectral clustering techniques like Sparse Manifold Clustering and Embedding (SMCE) analyse a matrix constructed based on point-to-point similarities using Euclidean distance and work better. However, to find the eigenvalues of the affinity matrix may take longer computation time which is a major drawback when applied to high dimensional HSIs.

SMCE can also be compared to Spatial-spectral diffusion learning (DLSS) and
diffusion learning (DL) algorithms. SMCE algorithm employs a graph Laplacian to compute the eigenvectors and uses nonlinear distances. In DLSS and DL, the authors in [80] compute the eigenvectors of the Markov transition matrix to build the diffusion maps. The major difference is in the method employed for clustering after computing the eigenvectors. SMCE uses k-means clustering whereas DLSS and DL use a mode based estimation technique. Also, in SMCE as the name suggests, the algorithm has sparsity assumptions and employs a sparse optimization solution which DLSS and DL do not. SMCE is not robust and also does not scale well for large datasets. Therefore, DL and DLSS clearly are an improvement over SMCE.

Nonnegative Matrix Factorization (NMF) and Hierarchical Nonnegative Matrix Factorization (HNMF) both have sparsity constraints. However, DL and DLSS do not which suit better for our objective and application to hyperspectral datasets.

FSFDPC, DL and DLSS use mode estimation techniques and employ density based analysis to find modes of the clusters. However, FSFDPC differs from DL and DLSS as it employs Euclidean distance to find the distances between cluster centres whereas DL and DLSS use diffusion distance. As diffusion distance is able to use the geometric information contained in the data, it is more efficient in finding modes when used by DL and DLSS. The algorithms also differ by how the labels are assigned to points after the discovery of the modes. In DL and DLSS, the spectral neighbors are used which are the nearest neighbors found using diffusion distance. Then the unlabeled points are assigned the label of its spectral neighbor of the highest density. In FSFDPC, nearest neighbors are employed where Euclidean distance is used to find the neighbors. Also, DLSS employs spatial information for further assigning labels to unlabelled points which is not seen in DL and FSFDPC. Therefore, DLSS performs better that FSFDPC and DL.

The conclusion of this analysis is that DLSS, despite algorithmic complexity, \( \mathcal{O}(n\log n) \), is likely to best cluster hyperspectral datasets. This will be analyzed experimentally in Chapter 6.
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Experimental Comparison of Methods

In this chapter, we experimentally compare the methods when applied to hyperspectral datasets. We first discuss the evaluation metrics used to test the correctness of the experiments. We study and analyse the performance of different clustering techniques on the basis of the above mentioned evaluation metrics. Then, we evaluate the performance of different autoencoders when implemented on hyperspectral data. Finally, we look at how changes to the hyperparameters, mainly, learning rate and latent space dimension size affect the clustering performance.

6.1 Evaluation Metrics

Specific evaluation metrics are used in this work to analyze the performance of the dimensionality reduction and clustering techniques numerically. We measure overall accuracy (OA), average accuracy (AA), Fisher’s discriminant ratio and run time.

Overall Accuracy (OA)

We use overall accuracy to understand the final clustering result to learn what percentage of the samples are correctly clustered. This is done by comparing the predicted cluster labels with the ground truth labels.
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Overall accuracy is computed by dividing the number of correct classifications by the total number of samples in the dataset. A 100% overall accuracy means every pixel is classified correctly.

\[ OA = \frac{\text{Number of correctly predicted samples}}{\text{Total number of samples}} \]  \hspace{1cm} (6.1)

Average Accuracy (AA)

Another evaluation metric to study the final clustering result is average accuracy. This helps to identify how the clustering technique performs for each individual class and the final metric is the mean over the classes.

Average accuracy is the average taken over all the class accuracies. This is used primarily to take into account class imbalance and weights small and large classes equally. Let there be \( k \) total classes in the dataset. Let us compute the class accuracy (CA) for each class \( i \) is:

\[ CA_i = \frac{\text{Number of correctly predicted samples of class } i}{\text{Total number of samples in class } i} \]  \hspace{1cm} (6.2)

Now, average accuracy (AA) can be written as:

\[ AA = \sum_{i=1}^{k} \frac{CA_i}{k} \]  \hspace{1cm} (6.3)

Fisher’s discriminant ratio

We use Fisher’s discriminant ratio to quantitatively understand the effect of dimensionality reduction. It is a measure of class separability in feature space. It is invariant to the scale of data samples and also to the number of dimensions \( d \) in a particular feature space. This enables us to employ the metric to multiple datasets and algorithms for a consistent comparative analysis.

Fisher’s discriminant ratio is computed for a pair of classes, as the ratio of the between-class scatter and the within-class scatter.

Let us say that we have a feature space with data samples of \( d \) dimensions in class \( A \) and class \( B \), with means \( \mu_A \) and \( \mu_B \) respectively, the Fisher’s discriminant ratio
can be computed as follows:

$$J(A, B) = \frac{\|\mu_A - \mu_B\|^2}{S_A^2 + S_B^2}$$

(6.4)

where $J$ is the Fisher’s discriminant ratio for the pair of classes, $\|\cdot\|_2$ is the $L_2$ norm, and $S_i^2$ is the within-class scatter of a specific class $i$. $S^2_i$ is as:

$$S_i^2 = \frac{1}{N_i} \sum_{n \in N_i} \|x_n - \mu_i\|^2$$

(6.5)

where $x_n$ is a point in class $i$ with $N_i$ total points.

For a good feature space representation, we obtain a high Fisher’s discriminant ratio value when the means of the pair of classes are farther apart than the points within a class are closer to each other.

**Time**

We use time to understand the computational efficiency of the methods considered in this work. It is computed by summing the time taken by each process in the clustering method.

### 6.2 Performance of clustering methods applied to hyperspectral data

#### 6.2.1 Experimental Setup

We conduct our experiments on three datasets: Salinas-A, Pavia and Indian Pines as described in Chapter 2. In [80], the authors have restricted the spatial resolution of the Pavia and Indian Pines datasets in order to reduce the number of classes and form well separated clusters. Authors in [116] prove that the computational complexity of their model grows exponentially with increase in the number of clusters and when there are more than 10 clusters present the clustering performance deteriorates. We empirically analyse these guarantees for various clustering techniques when applied to hyperspectral datasets. In this work, we keep the Indian Pines dataset as is and do
not change the spatial resolution or the number of classes. Also, to be able to better compare results with that in [80], we prune the Pavia dataset to have 6 instead of 9 total classes.

Some clustering techniques cannot predict the number of clusters to be estimated and for those techniques we provide the number of clusters present in the ground truth (GT) to be the number of clusters to be estimated. This number is denoted by $k_T$ throughout this work.

As we are analyzing unsupervised techniques, we input the entire dataset along with the points with no or unknown ground truth labels. However, we do not include points with no or unknown class in the ground truth during our evaluation.

Most of the parameters and hyperparameters employed are same as in the original works ([80], [109], [108]) to allow better comparative analysis. Further, we do a thorough analysis of the hyperparameters: latent space dimension size and learning rate for the dimensionality reduction and deep learning techniques in later sections.

### 6.2.2 Analysis

We find that DLSS outperforms the other methods for the all datasets as in Table 6.1. DEC, SMCE, HNMF, and FSFDPC perform equally well but we notice aberrations for various datasets.

### Table 6.1: Comparison of overall clustering accuracy in percentages for each algorithm implemented on different hyperspectral datasets

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Number of Classes</th>
<th>Clustering Accuracy (OA) (in percentages)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>k-means</td>
</tr>
<tr>
<td>Salinas</td>
<td>6</td>
<td>62.5</td>
</tr>
<tr>
<td>Pavia</td>
<td>6</td>
<td>71.5</td>
</tr>
<tr>
<td>Indian Pines</td>
<td>16</td>
<td>39.6</td>
</tr>
</tbody>
</table>

Authors in [117] observe and prove that the overall accuracy decreases as the number of clusters increase. This can be observed in the low overall accuracies (OA) for all methods when considering the Indian Pines datasets.

As noted in [10] for RGB datasets, DEC employs a feed-forward artificial neural network instead of a convolutional neural network. Due to this, DEC can not capture
local information as well as DLSS which clearly utilizes spatial information in its labelling scheme.

A major drawback of SMCE can be observed from Table 6.3. SMCE takes longer to assign clusters to samples than DLSS. The same is also noted for DEC which takes longer than DLSS on account of being a deep learning technique. Also, the linear variants of $k$-means clustering i.e. PCA with $k$-means clustering take lesser computational time and memory compared to the deep and nonlinear variants i.e. autoencoder with $k$-means clustering and DEC.

Given that the hyperspectral datasets are nonlinear, a fair assumption would be to say that the deep and nonlinear variants of $k$-mean clustering perform better than the linear variants. In the results in Table 6.1, we notice this for DEC. However, there is a drop in performance for autoencoder being employed along with $k$-means clustering. This is due to the fact that DEC employs a clustering loss along with reconstruction loss, whereas, the autoencoder is first trained to obtain a latent space representation and then the $k$-means clustering is applied to the latent space. Simultaneously reconstructing and clustering helps to improve the latent space representational power of autoencoder which is seen from the results in DEC.

Figure 6.1 shows the final clustering result for the various algorithms. We can compare the clustering result of each algorithm with the ground truth labels. We observe that the deep learning techniques like autoencoder along with $k$-means and DEC have high overall accuracies and comparatively low average accuracies from Tables 6.1 and 6.2. From Figure 6.1, specifically from subfigure (e), we can understand that this is due to the fact that final class labels are more scattered, so even if the algorithm successfully predicts more points correctly, it fails to do so for each class. Another conclusion that can be drawn from this is that the multi-layer perceptron and 1-D convolutional deep learning techniques considered fail to capture the information in the neighborhood of each pixel. Similar pixels are present close to each other which calls for techniques that allow neighborhood information and spatial information preservance. This vital difference is beautifully depicted in Figure 6.1 by DL (subfigure (j)) and DLSS (subfigure (k)) algorithms where DL only considers spectral information and performs worse than DLSS which also uses spatial information. We see that the green class is correctly and completely identified by DLSS whereas in DL only part of the green class is correctly identified. The spatial labelling scheme used by
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DLSS helps it to propagate the spectral information gained from the mode detection scheme to the entire green class.

Table 6.2: Comparison of average clustering accuracy in percentages for each algorithm implemented on different hyperspectral datasets

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Number of Classes</th>
<th>Clustering Accuracy (AA) (in percentages)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>k-means</td>
</tr>
<tr>
<td>Salinas</td>
<td>6</td>
<td>65.77</td>
</tr>
<tr>
<td>Pavia</td>
<td>6</td>
<td>62.39</td>
</tr>
<tr>
<td>Indian Pines</td>
<td>16</td>
<td><strong>42.02</strong></td>
</tr>
</tbody>
</table>

Table 6.3: Comparison of run time in seconds for each algorithm implemented on different hyperspectral datasets

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Time (in seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>k-means</td>
</tr>
<tr>
<td>Salinas</td>
<td>0.69</td>
</tr>
<tr>
<td>Pavia</td>
<td>2.71</td>
</tr>
<tr>
<td>Indian Pines</td>
<td>27.59</td>
</tr>
</tbody>
</table>
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Figure 6.1: Clustering results for the following techniques: (a) Ground Truth, (b) k-means, (c) PCA + k-means, (d) Autoencoder with SID loss + k-means, (e) DEC, (f) GMM, (g) SMCE, (h) HNMF, (i) FSFDPC, (j) DL, and (k) DLSS for the Pavia Centre dataset. We see that DLSS outperforms all other techniques. DL performs second best. DLSS is better than DL as it employs a labelling scheme that employs spatial information. SMCE which is a manifold clustering technique and has the forth best OA (after GMM) but the AA is comparable to that of DL. SMCE is able to preserve neighborhood information in the manifolds where clustering takes place. GMM has the third best OA but the worst AA which can be clearly seen in the figure (f). It misclassifies most of the smaller classes. We also notice that after SMCE, autoencoders have high OA and AA but from figure (d), we see that it is does not produce spatially smooth results. There is a lot of salt and pepper noise in the clustering result.

6.3 Performance of Autoencoders on Hyperspectral Data

In this section, we compare the performance of different autoencoders implemented with hyperspectral data as the input. The evaluation metrics used are overall accuracy and average accuracy. The results in this section are for a latent space dimension of size 2 which is determined using a thorough analysis as discussed in Section 6.5.
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6.3.1 Analysis

In Table 6.4, the multi-layer perceptron autoencoders with sum of squared error (SSE), cosine of spectral angle (CSA) and spectral angle (SA) as loss functions, perform equally well on the Pavia dataset. We see an improvement in the performance with the use of spectral information divergence (SID) in the loss function. Finally, the 1-D convolutional autoencoder performs the second best with an overall accuracy of 77.45% and average accuracy of 75.48% on the Pavia dataset.

We also look at the final clustering results in Figure 6.2. We notice a lot of salt and pepper noise (subfigures (b) to (f)) in the results. The autoencoders tested so far successfully recover the spectral information but are spatially inconsistent. We know that neighboring samples come from the same cluster which the autoencoders are not able to pick up on. A 3-D convolutional autoencoder would theoretically perform better in this regard which we will look at in the future.

Figure 6.3 uses the best two latent space dimensions to display the obtained feature space by each autoencoder in a 2-D space. The standard deviation in the direction of a specific latent space dimension is produced and sorted in the ascending order to find the best two latent space dimensions to represent the feature space. We do not notice a major difference between any of the latent representations. We do notice that there is high variance in the clusters which makes it harder for algorithms like $k$-means clustering to perform well. This is due to the assumption made by $k$-means clustering that all clusters are present as spheres instead of ellipsoids.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Number of Classes</th>
<th>Clustering Accuracy (OA) (in percentages)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SSE</td>
</tr>
<tr>
<td>Pavia</td>
<td>6</td>
<td>70.14</td>
</tr>
</tbody>
</table>

Table 6.5: Comparison of average clustering accuracy in percentages for different autoencoders implemented on different hyperspectral datasets for latent space dimension size of 2.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Number of Classes</th>
<th>Clustering Accuracy (AA) (in percentages)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SSE</td>
</tr>
<tr>
<td>Pavia</td>
<td>6</td>
<td>64.21</td>
</tr>
</tbody>
</table>
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Figure 6.2: Clustering results of different autoencoders on the Pavia Centre dataset. The figures represent the following algorithms: (a) Ground Truth, (b) Autoencoder with SSE loss, (c) CSA loss, (d) SA loss, (e) SID loss, (f) CNN. The autoencoder with SID loss has the highest OA and AA values which can be seen in figure (e), followed by CNN (figure (f)) and SSE (figure (b)). We also notice that autoencoder produce spatially less smooth clustering results. We theorize that this is due to the fact that autoencoders do not have a mechanism to preserve neighborhood information for every pixel.
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Figure 6.3: Best latent dimension representation for the Pavia University dataset for various autoencoders (a) SSE, (b) CSA, (c) SA, (d) SID, and (e) CNN. The standard deviation in the direction of a specific latent space dimension is produced and sorted in the ascending order to find the best two latent space dimensions to represent the feature space. We do not notice a huge difference between the latent dimension representation for the different autoencoders considered in this work. We do see that there is high variance and that the clusters are present as ellipses.
6.4 Feature Space Analysis

t-Distributed Stochastic Neighbor Embedding

t-Distributed Stochastic Neighbor Embedding (t-SNE) [104] is a nonlinear dimensionality reduction technique which is most popularly used to visualize high-dimensional datasets. It is used in image processing [17, 104], bioinformatics and computational Biology [69], natural language processing (NLP) [17], etc. Once t-SNE is applied to a dataset, the input features in the output of t-SNE are not recognizable. This is the reason why t-SNE is primarily used for data familiarization, exploration and visualization.

t-SNE is different from the dimensionality reduction techniques referred to in Section 4.2 and 4.3 because these dimensionality reduction techniques solve different minimization problems. t-SNE focuses on preserving the local distances and neighborhood patterns between data points in the low-dimensional space.

In Figure 6.4, we show the t-SNE representations for the various latent spaces of the dimensionality reduction techniques considered in this work. We can not draw conclusion based entirely on these figures as there is no noticeable difference. Therefore, we employ Fisher’s discriminant ratio as in Section 6.5.2 to better evaluate these techniques. We can safely conclude that DEC has the highest latent space dimension representational power for clustering datasets. However, PCA comes second to DEC and also has a much lower computational time. Another fact to consider is that none of the techniques considered so far use spatial information which can aid clustering performance. Therefore, we would like to experiment with techniques that employ spatial information such as a 3-D convolutional autoencoder.
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Figure 6.4: t-SNE representations for the Pavia University dataset for various dimensionality reduction techniques
(a) Original Dataset, (b) PCA, (c) SSE, (d) CSA, (e) SA, (f) SID, (g) CNN, and (h) DEC
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6.5 Effect of Learning Rate and Latent Space Dimension Size on Autoencoders

In this section, we look at how changes made to the hyperparameters i.e. learning rate and latent space dimension size affect the clustering result. We first consider the learning rate for the autoencoders. Then we look at the size of the feature space for various algorithms.

6.5.1 Autoencoders: Learning Rate

Learning rate plays a crucial role in deep networks as it affects whether or not the network converges to a global optimum. We study the effect of learning rate on the clustering result for the SID autoencoder with latent space dimension of size 10. We do so by looking at the changes observed in OA as the learning rate is changed. We see that there is a wide variance in the overall accuracy as the learning rate is varied. The best accuracies are obtained for a learning rate of $10^{-3}$ which are 58.48% OA and 64.82% AA. This learning rate is consistently used for all deep learning algorithms considered in this work. We obtain 34.08% OA and 0% AA for $10^{-1}$, 23.45% OA and 11.82% AA for $10^{-1}$, and 51.28% OA and 52.17% AA for $10^{-4}$.

6.5.2 Dimensionality Reduction Techniques and the Size of Latent Space

We consider the size of the latent space for hyperparameter analysis of dimensionality reduction techniques. We do so first by considering the dimensions from $r = 1$ to $r = 10$ for the SID autoencoder. Figure 6.5 shows the plot of overall accuracy and average accuracy for the various latent space dimension sizes. We observe that $r = 2$ and $r = 3$ produce comparable performance. Therefore, we further analyse these two latent space dimension sizes. We also compare the results with $r = 10$ as these have been considered in [109] and [108].

We look at the Fisher’s discriminant ratio, overall accuracy and average accuracy for various dimensionality reduction algorithms, and the results are shown in Figures 6.6, 6.7 and 6.8.
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From Figure 6.6, we firstly notice that latent space dimension size 2 gives the best results for all the algorithms considered. We also observe that DEC has the best lower dimensional representational power as it has the highest Fisher’s discriminant ratio values for all latent space dimension sizes.

Next, from Figures 6.6 and 6.7, we do not see a clear winner in terms of latent space dimension size, therefore we use the results from Figure 6.6 and conclude that indeed latent space dimension size of 2 gives the best results. We use this to report final results in this work.
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Figure 6.6: Hyperparameter analysis based on different number of latent space dimensions based on Fisher’s discriminant ratio for various dimensionality reduction techniques when applied to Pavia dataset.

Figure 6.7: Hyperparameter analysis based on different number of latent space dimensions based on overall accuracy for various dimensionality reduction techniques when applied to Pavia dataset.
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Figure 6.8: Hyperparameter analysis based on different number of latent space dimensions based on average accuracy for various dimensionality reduction techniques when applied to Pavia dataset.
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Chapter 7

Conclusion

7.1 Summary of Work

Data clustering helps to understand the inherent patterns and structures present in data. It is also a way to discover new patterns in unlabelled datasets and is crucial when we are working with complex unlabelled datasets.

Clustering techniques have certainly been a focus in the machine learning community and there have been several advancements in this area. Each clustering algorithm has its advantages and disadvantages. In this work, we comprehensively study clustering algorithms when applied to hyperspectral datasets. We delve into the theoretical and empirical differences between some of the most commonly used clustering algorithms.

Firstly, we begin with the definition of clustering and what hyperspectral images are. Then, we elaborate the challenges faced while clustering hyperspectral images. Further, we go on to look at the literature for clustering in the machine learning and remote sensing communities. The thesis then elaborates the process of various clustering techniques and glances over the salient features of these techniques. We have included a thorough theoretical analysis of the clustering techniques considered in this work.

Secondly, we conduct experiments over three commonly used hyperspectral datasets: Salinas Valley, Pavia and Indian Pines datasets. We scrutinize how each clustering algorithm performs on all of these datasets. We conclude that both spectral
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and spatial information are important for clustering hyperspectral images; and show that DLSS achieves the best performance over all datasets and is the most robust algorithm out of all.

Thirdly, we review dimensionality reduction techniques and look for techniques that have a higher representation power for clustering hyperspectral images. We analyse various techniques numerically using Fisher’s discriminant ratio and also using representational tools like t-SNE. We observe that latent space dimension size of 2 has the highest representational power of all latent space dimension sizes considered.

Fourthly, we study the effect of change in hyperspectral dataset size in terms of number of clusters, spatial and spectral resolution on existing unsupervised machine learning techniques. We do so by using hyperspectral datasets of different spatial and spectral resolution and also containing different number of classes. We provide the overall accuracy, average accuracy and run time measurements for this analysis. It is observed that clustering performance deteriorates for higher number of clusters and class overlap.

Finally, we visit the impact of including or excluding unknown class data to unsupervised machine learning in the context of hyperspectral datasets. The hyperspectral datasets considered have a high class imbalance and the unknown class is the largest class in all of these datasets. For examples, for the Pavia dataset there are approximately 18000 sample points in the entire dataset, out of which only around 2000 are the known classes. It is difficult to find patterns in the unknown class as it is a mixture of several classes which calls for techniques that look for more number of classes than present in the ground truth. We also need better evaluation techniques to evaluate the final clustering result in the case where we look for more number of classes than present originally.

7.2 Future Work

There are several open challenges and questions to consider.

Firstly, there are very few hyperspectral datasets present for experimentation which limits the development of better clustering techniques. Looking at the current research in this area, we observe that the accuracies obtained by various techniques have somewhat saturated. There are improvements being made but their is scale is
very limited. There is a need to learn from limited training data in this field. One way to mitigate this problem is by using transfer learning [82]. Other techniques that can be employed which have been overlooked are data augmentation and using multi-modal data where information from LiDAR, digital elevation models (DEMs), etc. are used.

Within, these datasets, there is a class imbalance problem where there is significantly more unknown class samples than known class samples. We propose that clustering techniques should naturally look for more classes than are present in the ground truth. This will help in discovering new patterns and also successfully employ the important information present in the unknown class.

Thirdly, deep learning techniques are overtaking over traditional clustering techniques but they lack interpretability and there is a need to better understand the black box that is a neural network in the field of remote sensing.

In this work, we looked at spectral learning which produced spatially inconsistent results. Algorithms like Spectral-Spatial Diffusion Learning (DLSS) and Sparse Manifold Clustering and Embedding (SMCE) that employ spatial information performed better than the rest on hyperspectral data. We also empirically looked at a 1-D convolutional autoencoder and would like to extend our experiments to 3-D convolutional autoencoders. We theorize that the use of spatial information in the form of 3-D patches would give better results than a 1-D convolutional autoencoder. A 3-D convolutional autoencoder would perform better because it captures the information present in neighboring pixels by forming patches. We know that similar pixels are present close to each other and therefore using 3-D patches will help reduce the salt and pepper noise as seen in autoencoders in Section 6.3 and in turn improve the clustering result.

We would also like to extend our work to hyperspectral super-resolution as seen in Section 3.4. Specifically, we would like to implement and compare our work with unsupervised CNN-based hyperspectral super-resolution as proposed by Fu et al.

Finally, this work has examined all the relevant methods of spectral analysis some of which incorporate spatial information, and concludes that the promise of spatial-spectral analysis, which might be achieved with CNNs or other methods, is important to pursue with larger, higher-resolution datasets that will become available in the future.
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