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Human beings have long appreciated symmetries of objects. However, little of this appreciation has been addressed formally and computationally in today’s automatic systems that deal with engineered bodies. In this work group theory, being the standard mathematical tool for describing symmetry, is applied to assembly planning for robotics in a computationally tractable way.

Using group theory to characterize the assembly of bodies and features, especially the symmetries relevant to contact between bodies, reveals the necessity of a group intersection algorithm for intersecting subgroups of the proper Euclidean group. The central results of this thesis are to establish this necessity mathematically and provide a compact representation for the subgroups of the Euclidean group that lends itself to the implementation of an efficient group intersection algorithm.

I define a geometric representation in terms of characteristic invariants for an important family of subgroups of the proper Euclidean group. Each member of this family is called a TR group since it is a semidirect product of a translation group T and a rotation group R. Some examples of TR groups are the translation subgroups $T^1, T^2, T^3$; the rotation subgroups $SO(2), SO(3), O(2)$, the cyclic groups, the dihedral groups, and the platonic groups; as well as groups containing both rotations and translations such as the symmetry groups of the plane and infinite cylinder, and certain Crystallographic groups. I prove that there is a one-to-one correspondence
between $TR$ groups and their characteristic invariants. I also prove that the intersection of $TR$ groups is closed and can be calculated from their characteristic invariants. An efficient intersection algorithm using characteristic invariants has been implemented.

A practical issue addressed in this dissertation is the linkage between the mechanical design and the robotic task-level planning. The formal treatment of $TR$ symmetry groups has been embedded into the implementation of an assembly planning system $\kappa 43$. $\kappa 43$ takes as part of its input the geometric boundary models of assembly components provided by a geometric solid modeller PADL2. Being able to represent and reason about symmetries associated with bodies and features, $\kappa 43$ finds a set of detailed robotic assembly task specifications in three steps:

Step one: $\kappa 43$ finds mating features from the boundary models of assembly components using a salient feature library and the symmetry group intersection algorithm developed in this work. This permits much simpler task specifications to be used. Step two: $\kappa 43$ applies techniques used in constraint satisfaction problems (CSP) to satisfy the kinematic and spatial constraints for each candidate assembly configuration. Step three: $\kappa 43$ generates a partially ordered sequence of contact states for assembly components through an analysis of disassembly via translational motion.

The interaction between algebra and geometry within a group theoretic framework and the interaction between CSP techniques and heuristic search strategies provides us with a unified computational treatment of reasoning about how parts with multiple contacting features fit together.
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CHAPTER 1

INTRODUCTION

...the two Englishmen are still waiting to be introduced.

— punchline of an old joke

Human beings have long appreciated symmetries of objects. Any subset $S$ of the Euclidean space $\mathbb{R}^3$, such as a curve, a surface or a solid, has symmetries. A proper symmetry is a rotation and/or translation, including the identity mapping, which brings $S$ into coincidence with itself. For example, a rotation about the central axis of a cylinder is a proper symmetry of the cylinder. Although some points of the cylinder are relocated by the rotation, the cylinder as a whole still occupies the same volume in $\mathbb{R}^3$, i.e. the cylinder is setwise invariant under this rotation. The term proper symmetry is used to exclude mirror symmetries (reflections), which although useful for describing the appearance of objects, cannot in general be realized by any physical movement. In this dissertation I shall use the term ‘symmetry’ to indicate proper symmetry.

In the early nineteenth century, Galois developed an elegant yet powerful mathematical tool for describing symmetry, namely group theory. A group can be regarded simply as a set of elements together with a binary operation defined on the set that satisfies certain closure properties. Typically, elements in a group are mappings over certain domains. In particular, all the distance and handedness preserving mappings in the Euclidean space, i.e. the so called rigid motions, form a group under the composition of such mappings. This group is called the Proper Euclidean group $\mathcal{E}^+$. The set of all the symmetries of a set $S$ in $\mathbb{R}^3$ has a group structure and is thus a subgroup of $\mathcal{E}^+$. This group is called the symmetry group of $S$. Symmetry groups can be either finite or infinite, discrete or continuous. Examples of finite groups are the symmetry groups for the platonic solids shown in Figure 1.1 (from [69]).

---

1Once again although reflections are also rigid, they are excluded from the rigid motions used in this thesis. Other equivalent terms for rigid motions include: displacements, transformations, translations and/or rotations
Figure 1.1: Platonic solids
Figure 1.2: Lower Pairs
Examples of continuous groups are illustrated in Figure 1.2 (from [57]). This figure exhibits all six mechanical joints that have surface contact. These joints are called lower pairs in mechanical engineering. The essential observation leading to our work is that contacting surfaces from different bodies have the same symmetry group. We assert that not only the symmetries of an isolated body but also the symmetries of certain surfaces of the bodies that are in contact are of great relevance for describing how bodies interact with each other. Such a description is necessary to instruct a robot to accomplish assembly tasks.

In robotic task-level planning [26, 51], it is assumed that a task specification expressed in terms of objects to be handled by a robot is given; the task-level planner then translates such a specification into a plan expressed in terms of robot actions. A robot task-level assembly planner requires, as part of its input, the final assembly configuration to be described [38, 53, 84]. Planning the sequence of assembly also requires the relationships among assembly components to be specified [21, 34, 83], even at the abstract level. However, from a mechanical design it is not always trivial to derive an assembly configuration specification that is complete and unambiguous. One element of this problem actually arises from the symmetries of assembly components. For example, when using a socket wrench to turn a hexagonal bolt-head, there are six different positions for the socket wrench to be in. Without a proper representation of symmetry a complete specification of this type of contact will be tedious and thus error prone. There is a vital relationship between symmetry and function in mechanical engineering that cannot be dismissed. Therefore, it is desirable to provide an intelligent interface linking the mechanical designer and the robotic task-level planner which 'understands' symmetry and generates task specifications automatically.

Group theory provides the formal treatment of symmetry, and is a basic mathematical tool in physics and theoretical chemistry. It seems natural for today's practitioners concerned with mechanically engineered entities to combine the elegance of group theory with another powerful tool of modern times, the computer, both to

- acknowledge the group theoretical categorization for shapes and the kinematic relationships between rigid bodies; and to

- explore the computational tractability of applying group theory to real problems.
Belinfante and Kolman [3], Hervé [33], and Popplestone [63] are among the few pioneers who contributed to the group theoretical formalization of mechanical engineering practice. The work reported in this dissertation extends further along these directions, and serves as an existence proof that such formalization is not only decorative but also functional.

1.1 Statement of the Problem

Robotics is a relatively young and developing field, and standard terminologies have not yet been coined. It is therefore necessary to give some explanations of the terms I use in this dissertation.

- *Planning for robotic assembly* is concerned with generating a plan for assembling a product; a plan that will be carried out by robots.

- A *plan* is considered to be a detailed assembly task specification. For robotic assembly, task specifications must explicitly express the exact final positions and orientations of assembly bodies, for example, via a $4 \times 4$ homogeneous transformation matrix. Such detailed information is not necessary for manual assembly.

- An assembly task specification consists of two kinds of information:

  1) spatial position/orientation instructions specifying the final or intermediate assembly configuration, i.e. the spatial relationships to be established among certain rigid bodies.

  2) temporal instructions on the order of establishing such relationships.

- The robot to execute the plan is expected to be a sensor-based robot that has the ability to make certain decisions contingent on circumstances. Therefore, the output plan is a partially ordered graph instead of a linear sequence, which contains all the possible spatial and temporal choices that are available.

Planning for robotic assembly is a typical problem of *the assignment of values to variables, subject to a set of constraints* [22]. Such constraints may include:

**Kinematic constraints:** A kinematic constraint specifies a contact between a pair of bodies, albeit one that may not pertain to every situation occurring during a particular assembly. Contacts between surfaces of simple shape can be treated as kinematic pairs [2, 33].
Spatial constraints: No two bodies occupy the same volume of Euclidean space at the same time; such spatial constraints are bounded (in $\mathbb{C}$-space [52]) by kinematic constraints.

Static and dynamic constraints: These relate to the forces acting on bodies during assembly. Sub-assemblies must be stable under gravity, friction must be overcome when necessary, and material must not be overstressed.

Temporal constraints: These constrain the order in which actions may occur. They depend primarily on the previous constraints.

One of the difficulties in robotics research is the interleaving of the application of different constraints. The order in which the constraints are applied is crucial for preserving the completeness and correctness of a planning system. Under a broad assumption that all the assembly tasks will be carried out in Euclidean space, the kinematic and spatial constraints become fundamental. This is so because solutions satisfying these two constraints do not exclude prematurely solutions that will satisfy all the other constraints. It is standard practice in the analysis of mechanical systems to treat the kinematics before the dynamics of the system — indeed the conceptual dependencies and the possibility that the assembly may be performed either on earth or in space demand this. The work described here is concerned with establishing this kinematic basis.

When two bodies in an assembly are in contact, they do not make contact over their whole surface, rather features of each body are in contact. A primitive feature $F$ of a body in $\mathbb{R}^3$ is a surface of the Euclidean space $\mathbb{R}^3$ which is associated with the boundary model of a solid. Examples are infinite planes, cylinders and spheres. A compound feature is a set of primitive features. This usage corresponds essentially to that of Woodbury [87], and captures the idea of features used by such workers as Dixon [23], Henderson [31], and Green, Carney and Brown [28, 14]. The symmetry group of a body is usually different from the symmetry groups of its features. For example, a cylindrical hole in a block is mapped into itself by any rotation about the central axis of the hole. Such rotations are therefore symmetries of the hole, but not necessarily symmetries of the block (Figure 1.3). Since in an assembly, bodies are related by features, the symmetry of features is more important than the symmetry of the bodies to which the features belong. Such symmetries of features are of essential importance in assembly planning for understanding how features mate and what the final assembly configurations can be.

For realizing the goal of constructing an intelligent task-level planner which understands symmetry, at least the following four sub-tasks need to be accomplished:
Figure 1.3: A block with a cylindrical hole

1. find a set of candidate mating feature pairs for each kinematic constraint using the boundary models of assembly components and a set of assembly operations between pairs of bodies;

2. find all the possible assembly configurations that satisfy the kinematic and the spatial constraints;

3. find the partially ordered disassembly sequence (PODS) from an assembly configuration for the purpose of finding the sequence of assembly;

4. map the PODS into assembly actions of one or more robot hands under corresponding physical conditions.

The main concerns of this dissertation include sub-tasks one to three which deal with the kinematic and spatial constraints only and are independent of the environment and the robotic hardware used. This set of tasks form, the *kinematic assembly planning problem*\(^2\). Subtask four will be discussed in Chapter 6.2.

\(^2\)So for now MA3 can be understood as Kinematic Assembly-planning in 3 steps. See Appendix G for its real origin.
The basic beliefs behind this work include:

1) The assembly actions of a robot should be deduced from a thorough understanding of the objects that the robot is going to act upon. Geometric and spatial constraints play an essential role in this decision making process. The geometry of the assembly components enforces some hard constraints on the configuration(s) of assembly as well as the order of assembly.

2) We treat robotic assembly planning as taking place at two distinct conceptual levels. Planning at the higher level involves deriving nominal trajectories along which the bodies to be assembled are to be moved. These trajectories are nominal in the sense that they would accomplish the assembly were we to have a perfect robot manipulating bodies whose shapes were perfectly accurate. Planning at the lower level transforms such a high-level specification into an assembly plan which takes account of uncertainty. In this work we are primarily concerned with discussing high-level robotic assembly planning.

We have used the geometric modeller PADL2 [11, 71] (Appendix E) to represent all the assembly components as if they are from a CAD system for mechanical engineering. This modeller is capable of representing certain algebraic surfaces with a precision limited only by floating point accuracy. While workers such as Lozano-Pérez et al [53] have used polyhedral modellers for significant studies in the integration of recognition and manipulation, for planning the manipulation of real engineered objects it is important to have representations in which curved surfaces are represented as such. While other workers have used special purpose, user-defined representations for assembly components, such as the relational model in [74], there is relatively little use made of non-polyhedral models that are geometrically complete. In specifying assemblies to KA3, it is possible to omit details about which body features really mate, stating only that the bodies themselves are to be mated. The sets of possible mating features of two bodies are inferred from their geometric models. This distinguishes KA3 from most robot task-level assembly planning systems, where a detailed, unambiguous assembly task specification is required.

1.2 KA3 is an Interdisciplinary System

The symmetry group is an important feature descriptor in this work and has been integrated with the geometric model of each assembly body feature. However, the
theory of symmetry groups itself is not sufficient to solve the kinematic assembly-planning problem stated above. Combining inter-disciplinary knowledge in a complementary manner is another characteristic of this work. For example, from a pre-stored salient-feature-library, $\mathcal{A}3$ finds semantically relevant assembly features from the geometric entities which constitute the boundary model of an object. Such semantically relevant features form the domain of each kinematic constraint. The techniques for solving constraint satisfaction problems, which have been studied extensively in fields such as operations research and artificial intelligence, have been combined in $\mathcal{A}3$ with symmetry group representation of features and bodies. Reasoning using heuristics to cut down the combinatorics of the search space is also employed. On the other hand, in order to use compound features and to find relative positions of mating bodies, the computation of symmetry group intersections is required, for which a mathematically rigorous treatment of symmetry groups is needed. An efficient group intersection algorithm using characteristic invariants has been developed (Chapter 4). Two related but self-contained aspects have been pursued in this work:

- Representation and intersection of TR subgroups of the proper Euclidean group $E^+$

I define a geometric representation in terms of characteristic invariants for an important family of subgroups of the proper Euclidean group. Each member of this family is called a TR group due to the fact that a TR group is a semidirect product of a translation group $T$ and a rotation group $R$. Some examples of TR groups are the translation subgroups $T^1, T^2, T^3$; the rotation subgroups $SO(2), SO(3), O(2)$, the cyclic groups, the dihedral groups, and the platonic groups; as well as groups containing both rotations and translations such as the symmetry groups of the plane and infinite cylinder, and certain Crystallographic groups. These TR groups and their intersections are very important in describing and analyzing the symmetries and kinematics of assemblies. I prove that there is a one-to-one correspondence between TR groups and their characteristic invariants. I prove that the intersection of TR groups is closed and can be calculated from their characteristic invariants. An efficient intersection algorithm using characteristic invariants has been implemented.

- Combining symmetry groups and AI problem solving techniques into one unified computational framework for assembly planning from solid models
Being able to represent and reason about symmetries of bodies and features, a high-level assembly planning system \( \mathcal{A}3 \) is capable of finding mating features from the geometric boundary models of assembly components and a set of assembly operation requirements between bodies. This permits task specifications to be described in terms of body relationships only. \( \mathcal{A}3 \) establishes a constraint satisfaction network (CSN) embedding the kinematic and spatial constraints. For each feasible solution of the CSN (a possible assembly configuration), \( \mathcal{A}3 \) applies the translational-disassembly-motion analysis and outputs a partially ordered sequence of contact states of assembly components as a nominal assembly plan for lower-level uncertainty analysis.

The eventual goal is to incorporate this planning work into an integrated robotic assembly system such as Handey (Lozano-Pérez et al 1987)[53], but one that has an intimate comprehension of symmetries not restricted to polyhedral bodies. In this work I consider how a specification for assembly configurations can be determined from a design in a way that exploits the symmetries present in a 3-d body, that is computationally tractable, and that places a minimal load on the human user. The generated task specification is more precise and relevant for lower-level robotic planning than that given by the existing high-level assembly planning systems [21, 34, 83]. This is because it contains complete geometric information of each solid in the assembly, a partially ordered sequence of contact states of mating features, and the relative positions of assembly components. The interaction between algebra and geometry within a group theoretic framework and the interaction between constraint satisfaction problem techniques and heuristic search strategies have provided us with a unified computational treatment for reasoning about how parts with multiple contacting features fit together.

### 1.3 Organization of the Dissertation

This dissertation is organized into six chapters followed by Appendices and a Bibliography.

Chapter 2 describes related work that has an impact on the work described in this dissertation.

Chapter 3 emphasizes the correspondence between shapes, especially features, and their symmetry groups. In particular, we relate the symmetry group of a compound feature to the symmetry groups of its component primitive features.
Chapter 4 gives a detailed description and justification of the characteristic invariant method for TR groups. This chapter starts with some background knowledge and definitions, followed by a series of proofs leading to two main theorems. An efficient group intersection algorithm concludes this chapter.

Chapter 5 is a long chapter in which the whole assembly planning system KA3 is described. This chapter is divided into five sections. Section 5 starts with an overview of the whole system. Section 5.1 illustrates how to find mating features from a set of boundary models of the assembly components. Section 5.2 describes how to use a constraint satisfaction network to apply kinematic and spatial constraints in order to find and verify all the feasible assembly configurations. Section 5.3 is concerned with finding the partially ordered disassembly sequence for each assembly configuration established in Section 5.2, via a translational-motion analysis. Finally, Section 5.4 presents four typical assembly examples, and shows how KA3 solves them.

Chapter 6 assesses the significance of this work, its contributions and limitations, and envisions possible future research based on what has been achieved.
CHAPTER 2

RELATED WORK

...what's past is prologue...

— Shakespeare
The Tempest

The automatic generation of task specifications, as we stated in the Introduction, is related directly or indirectly to many research fields. For example, problem solving and domain independent planning in the field of artificial intelligence, task planning in robotics, process planning in manufacturing and design for assembly in mechanical engineering. In this chapter we review some of this related work to gain a broader perspective of our work.

2.1 Planning in Artificial Intelligence and Planning in Robotics

Traditionally, planning in AI is defined as: Deciding on a course of action before acting in [16]. Planning has been a central topic in AI approaches to robot programming since the late 1960's. One of the major contributions of AI research is to represent knowledge explicitly and symbolically. Some planning systems in the field of AI, such as STRIPS [25], ABSTRIPS [72], NOAH [73] and MOLGEN [79, 80], have developed important concepts and methods for problem solving which can be incorporated into robotics planning; some examples being non-linear planning, hierarchical planning, meta-planning, problem refinement, constraint posting, and the procedural network representation for plans. However, these AI planning systems lack the ability to represent knowledge about the geometric and physical properties of the task, of the environment and of the robot itself. Moreover, they lack the ability to reason about such knowledge. As Brady points out:
Robotics challenges AI by forcing it to deal with real objects in the real world. An important part of the challenge is dealing with rich geometric models [9].

Indeed, robotics planning is a complicated field because of vagaries and inexactness in the real world. These complications suggest the need for geometric modeling and spatial reasoning under uncertainty.

2.1.1 Domain Independent Planning in AI

In domain-independent conjunctive planning research, Chapman [15] points out that the nonlinear constraint-posting approach has been most successful in the problem of achieving conjunctive goals. His comments apply to planners such as STRIPS, MOLGEN, NOAH and TWEAK. Having reviewed the conjunctive planners in the literature, Chapman showed that all domain-independent conjunctive planners work the same way. The efficiency and correctness of all these planners depends on the traditional add/delete list representation for actions; efficient (i.e. polynomial time) general purpose planning with more expressive action representations is impossible. The action representation which they depend on is inadequate for real-world planning and desirable extensions to this action representation make planning exponentially hard.

Chapman's result is important for at least the following two reasons:

1. He provided a clean and verifiable summary of AI domain independent planning, and documented its limitations.

2. His work serves as a warning sign to those who would like to use AI planning techniques to solve specific problems. To avoid the inherent intractability of domain independent planning for complex problems, one should perhaps explore special properties of the problem at hand to discover useful, domain specific insights.

The focus of this dissertation is planning for assembly. We will demonstrate that object symmetry is one such domain specific property which enhances the tractability of assembly planning.

2.1.2 Planning in Robotics

One definition for robotics is the intelligent connection between perception and action [9]. Approaches which have been taken to achieve such an intelligent connection
include: the development of object-level programming languages for robotics, task-level planning and the use of learning. The goal of robot programming is to simplify the process of writing robot programs for complex tasks. A task-level planner is expected to be able to transform task-level specifications in terms of the desired effects on objects, into manipulator-level specifications in terms of robot action commands. One of the earliest task-level robot programming language designs was AUTOPASS[44]. Perhaps the most important aspect of that work was a study of planning collision-free paths among polyhedral objects.

People have different opinions about how planning in robotics is divided. One view centers upon whether a robot is involved in the context of planning. Robotics planning then divides into two different levels:

- object-level planning, which deals with robot independent plans; and

- robot-level planning, where planning concerns a specific robot

In addition, a transition stage maps from one level to the other. Another useful view focuses on the relevant branch of theories involved in different aspects of robotics planning. Here, planning is divided into: kinematic planning\(^1\), dynamic planning and control etc. Work described in this thesis is primarily concerned with the kinematic aspect of assembly planning, which is closely related to the kinematic aspects of both mechanical design and robotics task-level planning.

Handey: A Robotics Task-level Planner

The most complete existing task planning system so far is the MIT Handey system of Lozano-Pérez et al (1987) [53]. Its domain is simple assembly of planar-faced objects. The input to the system includes: accurate object models for all the parts and a sequence of MOVE commands, each of which specifies an object and its destination. The lesson they learned during this work is: the need for a systematic and efficient way of dealing with the number of options available while constructing a plan[53]. Symmetries of objects often implies multiple options in assembly tasks; a system like K43 can reduce its search space by exploiting an understanding of symmetries.

\(^1\) Kinematics treats motion of bodies apart from aspects of mass and force.
2.1.3 Assembly Planning for Robotics

Assembly Plan Representation

Homem de Mello and Sanderson present a representation for assembly plans based on AND/OR graphs or hypergraphs [74]. Each node in such a graph corresponds to an assembly. Those nodes containing only one assembly part are the leaves of the graph. A set of directed arcs related by AND represent a disassembly operation. Each arc points from the original assembly to one of the subassemblies. Any feasible assembly plan corresponds to a tree in the graph. Homem de Mello and Sanderson have proved that a complete and correct set of precedence relationships can be derived from this AND/OR graph. However, the graph of possible disassemblies can be very bushy if symmetries are present in the assembly. A treatment of symmetries could lead to a more compact and efficient representation for assembly plans.

Assembly Sequencing from Precedence Knowledge Acquisition

De Fazio and Whitney have extended Bourjault's work [8] on generating all the possible assembly sequences from a liaison diagram [21]. Although the algorithm for generating all assembly sequences has been implemented successfully [83], it is still unclear how the liaison diagram can be automatically generated and how difficult it is to answer questions asked prior to the generation of assembly sequences. Our work on finding mating features from boundary models of assembly components [48] could be extended to establish liaison diagrams and answer questions based on the geometric, spatial, and kinematic constraints, thereby complementing De Fazio and Whitney's work.

2.2 Mechanical Design and Automatic Assembly

2.2.1 Design for Assembly

The attention of researchers has been drawn to the application of AI techniques in the design-to-manufacturing spectrum. This has helped to bring manufacturing knowledge to bear early on in the design process. On the other hand, AI knowledge representation prototypes are enriched by requiring design geometry to be well presented. As Dixon and Dym point out: \textit{geometry is a crucial issue of knowledge representation linking design with manufacturing} [23]. They propose representing design geometry in terms of features, where a feature of a design is in an identifiable
geometric shape of an entity. They reason that *most of the knowledge needed for evaluation of manufacturability, process design, and process planning is expressed in terms of features and combinations of features* [23]. Our work explores these possibilities, and KA3 can extract information about the features from a boundary representation, or can use features present at the very beginning of a design [23].

### 2.2.2 Automatic Assembly

Boothroyd, Poli and Murch address automatic assembly problems in [7]. Automatic assembly is different from robotic assembly in that less versatile devices are used. They observed that in addition to physical laws such as gravity, geometry plays an important role in automatic assembly, with the symmetry properties of parts being especially relevant. In [5, 7, 6] α and β symmetries are defined in order to map the rotational symmetries of an assembly part to a coding system that can be used to look up the assembly cost. In this way, the cost of assembly can be minimized during the design stage.

Boothroyd et al define α-symmetry to be: *the rotational symmetry of a part about an axis perpendicular to the axis of insertion.* Likewise, β-symmetry is *the rotational symmetry of a part about its axis of insertion. The magnitude of rotational symmetry is the smallest angle through which the part can be rotated and repeat its orientation* [7]. This definition has its limits. First of all, the insertion axis has to be identified. When more than one insertion axis is present, as in a tetrahedron for example, the characterization has to use more than one pair of α-β symmetries. Secondly, α-β symmetries are defined for parts (bodies) only, but features are actually more important in an assembly. In [47] these definitions were used to describe the symmetries of both bodies and features for an assembly planning system.

Boothroyd et al’s work has provided one of the practical justifications for our concern with symmetry. Our feature symmetry group representation is a generalization of α-β symmetries that is placed in the coherent mathematical framework of group theory.

### 2.3 Geometric Reasoning

#### 2.3.1 From Spatial Relationships to Relative Positions

RAPT by Popplestone, Ambler and Bellos [1, 65] is a software system which infers the positions of bodies from specified symbolic spatial relationships. Its implemen-
tation is based upon constraint propagation and equation solving. In RAPT, world states are defined in terms of the relationships between features of bodies, as opposed to relationships between bodies in our work. Our work differs from that of RAPT in two ways: one is the incomplete kinematic constraint input (body relationships can be given instead of feature relationships); the other is that instead of mapping symbolic representation for spatial relationships into a set of algebraic equations, symmetry groups of the mating feature pairs are generated first [50, 67, 63]. This provides greater computational tractability and a more uniform treatment of spatial relationships, plus the ability to treat multiple feature relationships through symmetry group intersections. It also treats finite symmetries which RAPT does not treat.

Both RAPT and ACRONYM [10] used results from group theory in the simplification of their equalities and inequalities. Work described in this thesis is using relevant group theory to avoid going into the process of symbolic equation manipulation altogether.

2.3.2 Feature Inferencing

In his Ph.D. thesis work [31] Henderson studied the extraction of feature information from three dimensional CAD data. The purpose of his work was to extract manufacturing-specific semantic knowledge about the part. The procedure consisted of searching the part description, recognizing cavity features, extracting those features as solid volumes of material to be removed and arranging them in a feature graph.

In [28, 14] Green, Brown and Carney investigate the relationship between shape and fit (in this case, direct insertion). They divide the feature inferencing process into five layers:

- grouping: group features according to different attributes,
- topology: recognize patterns,
- orientation: align surfaces between two objects,
- matching: match feature pairs, and
- confirmation: verify the compatibility of matched feature-pairs, volume, height and attached surface area.
To date, our work is unique in its use of a uniform representation such as the symmetry group as a descriptor for feature characteristics, and in its efficient computational mechanisms for combining features' symmetry groups.

2.3.3 Degree of Freedom Analysis

Possible Motion Analysis

Jakopac describes a method for automatically deducing the kinematics of certain mechanisms from their solid model description, and considers how to find possible motions given a set of joint face pairs [39]. A joint face pair (JFP) is a pair of faces from two separate bodies that overlap and have opposing normals at all points of overlap. Figure 1.2 shows all the lower-pair joints — those having only surface contact between links. Among these only planar, cylindrical and spherical JFPs were considered, and the examples given in his thesis contain only planar and cylindrical pairs. He considered only those kinds of motion that allow contacting faces of bodies to maintain contact at the next instant of time. He noticed that of all the kinds of lower pairs, only planar, cylindrical, spherical and screw pairs can be easily identified since they have only one JFP.

Jakopac's work is interesting in that it permits enhancement of the motion analysis method by introducing the symmetry group representation in mechanical links. This method can be used to analyze how to disassemble a mechanism, i.e. an assembly of rigid bodies with surface contact only.

2.4 General Motion Planning versus Contact Motion Analysis

Roughly speaking, there have been two major approaches to motion planning. Local methods such as artificial potential field methods can be fast but are not guaranteed to find a path (i.e., they are incomplete). Global methods, like the Roadmap Algorithm presented by Canny [13], are guaranteed to find a path but may spend exponential time doing it.

From the point of view of assembly, we are concerned most with motions of bodies that are in contact, instead of avoiding collision entirely. After all, an assembly process is a process of controlled collision. Hopcroft and Wilfong [37] have shown that, for many trajectory planning problems, any path is homotopically equivalent to a path in which the moving object is in contact with one of the obstacles. If
Table 2.1: Continuous Groups and their Degrees of Freedom

<table>
<thead>
<tr>
<th>Dimension (d.o.f.)</th>
<th>Group (constraint)</th>
<th>Associated Lower pair</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>none</td>
</tr>
<tr>
<td>1</td>
<td>$T^1$</td>
<td>Prismatic</td>
</tr>
<tr>
<td>1</td>
<td>$SO_2$</td>
<td>Revolute</td>
</tr>
<tr>
<td>1</td>
<td>$G_{screw}$</td>
<td>Screw</td>
</tr>
<tr>
<td>2</td>
<td>$T^2$</td>
<td>none</td>
</tr>
<tr>
<td>2</td>
<td>$G_{cylinder}$</td>
<td>Cylindrical</td>
</tr>
<tr>
<td>3</td>
<td>$T^3$</td>
<td>none</td>
</tr>
<tr>
<td>3</td>
<td>$G_{plane}$</td>
<td>Planar</td>
</tr>
<tr>
<td>3</td>
<td>$SO_3$</td>
<td>Spherical</td>
</tr>
<tr>
<td>3</td>
<td>$T^2 \times G_{screw}$</td>
<td>none</td>
</tr>
<tr>
<td>4</td>
<td>$T^3 \times SO_2$</td>
<td>none</td>
</tr>
<tr>
<td>6</td>
<td>$E^+$</td>
<td>none</td>
</tr>
</tbody>
</table>

two bodies are in contact then some relationship must hold between body features. This was exploited by Koutsou [41], who made use of the RAPT inference engine to search for paths in contact. In her Ph.D thesis "Planning Motion in Contact to Achieve Parts Mating" [41] she studied how to move a 3-dimensional polyhedral object while maintaining contact with a set of stationary obstacles. She created all path segments characterised as those conjunctions of spatial relationships which restricted the related bodies to have one degree of freedom of motion. Each path segment was terminated by a vertex obtained by conjoining an additional relationship. The ROBMOD modeller [12] was used to determine which vertices were legal, and hence which path segments were legal. Extended legal paths were then made up of concatenated legal path segments.

This approach does in fact find a number of different paths in the same homotopy class. However, as formulated by Koutsou, it is also incomplete and of high complexity in the number of body features. Without an optimization stage, paths are found that are more suitable for fine motion planning than gross motion planning, where it is often desirable to preserve a certain distance from obstacles.

Laugier has studied fine motion planning in terms of the geometry of contact surfaces between bodies [43]. His work is interesting because it introduces a computational representation for directions of motions, and a fast analysis of the effects of a motion on the spatial relationships of bodies in contact. This is very useful when combined with our symmetry group representation for features. Contacting faces of
one body with the rest of the assembly form a compound feature which can be used to predict the next possible motions during disassembly analysis.

2.5 Applying Group theory in Robotics

While kinematic and geometric problems are common in robotics, very few papers can be found in the literature that use group theory as an analytical tool.

2.5.1 Group Theory and Mechanisms

Hervé has introduced a rational classification of mechanisms by applying the theory of continuous groups. Since each lower-pair allows a set of relative motions of the two coupled bodies, these motions can be regarded as subgroups of $\mathcal{E}^+$. The number of independent variables required to define the relative position of two coupled links is referred to as their degree of freedom. The concept of degree of freedom of a kinematic pair can be extended to a subgroup of $\mathcal{E}^+$ in 3-space, the corresponding concept being that of dimension. Table 2.1 is adapted from [33]; for the definition of each group see Table 3.1 This table shows the degrees of freedom (dimension) for some of the continuous subgroups of $\mathcal{E}^+$, and the associated lower-pairs if any.

Hervé represented the intersection and composition of constraints in terms of groups. If there are two relations $R_1, R_2$ between body$_1$ and body$_2$ then the conjoined relation of body$_1$, body$_2$ is $R_1 \cap R_2$. When relations are composed one has the following relationship between the dimensions:

$$\text{dim}(R(i, k)) = \text{dim}(R(i, j)) + \text{dim}(R(j, k)) - \text{dim}(R(i, j) \cap R(j, k))$$  \hspace{1cm} (2.1)

where $i, j, k$ refer to three distinct bodies. Equation (2.1) shows the usefulness of subgroup intersections. A look-up table was given in [33] that contains only intersections of the continuous subgroups of $\mathcal{E}^+$ under different cases.

2.5.2 Group Theory and Robotics

In [63] Popplestone relates robotics and group theory by pointing out:

- The symmetry group of a feature is a useful descriptor, perhaps even more important than the symmetry group of a body.

- Features can be considered as infinite surfaces.
• Not only continuous groups (as previously used in describing kinematic joints) but also finite and discrete groups should be handled.

• The family of groups $G$ that can be written as $H_r H_t$, where $H_r$ is a rotation subgroup and $H_t$ is a translation subgroup is of importance in robotics. This initiated our current formulation of TR groups.

• Spatial relations can be described in terms of cosets and the intersections of them, the result can be either a coset or null.

• The advantage of this formulation is to avoid combinatorics from multiple relationships.

Our work extends many of these ideas. In particular, we have advanced the representation of a well-defined family of subgroups of $E^+$, namely the TR groups, to make efficient group intersection possible.

Thomas and Torras [81] used ideas from [1, 33, 63, 65] to find configurations of a set of rigid bodies from a given set of d.o.f. constraints on the bodies. A constraint between two bodies is the chain product of a symbolic $4 \times 4$ matrix which is pre- or post-multiplied by constant displacements, i.e. a two sided coset. Therefore the problem of finding values for the variables (d.o.f.) associated with constraints can be reduced to the problem of obtaining the cycles appearing in a directed graph whose nodes are bodies and whose arcs are constraints, and solving their corresponding matrix equations. Thomas and Torras tabulate the outcomes of intersection and multiplication of certain continuous subgroups of $E^+$ (based on tables from Hervé [33]). In their algorithm, the tables are used to simplify certain algebraic equations. In that sense it is simpler than using a large number of rewriting rules [1].

This work is a welcome effort in combining the group theoretic formulation of continuous groups developed by Hervé with the RAPT formation of constraints and equation solving approach. As in RAPT, they still need to use symbolic manipulations, which can be very slow. They also do not treat discrete or finite symmetry groups.

### 2.5.3 Computational Treatment of Groups

Due to the fact that symbolic algebra is typically a costly computation, Popplestone, Weiss and Liu [68] proposed a new approach to deal with group intersections. An

---

2The first two assembly examples using continuous symmetry groups in Section 5.4 are adopted from their papers.
Table 2.2: Characteristic Invariants of Important Subgroups of $\mathcal{E}^+$

<table>
<thead>
<tr>
<th>Group</th>
<th>Characteristic</th>
<th>Invariants</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>Rotational($G/T^3$)</td>
<td>Translational</td>
</tr>
<tr>
<td>1</td>
<td>Vectors $r_1 r_2$</td>
<td>Point</td>
</tr>
<tr>
<td>$T^1$</td>
<td>Vectors $r_1 r_2$</td>
<td>Line $l_1 \parallel r_1$</td>
</tr>
<tr>
<td>$T^2$</td>
<td>Vectors $r_1 r_2$</td>
<td>Plane with normal $r_1$</td>
</tr>
<tr>
<td>$T^3$</td>
<td>Vectors $r_1 r_2$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>$SO(2)$</td>
<td>Vector $r_1$</td>
<td>Point</td>
</tr>
<tr>
<td>$\text{cylGr}$</td>
<td>Vector $r_1$</td>
<td>Line $l_1 \parallel r_1$</td>
</tr>
<tr>
<td>$G_{\text{plane}}$</td>
<td>Vector $r_1$</td>
<td>Plane with normal $r_1$</td>
</tr>
</tbody>
</table>

An invariant $S$ of a group $G$ is defined to be a subset of $\mathbb{R}^3$ such that for all $g \in G, g(S) = S$. An invariant so defined is not unique for a group $G$, however. As stated in [68], we can use a unique set of characteristic invariants as a way of characterising some important subgroups of the Euclidean Group. This makes it possible to start with two symmetry groups, compute their characteristic invariants, combine these invariants, and then recover the intersection of the original groups from the combined invariants. The set of groups treated in [68] and their invariants are listed in Table 2.2.

Because the choice of characteristic invariants had a certain arbitrariness, it led to difficulties in extending that work beyond a limited class of groups. In Chapter 4 of this dissertation, I redefine characteristic invariants, to give us the power of characterizing an important family of subgroups of $\mathcal{E}^+$, i.e. those groups that can be written as the product of a translation subgroup $T$ and a rotation subgroup $R$, as suggested in [63]. Naturally, this family of subgroups is called the TR subgroup of $\mathcal{E}^+$. There are an infinite number of TR groups including continuous as well as discrete groups, infinite as well as finite ones. A proper subset of TR groups called tractable groups excluding the discrete translation subgroups is treated in [88]. Our approach maintains the spirit algebraic problem solving, while using a geometric methodology that provides a set of relatively intuitive proofs for the justification of characteristic invariants and the closure property of TR groups (Chapter 4, [46]), as well as a computationally efficient algorithm for TR group intersections.
Chapter 3
Features, Symmetries and Symmetry Groups

Tyger, Tyger burning bright,
In the forests of the night:
What immortal hand or eye,
Dare frame thy fearful symmetry?

William Blake

In this chapter we shall examine the relationships between shapes and their symmetry groups. We shall start with some definitions for abstract groups, then restrict our focus to the proper Euclidean group through the rest of the chapter. See Appendix B for a review of some basic topology definitions used in this chapter.

3.1 Abstract Groups and the Proper Euclidean Group

Definition 3.1
A group $G$ is a set of elements under an associative binary operation $\otimes$ satisfying

- $G$ is closed under $\otimes$; that is for all $g_1, g_2 \in G$, $g_1 \otimes g_2 \in G$;
- $G$ has an identity element $1_G$, for all $g \in G$, $1_G \otimes g = g = g \otimes 1_G$;
- Each member $g$ of $G$ has an inverse $g^{-1} \in G$ obeying $g \otimes g^{-1} = g^{-1} \otimes g = 1_G$.

Henceforward we shall omit $\otimes$, e.g. $g_1 g_2 = g_1 \otimes g_2$.

Definition 3.2 A subgroup $H$ of $G$ is a subset of $G$ that is itself a group.

Definition 3.3 The two subgroups $H_1, H_2 \subseteq G$ are said to be conjugate if $H_2 = aH_1a^{-1}$ for some $a \in G$. 
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Definition 3.4 If \( H \) is a subgroup of \( G \), the conjugation class of subgroup \( H \) consists all the subgroups \( H' \subset G \) such that there exists \( g \in G, H = gH'g^{-1} \).

Definition 3.5 For any element \( g \) in \( G \), \( gH = \{gh|h \in H\} \) is a left coset and similarly, \( Hg \) is a right coset of \( H \) in \( G \). Accordingly if \( g_1, g_2 \in G \) then \( g_1Hg_2 \) is called a two-sided coset of \( H \) in \( G \).

Note, a coset is not in general a group.

Let \( \mathbb{R}^3 \) be three-dimensional real Euclidean space, \( x = (x_1, x_2, x_3), y = (y_1, y_2, y_3) \in \mathbb{R}^3 \).

Definition 3.6 The bilinear form

\[
< x, y > = \sum_{i=1}^{3} x_iy_i, \quad x, y \in \mathbb{R}^3
\]

defines an inner product on this space.

Definition 3.7 The inner product defines a norm for any point of \( \mathbb{R}^3 \)

\[
||x|| = < x, x >^{1/2}
\]

often called the Euclidean length of \( x \in \mathbb{R}^3 \), and a metric, \( \text{dist} \) for any pair of points of \( \mathbb{R}^3 \)

\[
\text{dist}(x, y) = ||x - y|| = < x, y >^{1/2}.
\]

Definition 3.8 A map \( g : \mathbb{R}^3 \to \mathbb{R}^3 \) is an isometry if and only if \( \forall x, y \in \mathbb{R}^3 \)

\[
||g(x) - g(y)|| = ||x - y||.
\]

In other words, an isometry is a distance preserving mapping or rigid transformation.

Definition 3.9 The set of all the isometries of \( \mathbb{R}^3 \) forms a group with the composition of isometries as group product, this group is called the Euclidean group.

Elements of \( E \) are rotations, translations, reflections and combinations of these.

Definition 3.10 If we restrict the set of isometries to those isometries which preserve handedness, thus excluding reflections, then the remaining set still has a group structure and is called the Proper Euclidean group, denoted by \( E^+ \).

Any theory of robotic assembly must consider how proper rigid motions imposed by robots act on 3D bodies to realize certain spatial relationships. Thus the proper Euclidean group \( E^+ \) and its subgroups are of great relevance.
3.2 Primitive Features and Their Symmetry Groups

In this section we give a formal definition for features. After defining the symmetries of a feature, we shall immediately show that they form a group, called the symmetry group of the feature. This provides us with the basic justification for the use of group theory in assembly planning.

**Definition 3.11** A primitive feature $F$ is a connected, irreducible and non-trivial algebraic surface of $\mathbb{R}^3$.

In this section we treat primitive features as subsets in $\mathbb{R}^3$. We shall discuss oriented features in Section 3.5. In practice we use a repertoire of primitive features provided by the geometric solid modeller PADL2 [11] in its data-structures for the boundary model of a solid. Examples include the infinite plane, infinite cylinder, cone, sphere and torus. A primitive feature may contain one or more bounded faces of a solid.

For a set of points $S$ in the Euclidean space we define its symmetries as:

**Definition 3.12** An isometry $g \in \mathcal{E}^+$ is a proper symmetry of a set $S$ if and only if $g(S) = S$.

**Proposition 3.13** The proper symmetries of a set $S \subseteq \mathbb{R}^3$ form a subgroup of $\mathcal{E}^+$.

**Proof**: Let $G$ denote the set of the symmetries of $S \subseteq \mathbb{R}^3$. Obviously, $1(S) = S$, so $1 \in G$. If $g \in G$ then $g(S) = S$, multiplying by $g^{-1}$ we have $g^{-1}g(S) = g^{-1}(S)$ therefore $g^{-1}g(S) = S$ and so $g^{-1} \in G$. Finally, if $g_1, g_2 \in G$ then $(g_1g_2)(S) = g_1(g_2(S)) = g_1(S) = S$ therefore $g_1g_2 \in G$. By the definition of a subgroup (Definition 3.1) $G$ is a subgroup of $\mathcal{E}^+$. \hfill $\square$

**Definition 3.14** When $S$ is a feature, the above group $G$ associated with $S$ is called the symmetry group of the feature $S$.

**Definition 3.15** Two primitive features $F_1, F_2$ are said to be

- distinct if for all the open subsets\(^1\) $S'_1 \subset F_1, S'_2 \subset F_2$, no $g \in \mathcal{E}^+$ exists such that $g(S'_1) \subset F_2$ or $g(S'_2) \subset F_1$. See Figure 3.1 for an example of two distinct features.

---

\(^1\)They are open with respect to the induced topology from $\mathbb{R}^3$
Figure 3.1: A pair of distinct features $F_1, F_2$

- **1-congruent (weakly-congruent)** if there exists at least one $g \in \mathcal{E}^+$ such that $g(F_1) = F_2$, but for all such $g$, $g(F_2) \neq F_1$ simultaneously. For an example see Figure 3.2

- **2-congruent (strongly-congruent)** via $g_c$ if there exists $g_c \in \mathcal{E}^+$ such that $g_c(F_1) = F_2$ and $g_c(F_2) = F_1$. For an example see Figure 3.3.

The following proposition shows how features and their symmetry groups are related.

**Proposition 3.16** If $G$ is the symmetry group of $S$ then for any rigid transformation $a$ in $\mathcal{E}^+$, $aga^{-1}$ is the symmetry group of $a(S)$

**Proof:**

Let $H = aGa^{-1}$ and let $H_a$ be the symmetry group of $a(S) \subset \mathbb{R}^3$. If $h \in H$ then there exists a $g \in G$ such that $h = a ga^{-1}$, and moreover $g(S) = S$. Then $h(a(S)) = a(ga^{-1}(a(S))) = ag(S) = a(S)$. Thus $h$ is a symmetry of $a(S)$, and so $h \in H_a$. Thus we can conclude $H \subseteq H_a$.

Conversely, if $h_a \in H_a$ then $h_a(a(S)) = a(S)$ and so $a^{-1}h_a a(S) = S$, i.e. it is a symmetry of $S$. Thus $a^{-1}h_a a = g \in G$ and $h_a = a g a^{-1} \in H$ therefore $H_a \subseteq H$.

Thus we conclude $H = H_a$. □
Figure 3.2: Two directed plane features $F_1, F_2$ which are weakly congruent to each other.

Figure 3.3: Two cylindrical features $F_1, F_2$ which are strongly congruent to each other.
Table 3.1: Some important subgroups of $E^+$

<table>
<thead>
<tr>
<th>Canonical Groups</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_{id}$</td>
<td>${1}$</td>
</tr>
<tr>
<td>$T^1$</td>
<td>$gp{\text{trans}(0,0,z)</td>
</tr>
<tr>
<td>$T^2$</td>
<td>$gp{\text{trans}(x,y,0)</td>
</tr>
<tr>
<td>$T^3$</td>
<td>$gp{\text{trans}(x,y,z)</td>
</tr>
<tr>
<td>$SO(3)$</td>
<td>$gp{\text{rot}(i,\theta)\text{rot}(j,\sigma)\text{rot}(k,\phi)</td>
</tr>
<tr>
<td>$SO(2)$</td>
<td>$gp{\text{rot}(k,\theta)</td>
</tr>
<tr>
<td>$O(2)$</td>
<td>$gp{\text{rot}(k,\theta)\text{rot}(i,n\pi)</td>
</tr>
<tr>
<td>$G_{cyl}$</td>
<td>$gp{\text{trans}(0,0,z)\text{rot}(k,\theta)\text{rot}(i,n\pi)</td>
</tr>
<tr>
<td>$G_{dir-cyl}$</td>
<td>$gp{\text{trans}(0,0,z)\text{rot}(k,\theta)</td>
</tr>
<tr>
<td>$G_{plane}$</td>
<td>$gp{\text{trans}(x,y,0)\text{rot}(k,\theta)</td>
</tr>
<tr>
<td>$G_{screw}(p)$</td>
<td>$gp{\text{trans}(0,0,z)\text{rot}(k,2\pi/p)</td>
</tr>
<tr>
<td>$G_{Ti, C_2}$</td>
<td>$gp{\text{trans}(0,0,z)\text{rot}(i,n\pi)</td>
</tr>
<tr>
<td>$D_{2n}$</td>
<td>$gp{\text{rot}(k,2\pi/n)\text{rot}(i,m\pi)</td>
</tr>
<tr>
<td>$C_n$</td>
<td>$gp{\text{rot}(k,2\pi/n)</td>
</tr>
<tr>
<td>$E^+$</td>
<td>$gp{\text{trans}(x,y,z)\text{rot}(i,\theta)\text{rot}(j,\sigma)\text{rot}(k,\phi)</td>
</tr>
</tbody>
</table>

By Proposition 3.16, when a feature is relocated by a transformation $a$, the symmetry group of the relocated feature will be the conjugation by $a$ of the symmetry group of the original feature. This suggests that a conjugation class of a subgroup can be represented in a compact way, that is to represent any feature symmetry group by making it a conjugate of a canonical symmetry group. There is one canonical symmetry group in each conjugation class of a symmetry group in $E^+$. These canonical groups are chosen in a systematic way — if they have a single axis of rotation it is chosen to be the $E$-axis, if they leave a single point of 3-space fixed, that point is chosen to be the origin. A list of some important canonical subgroups of $E^+$ with their definitions is given in Table 3.1. Figure 3.4 shows subgroup relationships between some important subgroups of $E^+$. The arrow $G_1 \rightarrow G_2$ in Figure 3.4 means that $G_2$ is a subgroup of $G_1$. Table 3.2 gives some of the correspondences between subsets of $\mathbb{R}^3$ and their canonical symmetry groups.
Figure 3.4: Relationships among some important subgroups of $E^+$

Table 3.2: Correspondence between shapes and their symmetry groups

<table>
<thead>
<tr>
<th>Subset $S \subset \mathbb{R}^3$</th>
<th>Surface name</th>
<th>Symmetry group</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>half plane</td>
<td>$G_{plane}$</td>
</tr>
<tr>
<td>Cyl$(r)$</td>
<td>cylinder</td>
<td>$G_{cyl}$</td>
</tr>
<tr>
<td>Sph$(r)$</td>
<td>sphere</td>
<td>$SO(3)$</td>
</tr>
<tr>
<td>Screw$(p, r)$</td>
<td>screw</td>
<td>$G_{screw}$</td>
</tr>
<tr>
<td>Gear$(p_r, p_a, n)$</td>
<td>gear</td>
<td>$D_{2n}$</td>
</tr>
<tr>
<td>Cone$(\theta)$</td>
<td>cone</td>
<td>$SO(2)$</td>
</tr>
</tbody>
</table>
3.3 Compound Features and Their Symmetry Groups

Now let us formally define a compound feature.

**Definition 3.17** A compound feature $F$ is a set union of $n$ primitive features $F_1, \ldots, F_n$, i.e. $F = F_1 \cup \ldots \cup F_n$, $n > 1$.

In the next few propositions we shall explore how the symmetry group of a compound feature is related to the symmetry groups of its component primitive features.

**Proposition 3.18** Let $F_1, \ldots, F_n$ be pairwise distinct primitive features with symmetry groups $G_1, \ldots, G_n$ respectively and $F = F_1 \cup \ldots \cup F_n$ be a compound feature with symmetry group $G$. Then $G = G_1 \cap \ldots \cap G_n$.

**Proof:**

Let $g \in G$, then $g(F) = F$. Thus $g(F_1 \cup \ldots \cup F_n) = g(F_1) \cup \ldots \cup g(F_n) = F_1 \cup \ldots \cup F_n$. Then $g(F_i) \subseteq F_1 \cup \ldots \cup F_n$. Suppose $g(F_i) \not\subseteq F_i$. Then there exists a point $y \in g(F_i)$ and for some $j \neq i$, $y \in F_j - F_i$.

Now let $\epsilon$ be the distance between $y$ and $F_i$. Since $F_i$ is closed, $\epsilon > 0$. Since $y \in g(F_i)$, there must exist $x \in F_i$ such that $y = g(x)$ (Figure 3.5).

Let $O_x \subset F_i$ be a neighborhood of $x$ with radius equal to $\epsilon$. There must exist a point $z_1 \in O_x$ and $z_1 \notin F_q$ for some $q \neq i$, since if no such point $z_1$ exists then $F_i$ and $F_q$ share the open set $O_x$ and thus are not distinct. Now take a neighborhood $O_{z_1}$ of $z_1$ and repeat the same argument. Since there are a finite number of features, $F_1, \ldots, F_n$, we shall eventually find a point $z_0$ and its neighborhood $O$ contained only in $F_i$, i.e. $O \subset O_x \subset F_i$ and $O \not\subseteq F_j$ for $j \neq i$ (Figure 3.5).

Since $g$ is an isometry (a distance preserving map), every point of $O$ must be mapped by $g$ to another point within distance $\epsilon$ of the point $g(x) = y \in F_j$; but the point is not necessarily mapped to $F_j$. Clearly, $g(O) \cap F_i = \emptyset$. Suppose a point $p \in O$ has a neighborhood in $O$ with radius $\epsilon_0$. Then $p$ is mapped by $g$ to some feature $F_k, k \neq i$, i.e. $g(p) \in F_k$. Then $g(p)$ is contained in a neighborhood $O_k$ of $F_k$, let the radius of $O_k$ be less than $\epsilon_0/2$. Since $g$ is an isometry, every point of $O_k$ must be mapped by $g^{-1}$ to a point within distance $\epsilon_0/2$ of point $p$ thus it has to be contained in $O \subset F_i$. Hence $g^{-1}(O_k) \subset F_i$. So $F_i$ and $F_k$ are not distinct, a contradiction.
Figure 3.5: Distinct features and relations among their open sets
Therefore \( g(F_i) \subseteq F_i \). Since \( g \) is a bijection, \( g(F_i) = F_i \Rightarrow g \in G_i \) for \( i = 1, \ldots, n \). Thus \( g \in G_1 \cap \ldots \cap G_n \Rightarrow G \subseteq G_1 \cap \ldots \cap G_n \).

For all \( g \in G_1 \cap \ldots \cap G_n \), \( g(F) = g(F_1 \cup \ldots \cup F_n) = g(F_1) \cup \ldots \cup g(F_n) = F_1 \cup \ldots \cup F_n = F \Rightarrow g \in G \Rightarrow G_1 \cap \ldots \cap G_n \subseteq G \).

Therefore \( G = G_1 \cap \ldots \cap G_n \). \[ \square \]

**Lemma 3.19** Let a compound feature \( F = F_1 \cup F_2 \) have symmetry group \( G \), where \( F_1, F_2 \) are primitive features with symmetry groups \( G_1, G_2 \) respectively, and \( F_1, F_2 \) are separated and 1-congruent. Then for all \( g \in G, g(F_1) = F_1 \) and \( g(F_2) = F_2 \).

**Proof:**

For all \( g \in G, g(F) = F \), i.e. \( g(F_1 \cup F_2) = g(F_1) \cup g(F_2) = F_1 \cup F_2 \). \( g(F_1) \) is a connected subset of \( F_1 \cup F_2 \) (Theorem B.2). By Theorem B.3 (see Appendix B), \( g(F_1) \subseteq F_1 \) or \( g(F_1) \subseteq F_2 \). Because \( F_2 \) is connected \( g(F_1) \subseteq F_1 \Rightarrow g(F_1) = F_1 \) and \( g(F_1) \subseteq F_2 \Rightarrow g(F_1) = F_2 \). However if \( g(F_1) = F_2 \) then \( g(F_2) = F_1 \). That is to say that \( F_1, F_2 \) are 2-congruent by definition, a contradiction. Therefore \( g(F_1) = F_1 \) and \( g(F_2) = F_2 \). \[ \square \]

**Proposition 3.20** Let a compound feature \( F = F_1 \cup F_2 \) have symmetry group \( G \), where \( F_1, F_2 \) are primitive features with symmetry groups \( G_1, G_2 \) respectively, and \( F_1, F_2 \) are separated and 1-congruent. Then \( G = G_1 \cap G_2 \).

**Proof:**

By Lemma 3.19, for all \( g \in G, g(F_1) = F_1, g(F_2) = F_2 \). Then \( g \in G_1 \cap G_2 \). So we have \( G \subseteq G_1 \cap G_2 \). For all \( g \in G_1 \cap G_2, g(F) = g(F_1 \cup F_2) = g(F_1) \cup g(F_2) = F_1 \cup F_2 = F \). Therefore \( g \in G \Rightarrow G_1 \cap G_2 \subseteq G \). We conclude \( G = G_1 \cap G_2 \). \[ \square \]

**Lemma 3.21** Let a compound feature \( F = F_1 \cup F_2 \) have symmetry group \( G \), where \( F_1, F_2 \) are primitive features with symmetry groups \( G_1, G_2 \) respectively, and \( F_1, F_2 \) are separated and 2-congruent by \( g \in \mathcal{E}^+ \). Then for all \( g \in G, either g(F_1) = F_1 \) and \( g(F_2) = F_2 \) or \( g(F_1) = F_2 \) and \( g(F_2) = F_1 \).

**Proof:**

For all \( g \in G, g(F) = F \), i.e. \( g(F_1 \cup F_2) = g(F_1) \cup g(F_2) = F_1 \cup F_2 \). By Theorem B.3 (Appendix B), \( g(F_1) \subseteq F_1 \) or \( g(F_1) \subseteq F_2 \). Because of the connectivity of \( F_1 \) and \( F_2 \), if \( g(F_1) \subseteq F_1 \) then \( g(F_1) = F_1 \) and \( g(F_2) = F_2 \); if \( g(F_1) \subseteq F_2 \) then \( g(F_1) = F_2 \) and \( g(F_2) = F_1 \). \[ \square \]
Proposition 3.22 Let a compound feature \( F = F_1 \cup F_2 \) have symmetry group \( G \), where \( F_1, F_2 \) are primitive features with symmetry groups \( G_1, G_2 \) respectively, and \( F_1, F_2 \) are separated and \( 2 \)-congruent by \( g_c \in \mathcal{E}^+ \) i.e. \( g_c(F_1) = F_2 \) and \( g_c(F_2) = F_1 \). Then \( G = \langle g_c \rangle (G_1 \cap G_2) \) where \( \langle g_c \rangle \) denotes the smallest subgroup of \( \mathcal{E}^+ \) generated from \( g_c \).

Proof:

If \( g \in G \) then by Lemma 3.21 either \( g(F_1) = F_1 \) and \( g(F_2) = F_2 \) then \( g \in G_1 \) and \( g \in G_2 \Rightarrow g \in G_1 \cap G_2 \); or \( g(F_1) = F_2 \) and \( g(F_2) = F_1 \) then \( g \) can be written as \( g = g_c g_c^{-1} g \). Let \( g_0 = g_c^{-1} g \) then \( g(F_1) = g_c g_0(F_1) = F_2 \Rightarrow g_0(F_1) = g_c^{-1}(F_2) = F_1 \) therefore \( g_0 \in G_1 \) and similarly, \( g_0 \in G_2 \). Thus \( g_0 \in G_1 \cap G_2 \). Then \( g = g_c g_0 \in \langle g_c \rangle (G_1 \cap G_2) \).

If \( g \in \langle g_c \rangle (G_1 \cap G_2) \) then \( g = g' g_{12} \) where \( g' \in \langle g_c \rangle \) and \( g_{12} \in G_1 \cap G_2 \). Then \( g(F) = g(F_1 \cup F_2) = g(F_1) \cup g(F_2) = g' g_{12}(F_1) \cup g' g_{12}(F_2) = g'(F_1) \cup g'(F_2) \). Since \( \langle g_c \rangle \) is generated from \( g_c \), for all the members \( g' \) in \( \langle g_c \rangle \) either \( g'(F_1) \cup g'(F_2) = F_1 \cup F_2 = F \) or \( g'(F_1) \cup g'(F_2) = F_2 \cup F_1 = F \). In either case \( g \in G \Rightarrow g \in \langle g_c \rangle (G_1 \cap G_2) \). Thus we conclude \( G = \langle g_c \rangle (G_1 \cap G_2) \).

This proposition can be extended to \( n \)-congruence, i.e. to calculate the symmetry group for \( n \) features of a body that permute among themselves. When features of one body are strongly congruent with each other, more symmetries are generated than exist before the features are considered collectively.

3.4 Symmetry Groups at Areas of Contact

An assembly is a collection of bodies which are connected by their features. When two bodies are connected, they do not make contact over their whole surface, rather certain features of each body are in contact. Therefore, although the symmetries of a body affect the final assembly configurations, the symmetries of the features in contact play a much more crucial role.

Let \( B_1 \) and \( B_2 \) be two bodies, with primitive features \( F_1 \) and \( F_2 \) which are in contact and have symmetry groups \( \text{sym}(F_1), \text{sym}(F_2) \) respectively. Suppose \( l_1, l_2 \) specify the locations of bodies \( B_1, B_2 \) in the world coordinate system and \( f_1 \) and \( f_2 \) specify the locations of features \( F_1, F_2 \) in their respective body coordinates. Consider what we can infer about the relative location of two bodies that have two features in contact. There are three possible kinds of contacts between \( B_1 \) and \( B_2 \), they are point contact, line contact and surface or areal contact. Regardless of what kind
of contacts occur between $F_1$ and $F_2$, by the definition of symmetry groups, it is clear that if we move $B_1$ or $B_2$ by a member of $\text{sym}(F_1)$ or $\text{sym}(F_2)$ respectively, the relationship between the features is preserved. A spatial relation between two bodies in contact is a binary relation $\tau \subset \mathcal{E}^+ \times \mathcal{E}^+$, where each pair $(l_1, l_2) \in \tau$ specifies one pair of possible positions for $B_1$ and $B_2$. In particular, when the two bodies have an areal contact via $F_1, F_2$, i.e. a fitting relationship, the contacting features coincide and thus their symmetry groups are identical. The spatial relationship then can be expressed as:

$$\tau = \{(l_1, l_2) | l_1^{-1}l_2 \in f_1Gf_2\} \quad (3.1)$$

where $G = \text{sym}(F_1) = \text{sym}(F_2)$

The relative location of body $B_1$ with respect to body $B_2$ can be expressed as:

$$l_1^{-1}l_2 \in f_1Gf_2^{-1} \quad (3.2)$$

We can summarize this by saying that if a primitive feature of one body fits a primitive feature of another body then the relative location of the two bodies is a two-sided coset of the common symmetry group of the features. This coset is an infinite set when the symmetry group is of infinite order.

Two bodies in an assembly are typically related to each other through multiple primitive features. If the above two bodies are related by fitting two pairs of features, i.e. $F_{11}$ fits $F_{21}$ and $F_{12}$ fits $F_{22}$ with feature locations in their body coordinate systems $f_{11}, f_{21}, f_{12}, f_{22}$ correspondingly, then the relative location of body $B_1$ to body $B_2$ should be constrained by both relations expressed in the form (3.2) simultaneously. That is:

$$l_1^{-1}l_2 \in f_{11}G_1f_{21}^{-1} \cap f_{12}G_2f_{22}^{-1} \quad (3.3)$$

i.e. a member of the intersection of two two-sided cosets, where $G_1 = \text{sym}(F_{11}), G_2 = \text{sym}(F_{12})$.

Since each two-sided coset can be rewritten as a one-sided coset as follows

$$g_1Hg_2 = g_1Hg_1^{-1}(g_1g_2) \quad (3.4)$$

where $H \subset G, g_1, g_2 \in G$, we can modify (3.3) into the format of the intersection of two one-sided cosets:

$$l_1^{-1}l_2 \in (f_{11}G_1f_{11}^{-1})f_{11}f_{21}^{-1} \cap (f_{12}G_2f_{12}^{-1})f_{12}f_{22}^{-1} = (G_1 \cap G_2')f'' \quad (3.5)$$
where \(G'_1 = f_{11}G_1f_{11}^{-1}, G'_2 = f_{12}G_2f_{12}^{-1}, f' = f_{12}f_{22}^{-1}f_{21}f_{11}^{-1}, f'' = f_{11}f_{21}^{-1}\). Further from proposition 2 of [63]:

If \(H_1\) and \(H_2\) are subgroups of \(G\) and \(g \in G\), then \(H_1 \cap H_2 g\) is either null or is a coset of \(H_1 \cap H_2\).

we have

\[ l_1^{-1}l_2 \in (G'_1 \cap G'_2)g \]  

(3.6)

where \(g \in (G'_1 \cap G'_2)f''\).

When the intersection is null, it implies that the specified spatial relationship is impossible, i.e., no positions for \(l_1, l_2\) can realize the required contacts. When the intersection is not null, the relative position can be obtained by calculating a group intersection and choosing a particular element \(g\).

When the spatial relationship is realizable, the two primitive features of \(B_1\) can be viewed as one compound feature \(F_1 = F_{11} \cup F_{12}\) fitting with another compound feature \(F_2 = F_{21} \cup F_{22}\) of \(B_2\). The common symmetry group of these two compound features can be obtained from \(sym(F_{11}), sym(F_{12})\) or \(sym(F_{21}), sym(F_{22})\). Following (3.2) we have:

\[ l_1^{-1}l_2 \in f_1sym(F_1)f_2 \]  

(3.7)

where \(f_1, f_2\) are the locations of the compound features \(F_1, F_2\) with respect to their body coordinate systems. When the primitive features are distinct from each other, by Proposition 3.18,

\[ l_1^{-1}l_2 \in f_1(sym(F_{11}) \cap sym(F_{12}))f_2. \]  

(3.8)

In the case where \(sym(F_{11}) \cap sym(F_{12})\) is the identity group, \(\{1\}\), we have

\[ l_1^{-1}l_2 = f_1f_2^{-1}, \]  

(3.9)

and the relative position of \(B_1\) to \(B_2\) is uniquely determined. Interestingly, the most asymmetrical case appears in the simplest form under this formulation.

Fitting relationships are quite common in assembly and are of primary concern in this thesis. Table 3.3 exhibits all the kinematic joints that are formed by fitting (lower pairs as shown in Figure 1.2) and the associated symmetry groups of the contacting features.

3.5 Discussions on Oriented Features

Whether a feature has orientations or not, or which orientation it has, does not make a difference in regards to the symmetries of the feature. For example, a
Table 3.3: Continuous Group and Degree of Freedom

<table>
<thead>
<tr>
<th>Dimension (d.o.f.)</th>
<th>Symmetry Group (constraint)</th>
<th>Associated Lower pair</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$T^1$</td>
<td>Prismatic</td>
</tr>
<tr>
<td>1</td>
<td>$SO_2$</td>
<td>Revolute</td>
</tr>
<tr>
<td>1</td>
<td>$G_{screw}$</td>
<td>Screw</td>
</tr>
<tr>
<td>2</td>
<td>$G_{cylinder}$</td>
<td>Cylindrical</td>
</tr>
<tr>
<td>3</td>
<td>$G_{plane}$</td>
<td>Planar</td>
</tr>
<tr>
<td>3</td>
<td>$SO_3$</td>
<td>Spherical</td>
</tr>
</tbody>
</table>

spherical surface treated as a set, or with orientation vectors pointing inward, has the same symmetries as the spherical surface with orientation vectors pointing outward. This is why the treatment of primitive features as sets is sufficient as far as their symmetries are concerned. The only exception is the plane surface: when it is treated as a set there are flipping symmetries which do not exist for oriented planes. In order to characterise and distinguish features precisely, it is useful to characterize the orientation of a feature explicitly. Let $S^2$ be the unit sphere at the origin, each point of which corresponds to a unit vector in $\mathbb{R}^3$. Thus Definition 3.11 for primitive features can be extended as follows:

**Definition 3.23** An oriented primitive feature $F = (S, \rho)$ is an oriented surface where

1) $S \subset \mathbb{R}^3$ is a connected, irreducible and non-trivial algebraic surface in Euclidean space

2) $\rho \subset S \times S^2$ is a relation such that for all $s \in S$, $(s, v) \in \rho$ where $v$ is one of the normal vectors of surface $S$ at point $s$.

Intuitively speaking, a feature is composed of both "skin", $S$, and "hair", the set of normal vectors which correspond to the points on $S^2$.

We now define how an isometry acts on the relation $\rho$:

**Definition 3.24** Any isometry $g = tr$ of $\mathbb{E}^+$, $t \in T^3$, $r \in SO(3)$ acts on $\rho$ in such a way that

$$(gs, rv) \in g \star \rho \iff (s, v) \in \rho$$

where $s \in S$, $v \in S^2$. 
Next we prove the associativity of isometries when they act on the relation $\rho$.

**Lemma 3.25** For all $g_1, g_2 \in \mathcal{E}^+,(g_1g_2) \ast \rho = g_1 \ast (g_2 \ast \rho)$

**Proof:**

Let $g_1 = t_1r_2, g_2 = t_2r_2$ where $t_1, t_2 \in T^3, r_1, r_2 \in SO(3)$ (For a justification see Section 4.1). Since $g_1g_2 = t_1r_1t_2r_2 = t_1t' r_1 r_2 \rho$ ($T^3$ is a normal subgroup of $\mathcal{E}^+$), for all $(s, v) \in \rho, (g_1g_2s, r_1r_2v) \in (g_1g_2) \ast \rho$. On the other hand, for all $(s, v) \in \rho, (g_2s, r_2v) \in g_2 \ast \rho$ and $(g_1g_2s, r_1r_2v) \in g_1 \ast (g_2 \ast \rho)$. Therefore, $(g_1g_2) \ast \rho = g_1 \ast (g_2 \ast \rho)$.

For a feature defined in Definition 3.23, its symmetries are different from the symmetries of a set:

**Definition 3.26** An isometry $g$ is a symmetry of a feature $F = (S, \rho)$ if and only if $g(S) = S$ and $g \ast \rho = \rho$.

There is, therefore, an extra demand on the symmetries for an oriented feature, namely, these isometries not only keep the feature setwise invariant but also preserve its orientations. Since orientations are points on $S^2$, such symmetries keep two sets of points setwise invariant simultaneously.

**Proposition 3.27** The symmetries of a feature $F$ form a group, called the symmetry group of feature $F$.

**Proof:**

Let $G$ denote the set of the symmetries of $F$. Since it has shown in Proposition 3.13 that the proposition is true for set $S$, here we only state about $\rho$.

Obviously, $1 \ast \rho = \rho$, so $1 \in G$. If $g \in G$ then $(g \ast \rho) = \rho$. Multiplying by $g^{-1}$ we have $g^{-1}(g \ast \rho) = g^{-1} \ast \rho$. Using Lemma 3.25 we have $g^{-1} \ast \rho = \rho$ and so $g^{-1} \in G$. Finally, if $g_1, g_2 \in G$ then $(g_1g_2) \ast \rho = g_1 \ast (g_2 \ast \rho) = g_1 \ast \rho = \rho$ therefore $g_1g_2 \in G$. Hence $G$ is a group.

Now we need to redefine our definition for distinct features, taking orientations into consideration.

**Definition 3.28** Two primitive features $F_1 = (S_1, \rho_1), F_2 = (S_2, \rho_2)$ are said to be distinct if for all the open subsets $S'_1 \subset S_1, S'_2 \subset S_2$, and sub-relations $\rho'_1 = \{(s_1, v_1) \in \rho_1 | s_1 \in S'_1\}, \rho'_2 = \{(s_2, v_2) \in \rho_2 | s_2 \in S'_2\}$, no $g = tr \in \mathcal{E}^+$ exists such that $g(S'_1) = S'_2$ and $g \ast \rho'_1 = \rho'_2$. 
This definition allows us to distinguish a feature from its complement. Complement features are distinct from each other, except for the planar surfaces which are 2-congruent of each other. Nevertheless, complement features have the same symmetry group.

**Definition 3.29** A compound feature \( F = (S, \rho) \) of primitive features \( F_1, \ldots, F_n \), is defined to be

- \( S = S_1 \cup \ldots \cup S_n \)
- \( \rho = \rho_1 \cup \ldots \cup \rho_n \)

A relation \( \rho \) instead of a function is chosen to denote the orientation of a feature because, when two primitive features are combined, there may be two distinct normal directions at one point of the feature, such as the edge where two planes meet.

Although Definition 3.11 for features is sufficient to capture the symmetry property when bodies are in contact, Definition 3.23 for the oriented primitive feature followed by Definition 3.29 for oriented compound feature is a more precise formalization that we intent to pursue further.

### 3.6 Summary

In this Chapter we have investigated how group theory, especially as regards the Euclidean group, is related to assembly. We formally defined:

- primitive and compound set features
- primitive and compound oriented features
- symmetry groups for features
- three comparison standards for features, namely, distinct, 1-congruent and 2-congruent.
- spatial relationship \( \tau \) between two bodies

We have proved:

- The symmetries of any subset of the Euclidean space form a group
- The symmetries of an oriented feature form a group.
• The symmetry group of a compound feature is the intersection of the symmetry groups of the component primitive features, when the primitive features are
  - distinct; or
  - separated and 1-congruent;

• The symmetry group of a compound feature is the intersection of the symmetry groups of the component primitive features multiplied by the smallest group generated by \( g_c \) i.e. \( \langle g_c \rangle \cap (G_1 \cap G_2) \), when the the primitive features are separated and 2-congruent via \( g_c \).

Two main points in this chapter are:

1) how the symmetry groups of features are being used to characterize features, primitive or compound; and

2) how the relative positions of two bodies in an assembly can be determined by the symmetry groups of the contacting features while they fit

In particular, we examined the spatial relationship *fitting*, i.e. areal contact between bodies in an assembly. One basic observation is that when two bodies fit, they share the same surface at the area of contact and thus share the same symmetry group. This is of essential importance in understanding how features mate and what the final assembly configurations can be.

An extension to the definition of primitive features is given, which specifies the orientation(s) of a feature explicitly. It is a more precise and general formalization for features. Further exploration is worthwhile.

What we have described in this chapter provides a framework for determining the symmetry group of compound features and the relative positions of two bodies fitted through multiple features. Both of these require the computation of group intersection and, inevitably, a compact representation of a symmetry group which group can be finite or infinite, discrete or continuous. These will form the focus of the next chapter.
CHAPTER 4

TR SUBGROUPS OF THE PROPER EUCLIDEAN GROUP

...The hidden and the manifest give birth to each other.
Difficult and easy complement each other.
Long and short exhibit each other.
High and low set measure to each other.
Voice and sound harmonize each other.
Back and front follow each other.

Lao Tzu, Tao Teh Ching

Assembly establishes spatial relationships between body features. It has been shown in earlier work [33, 63], that group theory, the mathematical treatment of symmetry, provides a powerful way of characterising many important spatial relationships. This approach associates the symmetry group as a major attribute of body features [48, 67]. All symmetry groups considered in this work are subgroups of the proper Euclidean group, $E^+$, which consists of all proper isometries, i.e., mappings from $\mathbb{R}^3$ to $\mathbb{R}^3$ that preserve distance and handedness. When two bodies relate through multiple fitting features, it is possible to characterise their relative positions in terms of the intersection of the symmetry groups of the individual features. Hence, the goal of this chapter is to provide a representation\(^1\) for these symmetry groups which lends itself to the implementation of an efficient group intersection algorithm.

It is possible to define a similarity metric between two isometries (Chapter 3). Under this metric $E^+$ is a connected topological space. Subgroups of $E^+$ that consist entirely of isolated points in the topology are said to be discrete. The discrete symmetry groups may be either finite or countably infinite, and consist of:

- the dihedral groups, $D_{2n}$, which are the symmetries of regular prisms;

---

\(^1\)When we use the term *representation* as applied to groups, we mean computational structures which serve to *denote* groups, and not a representation in terms of groups of matrices, as is understood by group theorists.
• the cyclic groups, \( C_n \), which are the symmetries of pyramids whose base is a regular polygon (excepting the regular tetrahedron);

• the groups of the Platonic solids, and

• the crystallographic groups, which are the symmetries of spatial lattices of regularly repeated geometric patterns.

All non-discrete subgroups of \( \mathcal{E}^+ \) contain points which have other points of the subgroup arbitrarily close to them. They include, for example, the symmetry group of the sphere, \( SO(3) \), and the symmetry group of the plane, \( G_{\text{plane}} \).

The fact that both discrete and continuous topological structures exist within one group presents challenging problems for computation. Pure algebraic manipulation using computers is usually very expensive, thus does not provide the computational tractability one desires. This motivates us to search for alternatives.

Using a geometric representation to denote groups and compute group intersections is the theme of this chapter. Earlier work [68] developed a geometric treatment based on the idea of the characteristic invariants of a group. However, certain arbitrariness in the choice of characteristic invariants led to difficulties in extending the work beyond a limited class of groups. In this chapter, I provide a definition of characteristic invariants of a group which establishes a one-to-one correspondence between groups and their invariants. This permits a systematic treatment of an important class of subgroups of \( \mathcal{E}^+ \), namely the TR groups, each of which is a semidirect product of a translation subgroup \( T \) and a rotation subgroup \( R \) of \( \mathcal{E}^+ \). Further, I prove that the intersection of TR groups can be easily obtained by computing their characteristic invariants geometrically.

To outline this chapter:

1) We review preliminaries on group actions and the Euclidean group (Section 4.1).

2) We define translational invariants for translation subgroups and rotational invariants for rotation subgroups, prove their one-to-one correspondences respectively, and prove that the intersection of groups can be obtained by computing their invariants (Sections 4.2, 4.3).

3) We define TR groups and their characteristic invariants, prove that there is a one-to-one mapping between the TR subgroups and their invariants, and prove
that the intersection of \(\mathbf{TR}\) groups can be obtained from their characteristic invariants and that \(\mathbf{TR}\) groups are closed under intersection (Section 4.4)

4) Finally, a description of an efficient \(\mathbf{TR}\) subgroup intersection algorithm closes this chapter.

The following notational conventions are used in this chapter:

- We use the right associative function composition law \(fg(x) = f(g(x))\).
- \(\cong\) means \emph{isomorphic}.
- \(A \subset B\) means set \(A\) is a proper subset of \(B\).
- \(A \subseteq B\) means either \(A \subset B\) or \(A = B\).
- \(\iff\) means \emph{if and only if}, also \emph{iff}
- \(\Rightarrow\) denotes \emph{implication}.
- \(\cup\) means set union.
- \(s_0\) denotes the origin of the world coordinate system.
- \(S_0\) represents the unit sphere centered at the origin.
- If \(r\) is a rotation then \(\vec{r}\) denotes the axis of the rotation and \(\theta_r\) denotes the angle of the rotation.
- \(x \lor y\) is the \emph{join} (least upper bound) of two elements \(x, y\) of a poset. When \(\lor\) applies to two groups \(H\) and \(K\), \(H \lor K\) is the least group containing both \(H\) and \(K\).
- \(\wedge\) denotes the greatest lower bound of a set.
- \(Aut(X)\) is the automorphism group of \(X\). When \(X\) is a set, \(Aut(X)\) contains all the bijections from \(X\) to \(X\).
- \(\infty\) denotes the cardinal infinity corresponding to \(|\mathbb{R}|\) i.e. the order of the set reals.
- \(\mathcal{N}\) denotes the set of natural numbers.

Definitions of algebraic terms used in this chapter can be found in Appendix A.
4.1 Preliminaries

Those definitions and facts that can be found in basic group theory texts [17, 24, 27, 55, 58] will be assumed as given. However, in this section we shall state the group theoretic definitions and propositions that we need, and prove those which are not easily found in text books.

4.1.1 Abstract Groups

The product of two groups $H$ and $K$ can be generalized to the construction of a semidirect product $H \times_{\theta} K$ depending on $H, K$ and on a morphism $\theta : K \to \text{Aut}(H)$. We write $\theta(k) : H \to H$ as $k * h$ where $h \in H, k \in K$.

Definition 4.1 Semidirect Product of groups $H$ and $K$ ([55] p. 414)

For all $h_1, h_2 \in H$ and all $k_1, k_2 \in K$, the identities $k_1 * (h_1 h_2) = (k_1 h_1)(k_1 h_2)$, $(k_1 k_2) * h_1 = k_1 * (k_2 * h_1)$ hold. For all the pairs of elements $(h_i, k_i) \in H \times_{\theta} K$ we define a product by

$$(h_1, k_1)(h_2, k_2) = (h_1(k_1 * h_2), k_1 k_2)$$

$H \times_{\theta} K$ is called the semidirect product of $H$ and $K$, relative to $\theta$.

When $\theta : K \to \text{Aut}(H)$ is the trivial morphism which takes every $k \in K$ to the identity automorphism $1_H$, the semidirect product $H \times_{\theta} K$ reduces to the direct product $H \times K$.

Definition 4.2 If a subgroup $H$ of $G$ for which $gHg^{-1} \subseteq H$ holds for all $g \in G$, then $H$ is called a normal subgroup of $G$, written as $H \triangleleft G$.

Proposition 4.3 Any group $G$ with subgroups $H \triangleleft G$ and $K$ such that both $H \cap K = \{1\}$ and $H \cup K = G$ is a semidirect product. Explicitly, if $\theta : K \to \text{Aut}(H)$ assigns to each $k \in K$ the automorphism $h \mapsto khk^{-1}$ of $H$, an isomorphism $\Phi : H \times_{\theta} K \cong G$ is given by $\Phi(h, k) = hk$. ([55] p. 415)

4.1.2 Group Actions

Definition 4.4 A group $G$ acts on a set $X$ if there exists a mapping $\phi : G \times X \to X$, denoted by $(g, x) \rightarrow g(x)$, which satisfies: $g(h(x)) = (gh)(x)$ and $e(x) = x$ where $g, h, e \in G, x \in X$. 
By this definition, one necessary condition for $G$ to act on $X$ is $G(X) = \{g(x) | x \in X, g \in G\} \subseteq X$.

**Definition 4.5** For each $x \in X$, $G(x) = \{g(x) | g \in G\}$ is called the orbit of $x$ under the group $G$.

If $G$ acts on $X$ then $G$ may or may not act on a proper subset of $X$. For example, consider $X$ as the set of all the vertices on a cube and $Y$ be the set of vertices on one of the faces of the cube. The symmetry group $G$ of the cube acts on $X$. Actually, $G(X) = X$. However, $G$ cannot act on any proper subset $Y$ of $X$, simply because some $g \in G$ brings some $y \in Y$ out of $Y$. Nevertheless, a subgroup of $G$, a cyclic group of order 4, for example, can act on both $X$ and $Y$ (Figure 4.1). Note that when $C_4$ acts on $Y$ there is only one orbit, while $C_4$ acting on $X$ produces two disjoint orbits.

**Definition 4.6** If $G$ acts on $X$ and if for each pair $x, y \in X$, there exists at least one $g \in G$ such that $y = g(x)$, then group $G$ acts transitively on set $X$ i.e. the orbit of every element of $X$ under group $G$ is $X$ itself.

In Figure 4.1 the symmetry group $G$ of the cube acts on both $X$ and $Y$ transitively although $C_4$ acts on $Y$ transitively, it does not act transitively on $X$.

**Definition 4.7** For all $x \in X$ the set $G^x = \{g \in G | gx = x\}$ is a subgroup of $G$ called the stabilizer subgroup (isotropy group) of $G$ at $x$.

$G^x$ contains those elements of $G$ which leave $z$ invariant.

**Definition 4.8** If group $G$ acts on $X$ then $\mathcal{F}_G = \{x \in X | \forall g \in G, g(x) = x\}$ is said to be the fixed-point set of $G$.

Every point in the fixed-point set of $G$ has $G$ as its stabilizer group.

In the following two propositions let $G_1, G_2$ be subgroups of $G$, and let $G_1, G_2$ be conjugate, i.e. $G_1 = gG_2g^{-1}$ for some $g \in G$.

**Proposition 4.9** $\mathcal{F}_{G_1} = g(\mathcal{F}_{G_2})$.

**Proof:**

Since $G_1 = gG_2g^{-1}$, for all $g_1 \in G_1$ there exists a $g_2 \in G_2$ such that $g_1 = gg_2g^{-1}$. For all $x \in \mathcal{F}_{G_2}, g_1(g(x)) = gg_2g^{-1}(g(x)) = g_2(gx) = g(x)$ Therefore $g(x) \in \mathcal{F}_G$, and so $g(\mathcal{F}_{G_2}) \subseteq \mathcal{F}_{G_1}$. 
Figure 4.1: $C_4$ does not act on $X$ transitively — there are two disjoint orbits; $C_4$ acts on $Y$ transitively — there is only a single orbit.
Similarly, since for all \( g_2 \in G_2 \) there exists a \( g_1 \in G_1 \) such that \( g_2 = g^{-1}g_1g \), we have \( \mathcal{F}_{G_1} \subseteq g(\mathcal{F}_{G_2}) \).

Thus we conclude \( \mathcal{F}_{G_1} = g(\mathcal{F}_{G_2}) \). \( \square \)

**Proposition 4.10** \( G^{p}_1 = g\mathcal{G}_2^{p}g^{-1} \).

**Proof:**

For all \( g_1 \in G_1 \) there exists \( g_2 \in G_2 \) such that \( g_1 = gg_2g^{-1} \). In particular, if \( g_1 \in G^{p}_1 \) then \( g_1(g(p)) = gg_2g^{-1}(g(p)) = gg_2(p) = g(p) \). Thus \( g_2(p) = p \), so \( g_2 \in \mathcal{G}_2^{p} \) and \( g_1 \in g\mathcal{G}_2^{p}g^{-1} \). Therefore \( G^{p}_1 \subseteq g\mathcal{G}_2^{p}g^{-1} \).

Similarly, since for all \( g_2 \in \mathcal{G}_2^{p} \) there exists a \( g \in G_1 \) such that \( g_2 = g^{-1}g_1g \), \( g\mathcal{G}_2^{p}g^{-1} \subseteq G^{p}_1 \).

So we conclude \( G^{p}_1 = g\mathcal{G}_2^{p}g^{-1} \). \( \square \)

**Proposition 4.11** If \( G = G_1 \cap G_2 \) then \( \mathcal{G}_p = \mathcal{G}_1^{p} \cap \mathcal{G}_2^{p} \).

**Proof:**

If \( g \in \mathcal{G}_1^{p} \cap \mathcal{G}_2^{p} \) then \( g(p) = p \Rightarrow g \in \mathcal{G}_p \). Thus \( \mathcal{G}_1^{p} \cap \mathcal{G}_2^{p} \subseteq \mathcal{G}_p \).

If \( g \in \mathcal{G}_p \) then \( g(p) = p \). Thus \( G = G_1 \cap G_2, g \in G_1, g \in G_2 \). Precisely, \( g \in \mathcal{G}_1^{p}, g \in \mathcal{G}_2^{p} \Rightarrow g \in \mathcal{G}_1^{p} \cap \mathcal{G}_2^{p} \). Then \( \mathcal{G}_p \subseteq \mathcal{G}_1^{p} \cap \mathcal{G}_2^{p} \).

Hence \( \mathcal{G}_p = \mathcal{G}_1^{p} \cap \mathcal{G}_2^{p} \). \( \square \)

### 4.1.3 The Euclidean Group and its Subgroups

Let us recall the definitions for the Euclidean group and the proper Euclidean group given in Section 3.1:

The set of all the isometries of \( \mathbb{R}^3 \) forms a group with the composition of isometries as group product; this group is called the Euclidean group. If we restrict the set of isometries to those isometries that preserve handedness, thus excluding reflections, then the remaining set still has a group structure under isometry composition called the Proper Euclidean group, denoted by \( \mathcal{E}^+ \).

In this section we shall explore the internal structure of the proper Euclidean group \( \mathcal{E}^+ \) using its subgroups as building blocks. Let us start by defining the distance of two sets in \( \mathbb{R}^3 \) using the definition for the distance of two points in \( \mathbb{R}^3 \) \( \text{dist} \) (Definition 3.7):
Definition 4.12 If \( S_1 \) and \( S_2 \) are non-empty subsets of \( \mathbb{R}^3 \), then the distance of sets \( S_1, S_2 \), \( \text{dist}(S_1, S_2) \), is defined to be

\[
\text{dist}(S_1, S_2) = \bigwedge_{s_1 \in S_1, s_2 \in S_2} \text{dist}(s_1, s_2).
\]

Note, it may happen that \( \text{dist}(S_1, S_2) \neq \text{dist}(s_1, s_2) \) for any \( s_1 \in S_1, s_2 \in S_2 \).

Lemma 4.13 If \( \text{dist}(S_1, S_2) = \text{dist}(s_1, s_2) \) then for all subsets \( H_1, H_2 \) such that \( s_1 \in H_1 \subseteq S_1, s_2 \in H_2 \subseteq S_2 \), \( \text{dist}(H_1, H_2) = \text{dist}(S_1, S_2) \).

In Chapter 3 isometries were introduced as distance preserving mappings in \( \mathbb{R}^3 \). Let us now consider all isometries that are linear. It has been proved [69] that all the linear isometries \( O \) are length preserving, i.e. for all \( x \in \mathbb{R}^3, \|O(x)\| = \|x\| \). Furthermore, all linear, length preserving mappings are orthogonal and form a group. This is how the following group gets its name.

Definition 4.14 \( O(3) \) is defined to be the real orthogonal group in three-space that contains all the linear isometries in \( \mathbb{R}^3 \).

We identify linear isometries in \( \mathbb{R}^3 \) with their matrix representation [4, 24, 69] \( O(3) = \{3 \times 3 \text{ matrices } O|OO^t = I_3\} \). Here \( I_3 \) is the \( 3 \times 3 \) identity matrix, and for all \( O \in O(3), \det(O) = \pm 1 \).

\( O(3) \) is the symmetry group of \( S_0 \). It contains rotations as well as reflections. To exclude reflections, we must constrain the determinant:

Definition 4.15 The special orthogonal group \( SO(3) \) is defined to be \( SO(3) = \{O \in O(3) | \det(O) = +1\} \).

Definition 4.16 Any subgroup of \( SO(3) \) is called a canonical rotation subgroup\(^2\) of \( \mathcal{E}^+ \) and will be denoted by \( R_c \).

Definition 4.17 \( R \) is a rotation subgroup of \( \mathcal{E}^+ \) iff \( R \) belongs to the conjugation class of a canonical rotation group, i.e. there exist a canonical rotation subgroup \( R_c \) and some \( g \in \mathcal{E}^+ \) such that \( R = gR_c g^{-1} \).

Definition 4.18 Suppose \( R \) is a rotation group. If \( \mathcal{F}_R \) is a single point then \( R \) is called a point group; if \( \mathcal{F}_R \) is a line then \( R \) is called a line group.

\(^2\)Do not confuse canonical symmetry groups (Chapter 3) with the canonical rotation subgroups which are all the subgroups of \( SO(3) \).
Note, this notation differs from that used in Crystallography and other fields where \( R \) is a point group if \( \mathcal{F}_R \) is not empty. Here, each member of a rotation group \( R \) keeps all the points of its fixed point set \( \mathcal{F}_R \) pointwise fixed.

**Proposition 4.19** The elements of \( SO(3) \) are rotations about \( s_0 \), i.e. for all \( r \in SO(3), s_0 \in \mathbb{R} \). ([58] Theorem 2.1)

**Corollary 4.20** A nontrivial canonical rotation group \( R_c \) is either a line group or a point group.

**Corollary 4.21** A nontrivial rotation group \( R \) is either a line group or a point group.

**Proof:**

By Definition 4.17, \( R = tR_c t^{-1} \). By Proposition 4.9, \( \mathcal{F}_R = t(\mathcal{F}_{R_c}) \). By Corollary 4.20, \( \mathcal{F}_{R_c} \) is either a point or a line passing through the origin. Thus \( \mathcal{F}_R \) is either a point or a line translated by \( t \) from the origin.

Note: Each rotation subgroup \( R \) treated in this paper belongs to one of the following two categories:

- If \( R \) has infinite cardinality, it is conjugate to \( SO(3), O(2) \) or \( SO(2)^3 \)
- If \( R \) has a finite order, it is conjugate to a cyclic group \( C_n \), a dihedral group \( D_{2n} \) or one of the platonic groups—the symmetry groups for regular polyhedrons.

**Definition 4.22** A discrete group \( G \) is a subgroup of \( \mathcal{E} \) such that for any \( x \in \mathbb{R}^3 \) and any sphere \( B_r = \{ y \in \mathbb{R}^3 : ||y|| \leq r \} \) there are only a finite number of points in the \( G \)-orbit of \( x \) that are contained in \( B_r \).

**Definition 4.23** Let \( T^3 \) be all the translations in the Euclidean group \( \mathcal{E} \). \( T^3 \) has a group structure and is called the translation group of \( \mathcal{E} \).

Informally, we identify each translation \( t \) in \( T^3 \) with a point \( x \) in \( \mathbb{R}^3 \). A translation \( t \) acts on a point \( p \) of \( \mathbb{R}^3 \) by moving the point along the vector (Figure 4.2). That is, \( T^3 \) is isomorphic to \( \mathbb{R}^3 \) under addition and therefore has a group structure which is connected and abelian. So there exists a bijection \( \eta : T^3 \rightarrow \mathbb{R}^3 \) such that for all translations \( t_x, t_p \in T^3 \), we have \( x = \eta(t_x), p = \eta(t_p) \in \mathbb{R}^3 \), and

\[ ^3 \text{We exclude those infinite groups that are dense in } SO(3), \text{ e.g. isomorphic to the rationals. However, the topological closure of any infinite subgroup of } SO(3) \text{ is one of these 3 groups.} \]
\( t_x, t_p \in T^3 \)
\( x, p \in \mathbb{R}^3 \)

Figure 4.2: Identifying \( T^3 \) with \( \mathbb{R}^3 \)
\[ \eta(t_x t_p) = \eta(t_x) + \eta(t_p) = x + p \quad \text{homomorphism property.} \]

In particular, a translation acting on a point of \( \mathbb{R}^3 \) can be written as \( t_x(p) = p + \eta(t_x) = p + x = \eta(t_p) + x = t_p(x) \) (Figure 4.2).

Each non-identity translation \( t \in T^3 \) is a non-linear isometry, since for any pair of points \( p_1, p_2 \in \mathbb{R}^3, t_x(p_1 + p_2) = p_1 + p_2 + x, \) while \( t_x(p_1) + t_x(p_2) = p_1 + x + p_2 + x = p_1 + p_2 + 2x. \) This non-linearity is the reason why translations can not be given a representation as \( 3 \times 3 \) matrices.

An element of \( \mathcal{E}^+ \) can always be expressed as the product of a rotation and a translation, or can be seen as a screw-motion \( tr, \) where \( t \in T^3, r \in SO(3) \) and \( t||\vec{r}, \) which includes the rotations and translations as 'extreme' cases [24]. Note, when \( g = tr, t \perp \vec{r}, g \) is a rotation [58].

**Proposition 4.24** If \( g \in \mathcal{E}^+ \) then \( g = tr \) for a unique \( t \in T^3 \) and a unique \( r \in SO(3). \)

**Proof:**

If \( g = t_1 r_1 = t_2 r_2 \) for some \( t_1, t_2 \in T^3, r_1, r_2 \in SO(3), \) then \( t_2^{-1} t_1 = r_2 r_1^{-1}. \) For \( t_2^{-1} t_1 \) to be a translation and to fix the origin \( s_0, \) it must be true that \( t_2^{-1} t_1 = 1 \Rightarrow t_1 = t_2. \) Thus \( r_1 = r_2. \)

It has been proved that a member of the proper Euclidean group \( \mathcal{E}^+ \) can be represented by a \( 4 \times 4 \) matrix [4] as:

\[
\begin{pmatrix}
\tau_{11} & \tau_{12} & \tau_{13} & a \\
\tau_{21} & \tau_{22} & \tau_{23} & b \\
\tau_{31} & \tau_{32} & \tau_{33} & c \\
0 & 0 & 0 & 1
\end{pmatrix}
\]

where the upper left \( 3 \times 3 \) sub-matrix specifies the rotational part of the transformation (an element of \( SO(3) \)), and the right hand column specifies a translation by \( (a, b, c). \) Group multiplication is then simply matrix multiplication. This representation has been widely accepted in robotics [62] and is usually referred to as the \( 4 \times 4 \) homogeneous transformation matrix.

Since any rotation \( r \) can be viewed as a rotation about some \( Z \) axis after a proper change of basis, w.l.o.g, let \( r \) represent a rotation about the \( Z \) axis and \( t = (a, b, c) \) be an arbitrary translation under the orthogonal coordinate system whose \( Z \) axis coincides with \( \vec{r}. \)

**Proposition 4.25** Let \( t' = r t^{-1}. \) Then \( t' \) is a translation and \( t' = (a \cos(\theta_r) - b \sin(\theta_r), a \sin(\theta_r) + b \cos(\theta_r), c). \)
Proof:

Using the $4 \times 4$ homogeneous transformation matrix representation for each element of $\mathcal{E}^+$ we have:

$$
t = \begin{pmatrix}
1 & 0 & 0 & a \\
0 & 1 & 0 & b \\
0 & 0 & 1 & c \\
0 & 0 & 0 & 1
\end{pmatrix}, \r = \begin{pmatrix}
\cos \theta_r & -\sin \theta_r & 0 & 0 \\
\sin \theta_r & \cos \theta_r & 0 & 0 \\
0 & 0 & 1 & 0
\end{pmatrix}
$$

and

$$
rt_{r^{-1}} = \begin{pmatrix}
1 & 0 & 0 & a \cos \theta_r - b \sin \theta_r \\
0 & 1 & 0 & a \sin \theta_r + b \cos \theta_r \\
0 & 0 & 1 & c \\
0 & 0 & 0 & 1
\end{pmatrix}
$$

(4.1)

Recall that the result of rotating a vector $t = (a, b)$ on the $x$-$y$ plane by angle $\theta$ is:

$$
\begin{pmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{pmatrix}
\begin{pmatrix}
a \\
b
\end{pmatrix} =
\begin{pmatrix}
a \cos \theta - b \sin \theta \\
a \sin \theta + b \cos \theta
\end{pmatrix}
$$

Thus matrix (4.1) shows that $rt_{r^{-1}}$ is a translation resulting from rotating $t$ about $\tilde{r}$ by $\theta_r$.

\[\square\]

**Proposition 4.26** $T^3$ is a normal subgroup of $\mathcal{E}^+$.

**Proof**: 

For all $g = t_g r_g \in \mathcal{E}^+$ (Proposition 4.24) and all $t \in T^3$, $gtg^{-1} = t_g t_{r_g} t_{r_g^{-1}} = r_g t_{r_g^{-1}} \in T^3$ (Proposition 4.25). Therefore $T^3 \triangleleft \mathcal{E}^+$ (Proposition 4.2).

Now, we are ready to describe the proper Euclidean group in terms of its subgroups $T^3$ and $SO(3)$.

**Proposition 4.27** The Proper Euclidean group $\mathcal{E}^+ = T^3 \times_\theta SO(3)$ is a semi-direct product of $T^3$ and $SO(3)$ relative to $\theta(r) : T^3 \rightarrow T^3$, where for all $r \in SO(3)$, all $t \in T^3$, $\theta(r) : t \mapsto rt_{r^{-1}}$. The product rule of $\mathcal{E}^+$ follows:

$$(t_1, r_1) (t_2, r_2) = (t_1 (r_1 t_2 r_2^{-1}), r_1 r_2)$$

**Proof**: 

This follows directly from Propositions 4.3, 4.24 and 4.26

\[\square\]

**Definition 4.28** A subgroup of $\mathcal{E}^+$ is a translation subgroup iff it is a subgroup of $T^3$. 

Proposition 4.29 For any \( t_1, t_2 \in T^3 \) and any \( x \in \mathbb{R}^3 \), if \( t_1(x) = t_2(x) \) then \( t_1 = t_2 \).

Proof:
Since \( \eta : T^3 \to \mathbb{R}^3 \) is a bijection, \( t_1(x) = x + \eta(t_1) = t_2(x) = x + \eta(t_2) \Rightarrow \eta(t_1) = \eta(t_2) \Rightarrow t_1 = t_2 \). \( \square \)

Proposition 4.30 Let \( T \) be a translation subgroup. If \( t \in T^3, p \in \mathbb{R}^3 \) such that \( t(T(p)) = T(p) \) then \( t \in T \).

Proof:
Since \( p \in T(p), T(p) \neq \emptyset \). For all \( x \in T(p), t(x) \in T(p) \). Since \( T \) acts on \( T(p) \) transitively (Definition 4.6), for the two elements \( x, t(x) \) of \( T(p) \) there exists \( t' \in T \) such that \( t'(x) = t(x) \). By Proposition 4.29 \( t = t' \in T \). \( \square \)

Proposition 4.31 \( trt^{-1} \) is a rotation about axis \( t(\vec{r}) \) with angle of rotation \( \theta_\tau \).

Proof:
Let us prove this using some basic geometric arguments. Figure 4.3 illustrates the effect of \( trt^{-1} \) acting on an arbitrary point \( x \in \mathbb{R}^3 \). Here point \( B \) is a point on \( t(\vec{r}) \) that realizes \( \text{dist}(x, t(\vec{r})) = \text{dist}(x, B) \), i.e. \( B \) is the perpendicular projection of point \( x \) on line \( t(\vec{r}) \). Point \( A \) is point \( B \) translated by \( t^{-1} \), obviously, \( A = t^{-1}(B) \in \vec{r} \).
To prove that \( trt^{-1} \) is a rotation about axis \( t(\vec{r}) \) with rotation angle \( \theta_\tau \) is to prove that the two triangles \( \{A, t^{-1}(x), rt^{-1}(x)\} \) and \( \{B, x, trt^{-1}(x)\} \) are congruent to each other. Due to the fact that \( t \) and \( t^{-1} \) form parallel, equal length line-segments as shown in Figure 4.3, one can easily verify that all the corresponding edges of the two triangles are of equal length. Hence they are congruent. \( \square \)

That \( trt^{-1} \) is a rotation about a new parallel rotation axis \( t(\vec{r}) \) with angle of rotation \( \theta_\tau \), is not obvious from the matrix product of \( trt^{-1} \),

\[
\begin{pmatrix}
\cos \theta_\tau & -\sin \theta_\tau & 0 & a - (a \cos \theta_\tau - b \sin \theta_\tau) \\
\sin \theta_\tau & \cos \theta_\tau & 0 & b - (a \sin \theta_\tau + b \cos \theta_\tau) \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]

This is because \( trt^{-1} \) is not a linear rotation (a rotation about the origin) any more.

Corollary 4.32 If \( \vec{r}_1 \parallel \vec{r}_2 \) and \( \theta_{r_1} = \theta_{r_2} \), with respect to the same reference vector, then for all \( t \in T^3, t(\vec{r}_1) = \vec{r}_2 \Rightarrow trt^{-1} = r_2 \).
Figure 4.3: This shows the effect of $trt^{-1}$ acting on an arbitrary point $x$ in order to prove that $trt^{-1}$ is a rotation about axis $t(r)$ with angle of rotation $\theta_r$. 
Proposition 4.33 Let $R_1, R_2$ be rotation groups. If $R_1 = tR_2t^{-1}$ for some $t \in \mathbb{T}^3$ and $\mathcal{F}_{R_1} \cap \mathcal{F}_{R_2} \neq \emptyset$ then $R_1 = R_2$.

Proof:

For all $r_1 \in R_1$ there exists $r_2 \in R_2$ such that $r_1 = tr_2t^{-1}$. By Proposition 4.31, $\bar{r}_1 || \bar{r}_2$ and $\theta_{r_1} = \theta_{r_2}$. Since $\mathcal{F}_{R_1} \cap \mathcal{F}_{R_2} = \mathcal{F} \neq \emptyset$, there exists at least one point $x \in \mathcal{F}$ such that $x \in \bar{r}_1$ and $x \in \bar{r}_2$. Therefore $r_1 = r_2 \in R_2$ and so $R_1 \subseteq R_2$. Similarly, $R_2 \subseteq R_1$.

Thus we conclude $R_1 = R_2$.

Corollary 4.34 If $R_1, R_2$ are canonical rotation groups and $R_1 = gR_2g^{-1}$ for some $g = tr$ with $t \in \mathbb{T}^3, r \in SO(3)$ then $R_1 = rR_2r^{-1}$.

Proof: $R_1 = trR_2r^{-1}t^{-1}$. Since $rR_2r^{-1} \subseteq SO(3)$, $R_1 = rR_2r^{-1}$ (Proposition 4.33)

Proposition 4.35 If $R$ is a rotation group then there exists a unique canonical rotation group $R_\epsilon$ such that $R = tR_\epsilon t^{-1}$ for some $t \in \mathbb{T}^3$.

Proof:

By Definition 4.17, $R$ being a rotation subgroup means $R = gR'_\epsilon g^{-1}$ for some $g = tr \in \mathcal{E}^+$ where $t \in \mathbb{T}^3, r \in SO(3)$ and $R'_\epsilon \subseteq SO(3)$. Since $rR'_\epsilon r^{-1} = R_\epsilon \subseteq SO(3)$, we have $R = tR_\epsilon t^{-1}$.

Now assume there are two canonical rotation subgroups $R_{\epsilon_1}, R_{\epsilon_2}$ and translations $t_1$ and $t_2$ such that $R = t_1R_{\epsilon_1}t^{-1} = t_2R_{\epsilon_2}t_2^{-1}$. Then $R_{\epsilon_1} = t_0R_{\epsilon_2}t_0^{-1}, t_0 = t_1^{-1}t_2 \in \mathbb{T}^3$. Since at least $s_0 \in \mathcal{F}_{R_{\epsilon_1}}, s_0 \in \mathcal{F}_{R_{\epsilon_2}}$, by Proposition 4.33 $R_{\epsilon_1} = R_{\epsilon_2} = R_\epsilon$.

Definition 4.36 Let $R_1, R_2$ be nontrivial rotation groups, $R_1 = tR_2t^{-1}$. Among all the $t_i \in \mathbb{T}^3$ such that $R_1 = t_iR_2t_i^{-1}$, let $t_{\text{min}}$ be the minimum translation such that $||t_{\text{min}}|| = \min\{|||t_i||\}|$.

Proposition 4.37 The minimum translation $t_{\text{min}}$ is unique where $||t_{\text{min}}|| = \text{dist}(\mathcal{F}_{R_1}, \mathcal{F}_{R_2})$.

Proof:

By Proposition 4.9, $R_1 = tR_2t^{-1} \Rightarrow \mathcal{F}_{R_1} = t(\mathcal{F}_{R_2})$. Thus $\mathcal{F}_{R_1}, \mathcal{F}_{R_2}$ are both points of $\mathbb{R}^3$, or are two parallel lines (Figure 4.4).
1. $F_{R_1}, F_{R_2}$ are two points in $\mathbb{R}^3$. The only translation which moves one point to the other is $||t|| = \text{dist}(F_{R_1}, F_{R_2}) = ||t_{\text{min}}||$ and so $t_{\text{min}} = t$ is the minimum translation as desired.

2. $F_{R_1}, F_{R_2}$ are parallel lines in $\mathbb{R}^3$. Since $F_{R_1}, F_{R_2}$ are closed subspaces of $\mathbb{R}^3$, dist$(F_{R_1}, F_{R_2})$ can be identified with the distance of a pair of points from $F_{R_1}, F_{R_2}$ respectively. This determines the minimum translation between $F_{R_1}$ and $F_{R_2}$ to be the one that is perpendicular to both lines as shown in Figure 4.4. So $||t_{\text{min}}|| = \text{dist}(F_{R_1}, F_{R_2})$.

Now we need to prove that $R_1 = t_{\text{min}}R_2t_{\text{min}}^{-1}$. Let $t'$ be a translation along $F_{R_1}$ such that $t_{\text{min}} = tt'$. From $R_1 = tR_2t^{-1}$, for all $r_1 \in R_1$ there exists $r_2 \in R_2$ such that $r_1 = tr_2t^{-1}$. Since $t' || r_2, r_2 = t'r_2t'^{-1}$ (Proposition 4.31). Thus $r_1 = tt'r_2t'^{-1}t^{-1} = t_{\text{min}}r_2t_{\text{min}}^{-1} \in t_{\text{min}}R_2t_{\text{min}}^{-1}$. Hence $R_1 \subseteq t_{\text{min}}R_2t_{\text{min}}^{-1}$. Similarly, we can prove $t_{\text{min}}R_2t_{\text{min}}^{-1} \subseteq R_1$. Therefore $R_1 = t_{\text{min}}R_2t_{\text{min}}^{-1}$.

From now on, whenever we have $R_1 = tR_2t^{-1}$, $t$ should be understood to be the unique minimum translation whose existence has just been proved.

**Definition 4.38** A pole of a rotation group $R = tR_0t^{-1}$ is a point $p$ on $S_0$ which is left fixed by some rotation of the group $R_0$ other than the identity. i.e. for some $p \in S_0, \exists r \in R_0, r \neq 1$ such that $r(p) = p$.

Each rotation in $SO(3)$ fixes a line passing through the origin. This axis of rotation pierces the unit sphere to form two poles, so poles always appear in pairs (Figure 4.5). Different rotations about the same axis have the same pair of poles. Therefore poles are not sufficient to be used to distinguish different rotation groups. Nevertheless, we shall see in the next proposition that the number of poles of a
Figure 4.5: When a rotation group has only two poles $p_1$ and $p_2$, they have to belong to the same rotation axis; otherwise more than two poles would appear.
rotation group can determine whether a rotation group is a line or point group.

Firstly,

**Lemma 4.39** $R_e = \cup R^p_e$ where $R^p_e$ is the stabilizer subgroup of $R_e$ at a pole $p$

**Proof**: \[ R^p_e \subseteq R_e \Rightarrow \cup R^p_e \subseteq R_e. \]

For each nontrivial rotation $r \in R_e$, there exists a $p \in S_0$ such that $r(p) = p$. By Definition 4.7 and Definition 4.38 there exists a stabilizer subgroup $R^p_e \subseteq R_e$ and $r \in R^p_e$. Therefore $r \in \cup R^p_e$. So $R_e \subseteq \cup R^p_e$ completes the proof. □

**Corollary 4.40** If $R = tR_et^{-1}$, then $R = \cup R^{r(p)}$ for all the poles $p$ of $R$

**Proof**: From Lemma 4.39 $R_e = \cup R^p_e \Rightarrow R = tR_et^{-1} = t(\cup R^p_e)t^{-1} = \cup R^{r(p)}$. Here $R^{r(p)} = tR^p_et^{-1}$ is a special case of Proposition 4.10. □

**Proposition 4.41** Let $P$ be the set of poles of a canonical rotation group $R_e$. $|P| = 0$ iff $R_e = \{1\}$; $|P| = 2$ iff $R_e$ is a line group; and $|P| > 2$ iff $R_e$ is a point group.

**Proof**: Since $|P| = 0$, by Definition 4.38, for all $p \in S_0$ there exists no $r \neq 1$ such that $r(p) = p$. Then for all $p \in S_0$, $|R^p_e| = 1 \Leftrightarrow$ By Lemma 4.39 $R_e = \cup R^p_e = \{1\}$.

When $|P| = 2$, let $P = \{p_1, p_2\}$, $p_1 \neq p_2$. By the definition of poles, there exists at least one nontrivial rotation $r_1 \in R_e$ such that $r_1(p_1) = p_1$. Then $p_1, p'_1 \in r_1$ (Figure 4.5). If $p_2 \neq p'_1$ then $|P| = |\{p_1, p_2, p'_1\}| > 2$, a contradiction. Therefore $p_2 = p'_1$. Hence every $r \in R_e$ rotates about the line determined by $p_1$ and $p_2$, i.e. $R^p_1 = R^p_2 = R_e$ is a line group. Now, if $R_e$ is a line group then $\mathcal{F}_{R_e}$ is a line passing through $s_0$. For all $r \in R_e$, $\tilde{r} = \mathcal{F}_{R_e}$, since otherwise there would be a $r \in R_e, x \in \mathcal{F}_{R_e}$ such that $r(x) \neq x$, a contradiction of the definition of fixed point set. Therefore only two points on $S_0$ are left fixed by members of $R_e$ and so $|P| = 2$.

When $|\mathcal{P}_R| > 2$, by Corollary 4.21 and the proof above, $R$ cannot be a line group $\Leftrightarrow R$ is a point group. □

Obviously, this proposition is also true for any rotation subgroup of $\mathcal{E}^+$ that is not a canonical rotation group (Definition 4.17 and Proposition 4.9).

**Proposition 4.42** If $R_1, R_2$ are rotation line groups about same axis then $\gcd^*(|R_1|, |R_2|) = |R_1 \cap R_2|$ where
\[ \gcd^*(m, n) = \begin{cases} \gcd(m, n) & \text{if } m, n \text{ both are integers} \\ n & \text{if } m = \infty \\ m & \text{if } n = \infty \\ \infty & \text{if } a = b = \infty \end{cases} \]

**Proof:**

If one of \( R_1, R_2 \) has an infinite order, w.l.o.g. let \( R_1 \cong SO(2) \). Clearly, \( R_2 \) is a subgroup of \( R_1 \) and \( R_1 \cap R_2 = R_2 \). Thus \( |R_1 \cap R_2| = |R_2| = \gcd^*(|R_1|, |R_2|) \).

If \( R_1, R_2 \) are both finite rotation groups, let \( |R_1| = m, |R_2| = n, \gcd(m, n) = k \). There exists a cyclic group \( C_k \) such that \( C_k \subseteq R_1 \cap R_2 \) (p. 63, theorem 5.3 [27]). Let \( R_1 \cap R_2 = C_q \), a cyclic group of order \( q \). By Lagrange's theorem, \( k|q \). Thus there exists an integer \( c \) such that \( q = ck \). Since also \( q|m \) and \( q|n \), we have \( ck|m, ck|n \). However, \( k \) is the largest common divisor of \( m \) and \( n \), so \( c \) must be 1. Therefore \( q = k = \gcd(m, n) \). Hence \( |R_1 \cap R_2| = \gcd^*(|R_1|, |R_2|) \). \( \square \)

**Corollary 4.43** \( \gcd^*(|R_1|, |R_2|) = 1 \) iff \( R_1 \cap R_2 = \{1\} \)

### 4.2 Translational Characteristic Invariants for Translation Subgroups

In this section we define translational invariants, which provide a geometric characterization of translation subgroups of \( \mathcal{E}^+ \).

**Definition 4.44** The translational invariant \( \mathcal{T}_T \) of a group \( T \subseteq T^3 \) is defined to be the \( T \)-orbit of the origin \( s_0 \): \( \mathcal{T}_T = T(s_0) = \{t(s_0) | t \in T\} \).

Clearly, \( \forall t \in T, t(\mathcal{T}_T) = t(T(s_0)) = T(s_0) = \mathcal{T}_T \).

**Definition 4.45** If \( \mathcal{T}_T \) is a manifold then \( T \) is called a continuous translation subgroup. Otherwise, \( T \) is called a discrete translation subgroup, where \( \mathcal{T}_T \) can be a one, two or three dimensional lattice, a set of parallel lines, or a set of parallel planes in \( \mathbb{R}^3 \).

Let \( T_1, T_2 \) be translation subgroups of \( \mathcal{E}^+ \).

**Proposition 4.46** If \( \mathcal{T}_{T_1} = \mathcal{T}_{T_2} \) then \( T_1 = T_2 \).

**Proof:**

Let \( \mathcal{T}_{T_1} = \mathcal{T}_{T_2} = \mathcal{T} \). For all \( t_1 \in T_1 \) there exists \( x \in T \) such that \( x = t_1(s_0) \in T \) (Definition 4.44 and Definition 4.6). There also exists \( t_2 \in T_2 \) such that
\( x = t_1(s_0) \). By Proposition 4.29 \( t_1 = t_2 \in T_2 \), thus \( T_1 \subseteq T_2 \). Similarly, \( T_2 \subseteq T_1 \). Therefore we conclude \( T_1 = T_2 \). \( \square \)

We can thus define a bijection \( \beta : \{T\} \to \{T(s_0)\} \) which maps all the translation subgroups to and only to their translational invariants.

**Proposition 4.47** The translational invariant of the intersection of \( T_1 \) and \( T_2 \) is the intersection of their translational invariants, i.e. \( T_{T_1 \cap T_2} = T_{T_1} \cap T_{T_2} \).

**Proof:**

If \( x \in T_{T_1 \cap T_2} = (T_1 \cap T_2)(s_0) \) then there exists \( t \in T_1 \cap T_2 \) such that \( x = t(s_0) \in T_1(s_0) \cap T_2(s_0) = T_{T_1} \cap T_{T_2} \). Therefore \( T_{T_1 \cap T_2} \subseteq T_{T_1} \cap T_{T_2} \).

If \( x \in T_{T_1} \cap T_{T_2} \) then \( x \in T_1(s_0) \cap T_2(s_0) \). Thus \( x = t_1(s_0) = t_2(s_0) \) where \( t_1 \in T_1, t_2 \in T_2 \). By Proposition 4.29, \( t_1 = t_2 \in T_1 \cap T_2 \). So \( x \in (T_1 \cap T_2)(s_0) = T_{T_1 \cap T_2} \). Therefore \( T_{T_1} \cap T_{T_2} \subseteq T_{T_1 \cap T_2} \).

So we conclude \( T_{T_1 \cap T_2} = T_{T_1} \cap T_{T_2} \). \( \square \)

### 4.3 Rotational Characteristic Invariants for Rotation Subgroups

Now let us define the rotational invariants, which provide a geometric characterization of rotation subgroups of \( \mathcal{E}^+ \).

Let \( R = tR_c t^{-1} \) be a rotation subgroup of \( \mathcal{E}^+ \), where \( t \in \mathbb{T}^3, R_c \subseteq SO(3) \).

**Definition 4.48** The pole-set \( \mathcal{P}_R \) of \( R \) is defined to be a set of pairs \((p, n)\) where \( p \) is a pole and \( n \in \mathcal{N} \cup \{\infty\} \), i.e.

\[
\mathcal{P}_R = \{(p, n) | p \in S_0, n = |R_c^p| > 1\}
\]

where \( |R_c^p| \) is the order of the stabilizer subgroup of \( R_c \) at \( p \).

\( R_c^p \) is a line group since it fixes at least two distinct points \( p \) and \( s_0 \). Obviously, \( \mathcal{P}_R = \mathcal{P}_{R_c} \). Hence all rotation subgroups \( R \) that are conjugate to each other via translations have the same pole-set \( \mathcal{P}_R \), as is proved in the following:

**Proposition 4.49** Let \( R_1 = t_1R_c t_1^{-1}, R_2 = t_2R_c t_2^{-1} \). \( \mathcal{P}_{R_1} = \mathcal{P}_{R_2} \Leftrightarrow \exists t \in \mathbb{T}^3, R_1 = tR_2 t^{-1} \).
Proof:

(⇒) By Definition 4.48 \( \mathcal{P}_{R_1} = \mathcal{P}_{R_{c1}} = \mathcal{P}_{R_2} = \mathcal{P}_{R_{c2}} \). For all \((p, n) \in \mathcal{P}_{R_{c1}}, (p, n) \in \mathcal{P}_{R_{c2}}\). That is to say that \( R_{c1}^p = R_{c2}^p \) for all the poles \( p \) of \( R_{c1}, R_{c2} \), since the stabilizer groups \( R_{c1}^p, R_{c2}^p \) have the same axis of rotation and the same order \( n \). Therefore \( R_{c1} = \cup R_{c1}^p = \cup R_{c2}^p = R_{c2} \) (Lemma 4.39). Rewrite \( R_{c1} = R_{c2} \) in terms of \( R_1, R_2 \) we have \( t_1^{-1}R_1 t_1 = t_2^{-1}R_2 t_2 \Rightarrow R_1 = t R_2 t^{-1} \) where \( t = t_1 t_2^{-1} \in T^3 \).

(⇐) Since \( R_1 = t R_2 t^{-1} = t t_2 R_{c2} t_2^{-1} t^{-1} \), by Definition 4.48, \( \mathcal{P}_{R_1} = \mathcal{P}_{R_{c2}} = \mathcal{P}_{R_2} \).

\(\square\)

Proposition 4.50 Let \( R_1, R_2 \) be rotation subgroups. \( R_1 = t R_2 t^{-1} \) for some \( t \in T^3 \) ⇔ \( \mathcal{P}_{R_1} = \mathcal{P}_{R_2} \) and \( \mathcal{F}_{R_1} = t \mathcal{F}_{R_2} \).

Proof:

(⇒) Given some \( t \in T^3, R_1 = t R_2 t^{-1} \), by Proposition 4.9 \( \mathcal{F}_{R_1} = t \mathcal{F}_{R_1}, \) and from Proposition 4.49 \( \mathcal{P}_{R_1} = \mathcal{P}_{R_2} \).

(⇐) Since \( \mathcal{P}_{R_1} = \mathcal{P}_{R_2} \), there exists a translation \( t' \) such that \( R_1 = t' R_2 t'^{-1} \) (Proposition 4.49). From Proposition 4.9 we have \( \mathcal{F}_{R_1} = t' \mathcal{F}_{R_2} \). For each \( r_1 \in R_1 \), there exists \( r_2 \in R_2 \) such that \( r_1 = t' r_2 t'^{-1} \Rightarrow \check{\eta}_1 \parallel \check{\eta}_2 \) and \( \theta_{r_1} = \theta_{r_2} \) (Proposition 4.31).

If \( R_1, R_2 \) are line groups, then \( \mathcal{F}_{R_1} \parallel \mathcal{F}_{R_2} \). For all \( r_1 \in R_1, r_2 \in R_2, t(\check{\eta}_2) = \check{\eta}_1 \). By Corollary 4.32 \( r_1 = t r_2 t^{-1} \). Thus \( R_1 \subseteq t R_2 t^{-1} \). Similarly, \( t R_2 t^{-1} \subseteq R_1 \). Therefore \( R_1 = t R_2 t^{-1} \).

If \( R_1, R_2 \) are point groups then \( t = t' \) (Proposition 4.29). Therefore \( R_1 = t R_2 t^{-1} \).

\(\square\)

We see from this Proposition that both \( \mathcal{P}_R \) and \( \mathcal{F}_R \) are needed to characterise a rotation group. \( \mathcal{P}_R \) tells the order of the rotations in \( R \) and \( \mathcal{F}_R \) tells where in \( \mathbb{R}^3 \) the rotation axes reside, so different rotation groups that are conjugate via a translation can be distinguished. We thus have the following definition:

Definition 4.51 The rotational characteristic invariant of a rotation group \( R \) is the pair \( (\mathcal{F}_R, \mathcal{P}_R) \), where \( \mathcal{F}_R \) is the fixed point set of \( R \) (Definition 4.8) and \( \mathcal{P}_R \) is the pole-set of \( R \) defined as above (Definition 4.48).

Examples of rotational characteristic invariants of \( SO(3) \), of the rotational symmetry group of a finite cylinder \( R_{\text{cy}} \), and of the symmetry group of a square-based pyramid \( C_4 \) are shown in Figure 4.6. For \( SO(3) \), \( \mathcal{P}_{SO(3)} \) is the whole of \( S_0 \). Thus each point on \( S_0 \) is a pole whose stabilizer group has an infinite order. The pole-set of \( R_{\text{cy}} \) consists of the “north pole”, the “south pole” and the “equator” of \( S_0 \), as
Figure 4.6: Examples for the fixed point set $\mathcal{F}_R$ and pole-set $\mathcal{P}_R$ of some rotation subgroups $R$. 
shown in Figure 4.6. For \( C_4 \), only two points of \( S_0 \) are poles. They come from the intersection of the rotation axis, which happens to be \( \mathcal{F}_{C_4} \), and \( S_0 \). All the possible rotations of a rotation group can be obtained from this representation by re-centering the unit sphere \( S_0 \), which carries the poles of \( R \), at any point of \( \mathcal{F}_R \) (Proposition 4.9 and 4.10).

Since the stabilizer group \( R^p \) at a pole \( p \) is a line group, when \( |R^p| = n \), there are \( n - 1 \) nontrivial rotations about the axis determined by the pair of antipodal poles \((p, -p)\).

We now prove that \( \mathcal{P}_R \) and \( \mathcal{F}_R \) characterise the rotation group \( R \) completely.

**Proposition 4.52** Let \( R_1, R_2 \) be rotation groups. \( \mathcal{F}_{R_1} = \mathcal{F}_{R_2} \) and \( \mathcal{P}_{R_1} = \mathcal{P}_{R_2} \Rightarrow R_1 = R_2. \)

**Proof:**

This follows from Proposition 4.50. \( \square \)

This proposition proves that there exists a bijection \( \beta \), which maps the set of rotation groups \( \{R\} \) to the set of rotational invariants \( \{(\mathcal{F}_R, \mathcal{P}_R)\}, \text{i.e. } \beta : \{R\} \rightarrow \{(\mathcal{F}_R, \mathcal{P}_R)\}. \)

Given two rotation groups \( R_1 \) and \( R_2 \), we are looking for a computational method to construct both the pole-set of \( R_1 \cap R_2 \) i.e. to obtain \( \mathcal{P}_{R_1 \cap R_2} \) from \( \mathcal{P}_{R_1} \) and \( \mathcal{P}_{R_2} \); and the fixed point set of \( R_1 \cap R_2 \). In the following Proposition we prove that the pole-set of the intersection of two rotation groups can be constructed by intersecting the pole-sets of each rotation group in a particular way. The reason why a standard set intersection of two pole-sets is inadequate can be illustrated by a counter example: the pole-sets of the cyclic groups \( C_6 \) and \( C_9 \) are: \( \{((0, 0, 1), 6), (0, 0, -1), 6\} \}, \{((0, 0, 1), 9), ((0, 0, -1), 9)\}, \) respectively. An intersection of the two pole-sets will result in an empty set. The correct pole-set that characterises this group intersection is \( \{((0, 0, 1), 3), ((0, 0, -1), 3)\} \) This is reflected in \( \gcd^*(|C_6|, |C_9|) = 3 \), so the intersection should have the original poles but associated with order 3. For the cyclic groups \( C_3 \) and \( C_4 \) their pole-set are: \( \{((0, 0, 1), 3), ((0, 0, -1), 3)\}, \{((0, 0, 1), 4), ((0, 0, -1), 4)\} \). Since \( C_3 \) and \( C_4 \) as rotation groups do not have any common element other than the identity, the pole-set of their intersection should be the empty set. This is determined by the fact that \( \gcd^*(|C_3|, |C_4|) = 1 \) which corresponds to the identity group (Corollary 4.43). Therefore we define the following intersection operation \( \cap^* \) on two pole-sets:

\[
\mathcal{P}_{R_1} \cap^* \mathcal{P}_{R_2} = \{(p, n)| \gcd^*(|R_{p_1}^p|, |R_{p_2}^p|) = n > 1\}
\]

**Note**, \( \gcd^*(|R_{p_1}^p|, |R_{p_2}^p|) = n > 1 \) implies \( (p, |R_{p_1}^p|) \in \mathcal{P}_{R_1} \) and \( (p, |R_{p_2}^p|) \in \mathcal{P}_{R_2} \).
Proposition 4.53 Let \( R = R_1 \cap R_2 \) and \( F = F_{R_1} \cap F_{R_2} \). Then

\[
\mathcal{P}_R = \begin{cases} 
\mathcal{P}_R \cap ^* \mathcal{P}_R_2 & \text{if } F \neq \emptyset \\
\mathcal{P}_R \cap _0 \mathcal{P}_R_2 & \text{if } F = \emptyset, \text{ and } R_1, R_2 \text{ are both point groups} \\
\emptyset & \text{Otherwise}
\end{cases}
\]

and

\[
\mathcal{F}_R = \begin{cases} 
\mathbb{R}^3 & \text{if } |\mathcal{P}_R| = 0 \\
t_F(L_{p_1,p_2}) & \text{if } F \neq \emptyset \text{ and } |\mathcal{P}_R| = 2 \\
F & \text{if } F \neq \emptyset \text{ and } |\mathcal{P}_R| > 2 \\
L & \text{if } F = \emptyset \text{ and } |\mathcal{P}_R| = 2
\end{cases}
\]

where \( \mathcal{P}_R_i \) is the pole-set of group \( R_i \), \( i = 1 \) or \( 2 \);

\( R_i^* \subseteq gSO(2)g^{-1} \) is the stabilizer subgroup (a line group) of \( R_i \) at \( x \);

\( \mathcal{P}_R_1 \cap ^* \mathcal{P}_R_2 = \{(p,n)| \gcd^*(|R_{c_1}^p|,|R_{c_2}^p|) = n > 1\} \);

\( \mathcal{P}_R_1 \cap _0 \mathcal{P}_R_2 = \{(p,n)|(p,n) \in \mathcal{P}_R_1 \cap ^* \mathcal{P}_R_2, p \in L_0\} \);

\( L \) is the line going through both \( F_{R_1} \) and \( F_{R_2} \), two distinct points,

\( L_0||L \) and \( s_0 \in L_0 \);

\( L_{p_1,p_2} \) is a line formed by a pair of antipodal poles \( p_1 \) and \( p_2 \);

\( t_F \) is a translation such that \( t_F(s_0) \in F \).

Proof:

1. Assume \( F \neq \emptyset \).

For all nontrivial rotations \( r \in R \), if there exists \( x \in F \) such that \( r(x) \neq x \) then

\( r \notin R_1 \cap R_2 = R \), because \( x \) belongs to both \( F_{R_1} \) and \( F_{R_2} \). Thus \( F \subseteq F_R \). Now let us choose \( s_0' \in F, s_0 = t_F(s_0) \), then we have \( R = t_F R_1 t_F^{-1}, R_1 = t_F R_1 t_F^{-1}, R_2 = t_F R_2 t_F^{-1} \) (Proposition 4.50). This means that it is equivalent to discuss the intersection of pole-sets on \( S_0 \) or, alternatively, on \( S_0' \) which is the translated unit sphere \( S_0 \) re-centered at \( s_0' \) (Figure 4.7).

1.a \( \mathcal{P}_R \)

If \((p,n) \in \mathcal{P}_R\) then \( |R_{c_1}^p| = n > 1 \). From Proposition 4.10 and Proposition 4.11, \( |R_{c_1}^p| = |R_{c_2}^{t_F(p)}| = |R_{c_1}^{t_F(p)} \cap R_{c_2}^{t_F(p)}| = \gcd^*(|R_{c_1}^{t_F(p)}|,|R_{c_2}^{t_F(p)}|) = n > 1 \) (Proposition 4.42). Using Proposition 4.10 once more, \( \gcd^*(|R_{c_1}^p|,|R_{c_2}^p|) = n > 1 \). Then \((p,n) \in \mathcal{P}_R \cap ^* \mathcal{P}_R_2 \) (Definition of \( \mathcal{P}_R \cap ^* \mathcal{P}_R_2 \)). Therefore \( \mathcal{P}_R \subseteq \mathcal{P}_R_1 \cap ^* \mathcal{P}_R_2 \).

If \((p,n) \in \mathcal{P}_R \cap ^* \mathcal{P}_R_2 \), then simply following the above arguments in reverse order one reaches the conclusion \((p,n) \in \mathcal{P}_R \). Thus \( \mathcal{P}_R_1 \cap ^* \mathcal{P}_R_2 \subseteq \mathcal{P}_R \).

This completes the proof that \( \mathcal{P}_R = \mathcal{P}_R_1 \cap ^* \mathcal{P}_R_2 \).
Figure 4.7: When $\mathcal{F} \neq \emptyset$, $R = t_{\mathcal{F}} R_{e_{1}} t_{\mathcal{F}}^{-1}$, $R_{1} = t_{\mathcal{F}} R_{e_{1}} t_{\mathcal{F}}^{-1}$ and $R_{2} = t_{\mathcal{F}} R_{e_{1}} t_{\mathcal{F}}^{-1}$.
1 b  $F_R$

If $|P_R| = 0$ then $R$ is the identity group (Proposition 4.41). By Definition 4.8, $F_R = \mathbb{R}^3$. This is true for both $F = \emptyset$ and $F \neq \emptyset$.

If $|P_R| = 2$ then $R$ is a line group (Proposition 4.41). Thus $P_R = \{(p_1, n), (p_2, n)\}$. $F_{R_c}$ is a line containing $p_1, p_2$, and $s_0$. That is $F_{R_c} = L_{p_1, p_2}$. By Proposition 4.9 $F = t_F(F_{R_c}) = t_F(L_{p_1, p_2})$ (Figure 4.7).

If $|P_R| > 2$ then $R$ is a point group (Proposition 4.41). Since $F \neq \emptyset$, there exists at least one $x \in F$, for all $r \in R, r(x) = x \implies x \in F_R$. So $F \subseteq F_R$. However since $R$ is a point group, $F_R$ is a single point set. Hence $F = F_R$.

2 Assume $F = \emptyset$.

If $R_1, R_2$ are both line groups, or $R_1$ is a line group and $R_2$ is a point group, then for all nontrivial rotations $r_1 \in R_1$, and all points $x \in F_{R_2}, r_1(x) \neq x$. This is because a rotation only leaves points on its axis of rotation pointwise fixed. By the definition of the fixed point set (Definition 4.8), no such $r_1$ is a member of $R_2$. Therefore $R_1 \cap R_2 = \{1\} \implies P_{R_1 \cap R_2} = \emptyset$. (We just completed the otherwise part for $P_R$).

If $R_1, R_2$ are both point groups then for all nontrivial rotations $r$ in $R, r(F_{R_1}) = F_{R_1}$ and $r(F_{R_2}) = F_{R_2}$. Therefore $r(L) = L$ where $L$ is the line determined by the two distinct points $F_{R_1}$ and $F_{R_2}$ (Figure 4.8). By Definition 4.8 $F_R = L$. Therefore $R$ will either be the identity group $\{1\}$ or a line group.

Now let $R = t_{R_1}t_1, R_1 = t_{R_1}t_1^{-1}, R_2 = t_{R_2}t_2^{-1}$. If $R$ is a line group then $P_R = P_{R_c} = \{(p_1, n_1), (p_2, n_2)\}$ and $F_{R_c}$ is a line determined by $p_1, p_2$ as shown in Figure 4.8.

For all $(p, n) \in P_{R_c}, |R_R^p| = n > 1$. Then $|R_R^p| = |R_{R_1}^p| = |R_{R_2}^p| = \gcd^*([R_{R_1}^p], [R_{R_2}^p]) = n > 1$. $R_{R_1}^p$ fixes both $F_{R_1}$ and $t(p)$, i.e. $L$. Thus $R_{R_1}^p = R_{R_2}^p = R_{R_1}^p$ and $R_{R_2}^p = R_{R_2}^p = R_{R_2}^p$ (Figure 4.8), and so $\gcd^*([R_{R_1}^p], [R_{R_2}^p]) = \gcd^*([R_R^p], [R_R^p]) = n > 1$.

Since $s_0 \in F_{R_c} = t^{-1}(F_R) = t^{-1}(L) = L_0$ and $p \in F_{R_c} = L_0, p \in L_0$. Thus $(p, n) \in P_{R_1} \cap_{L_0} P_{R_2}$. Therefore $P_R \subseteq (P_{R_1} \cap_{L_0} P_{R_2})$.

For all $(p, n) \in P_{R_1} \cap_{L_0} P_{R_2}$, following the above argument in reverse order one finds $(p, n) \in P_R$. Thus $(P_{R_1} \cap_{L_0} P_{R_2}) \subseteq P_R$.

Therefore $P_R = P_{R_1} \cap_{L_0} P_{R_2}$ as claimed. 

This is a very important proposition which demonstrates the interplay between algebra and geometry. Compared to translations, rotations vary with respect to position in Euclidean space. This proposition shows that the varieties of rotations can be captured by simple and static elements, $P$ and $F$, such that the intersection
Figure 4.8: $R = R_1 \cap R_2$ is a line group. All the rotations in $R$ fix both points $F_{R_1}$ and $F_{R_2}$. Thus they fix the line $\mathcal{L}$. So $F_R = \mathcal{L}$. 
computation of any rotation groups in \( \mathbb{R}^3 \) can be performed at the origin \( e_0 \).

4.4 TR Subgroups of \( E^+ \)

Now comes to the point that translational invariants and rotational invariants are combined to provide the geometric characterization for the TR subgroups of \( E^+ \).

Definition 4.54 TR subgroups of \( E^+ \)

A subgroup \( G \) of \( E^+ \) is a TR group iff \( G = TR = \{ tr | t \in T, r \in R \} \), where \( T \) is a translation subgroup and \( R \) is a rotation subgroup.

In the following, let \( G = TR \) be a TR group.

Lemma 4.55 \( G \cap T^3 = T \).

Proof:
If \( g \in G \cap T^3 \) then \( g = tr \) must be a translation, with \( t \in T, r \in R \). Then \( t^{-1}g = r \) should be a translation also. However, for \( r \in R \) to be both a rotation and a translation, there is only one possibility i.e. \( r = 1 \). Therefore \( g = t \in T \). So \( G \cap T^3 \subseteq T \).

If \( g \in T \) then \( g \) is a translation and \( g \in G \), i.e. \( g \in G \cap T^3 \). So \( T \subseteq G \cap T^3 \).

Therefore \( G \cap T^3 = T \). \( \square \)

Lemma 4.56 \( T \) is a normal subgroup of \( G \), i.e. \( T \triangleleft G \).

Proof:
For all \( r \in R \) and all \( t \in T, rtr^{-1} \in T \), because \( rtr^{-1} \) is a translation (Proposition 4.25) and it is in \( G \) (Lemma 4.55). Then \( rTr^{-1} \subseteq T \). For all \( g = tr \in G \), since \( T^3 \) is an abelian group, \( gTg^{-1} = trTr^{-1}t^{-1} = rTr^{-1} \subseteq T \). By the Definition of normal subgroup of a group (Definition 4.2), \( T \) is a normal subgroup of \( G \). \( \square \)

Proposition 4.57 \( G \) is the semidirect product \( T \rtimes \theta R \) where \( \theta(r) : t \mapsto rtr^{-1} \).

Proof:
Since \( T \) is a normal subgroup of \( G \), \( T \cap R = \{1\} \) and \( G = TR \), \( G \) is a semidirect product of \( T \) and \( R \) (Proposition 4.3). \( \square \)

Corollary 4.58 For all \( t \in T, TR = TtRt^{-1} \).
Proof:
This proof uses the previous results namely \( T \triangleleft G \) and \( G = T \times_\varnothing R \).

For all \( r \in R \) and for all \( t \in T \) there exists \( t' \in T \), such that \( trt^{-1} = tt'r \in TR \), i.e. \( tr = t'rt^{-1} \in TtRt^{-1} \). Therefore \( \forall t \in T, TR \subseteq TtRt^{-1} \). Now for all \( t', t \in T \) there exists \( t'' \in T \) such that \( t't'r = t't't''r \in T \). Therefore \( TtRt^{-1} \subseteq TR \). So we have \( TtRt^{-1} = TR \). \( \square \)

Proposition 4.59 If \( G = T_1R_1 = T_2R_2 \) then \( T_1 = T_2 = T \) and \( R_1 = tR_2t^{-1} \) for some \( t \in T^3 \).

Proof:

By Lemma 4.55, \( G \cap T^3 = T_1 = T_2 = T \).

From Proposition 4.35 we have \( R_1 = t_1R_{c_1}t_1^{-1}, R_2 = t_2R_{c_2}t_2^{-1} \) where \( R_{c_1}, R_{c_2} \) are subgroups of \( SO(3) \), \( t_1, t_2 \in T^3 \). Since \( TR_1 = TR_2 \Rightarrow Tt_1R_{c_1}t_1^{-1} = Tt_2R_{c_2}t_2^{-1} \).

For all \( r_{c_1} \in R_{c_1} \) there exist \( r_{c_2} \in R_{c_2}, t, t' \in T \) such that \( tr_{c_1}t_1^{-1} = t't_{c_2}t_2^{-1} \Rightarrow ttr_{c_1}t_1^{-1}r_{c_1} = t't_{c_2}t_2^{-1}r_{c_2} \). Since both \( r_{c_1}t_1r_{c_1}^{-1}, r_{c_2}t_2r_{c_2}^{-1} \in T^3 \) (Proposition 4.25), by Proposition 4.24 we can equate the rotational elements of both sides \( r_{c_1} = r_{c_2} \) \( \Rightarrow R_{c_1} \subseteq R_{c_2} \). Similarly, \( R_{c_2} \subseteq R_{c_1} \). Therefore \( R_{c_1} = R_{c_2} \Rightarrow P_{R_{c_1}} = P_{R_{c_2}} \) (Proposition 4.50). By Proposition 4.49 we have \( P_{R_1} = P_{R_2} \) and \( \exists t \in T^3 \) such that \( R_1 = tR_2t^{-1} \). \( \square \)

This proposition states that the representation of a TR group in terms of its maximal translation and rotation subgroups is unique up to the conjugation of its rotation subgroups by a translation \( t \) in \( T^3 \). Since Corollary 4.58 shows that in this representation \( R \) can be conjugated via all the \( t \in T \), the question to be asked now is whether \( t \) can be outside of \( T \). In the next section we shall see that if \( T \) is a continuous translation subgroup then \( t \in T \), otherwise \( t \) is not necessarily in \( T \) but in a form derived from the generator(s) of \( T \).

4.4.1 Translational Characteristic Invariant for TR subgroups

From the previous proposition we can conclude that since \( T \) is unique in \( G \), we can describe all the translations in \( G \) by characterizing \( T \) only. Therefore we have the following definition:

Definition 4.60 If \( G = TR \) is a TR group then the translational invariant \( T_G \) of \( G \) is defined to be the \( T \)-orbit of the origin \( s_0 \):

\[
T_G = T(s_0) = \{ t(s_0) | t \in T \}
\]
Let \( G = TR \) and \( R = trc t^{-1} \) where \( t \in T^3, R_c \subseteq SO(3) \).

**Proposition 4.61** Let \( R = trc t^{-1}, t \in T^3 \). \( G = TR \) is a group \( \Leftrightarrow^{(1)} \forall r \in R, r(t(T_G)) = t(T_G) \Leftrightarrow^{(2)} \forall r_c \in R_c, r_c(T_G) = T_G \). This property is called the TR-restriction.

**Proof:**

For each \( r \in R \) there exists \( r_c \in R_c \) such that \( r = trc t^{-1} \). Then \( r(t(s_0)) = trc t^{-1}(t(s_0)) = trc(s_0) = t(s_0) \).

\( \Rightarrow^{(1)} \) If \( G \) is a TR group then for all \( r \in R \),

\[
rt(T_G) = r(t(T(s_0))) = rT(t(s_0)) = rt'r^{-1}(t(s_0)) = rT(t(s_0)) = rTt'(s_0) = Tt'(s_0).
\]

\( \Rightarrow^{(2)} \) If \( \forall r \in R, r(t(T_G)) = t(T_G) \) then \( \exists r_c \in R_c \) such that \( r(tT_G) = trc t^{-1}(tT_G) = trc(T_G) = t(T_G) \Rightarrow r_c(T_G) = T_G \).

\( \Leftarrow^{(1)} \) Since for all \( r \in R, r(t(T_G)) = t(T_G) \) then \( rt(T(s_0)) = tT(s_0) \Rightarrow T(t(s_0)) = rT(t(s_0)) = rTt^{-1}(t(s_0)) \). For all \( t_r \in tr^{-1}, t \in T \) such that \( t_r(t(s_0)) = t'(t(s_0)) \). By Proposition 4.29 \( t_r = t' \Rightarrow tr^{-1}(s_0) \subseteq T \). Similarly, we can prove \( T \subseteq rtr^{-1} \). Therefore \( rtr^{-1} = T \). It can be easily verified that \( TR \) forms a group with \( T \) as its normal subgroup. By Proposition 4.57 \( G = TR \) is a TR group.

\( \Leftarrow^{(2)} \) If \( \forall r_c \in R_c, r_c(T_G) = T_G \) then \( r_c(T_G) = t^{-1}rt(T_G) = T_G \Rightarrow r(T) = t(T_G) \).

\( \square \)

Since in a TR group \( G = TR \), \( T \) can be discrete as well as continuous, the choices for \( T_G \) include planes, lines, parallel lines, parallel planes, one dimension lattices and two dimension lattices. When \( T_G \) is a one or two dimensional discrete grid (lattice), saying a rotation \( r \) is parallel or perpendicular to such a \( T_G \) means that \( r \) is parallel or perpendicular to the minimal manifold containing \( T_G \).

**Corollary 4.62** If \( \mathbb{R}^2 \neq T_G \neq \emptyset \) and \( |P_R| > 0 \) then for all \( r \in R \), either \( \bar{r}||t(T_G) \) or \( \bar{r} \perp t(T_G) \).

---

\(^4\) Although the three dimensional discrete translation group satisfies all the previous definitions and properties for TR groups, from now on we exclude it in our proofs since it is a special case for our purposes.
Proof:
It is clear that for the finite choices of \( T_G \) listed above the only nontrivial rotations \( r \in R \) such that \( r(t(T_G)) = t(T_G) \) have to be \( \bar{r} \parallel t(T_G) \) or \( \bar{r} \perp t(T_G) \) (Proposition 4.61). Similarly, we have \( \forall r_c \in R_c, \bar{r}_c \parallel T_G \) or \( \bar{r}_c \perp T_G \). \( \square \)

Lemma 4.63 If \( G = TR \) is a TR group and \( R = tR \in T^3, R \subseteq SO(3), t \in T^3 \) then \( \mathcal{F}_R \cap t(T_G) \neq \emptyset \).

Proof:
From the proof of Lemma 4.61 we have \( t(s_0) \in \mathcal{F}_R \), since \( s_0 \in T_G \Rightarrow t(s_0) \in t(T_G) \Rightarrow \mathcal{F}_R \cap t(T_G) \neq \emptyset \). \( \square \)

Proposition 4.64 If \( G = TR \) is a TR group, \( T \) is continuous, and \( g \in G \) is a nontrivial rotation, then \( g \in tRt^{-1} \), for some \( t \in T \).

Proof:
Since \( g = t_g \bar{r} \) for some \( t_g \in T, r \in R \) and \( g \) is a rotation in \( G \), then

1) \( \bar{g} \parallel \bar{r} \) and \( \theta_g = \theta_r \) (Corollary 4.32).

2) Let \( R = t_cR_c \in T^3 \). By the TR-restriction \( r(t_c(T_G)) = t_c(T_G) \). Since \( t_g \in T \), \( g(t_c(T_G)) = t_g r(t_c(T_G)) = t_g t_c(T_G) = t_c t_g(T_G) = t_c(T_G) \). Since \( T \) is continuous, \( T_G \) is a line or a plane. It must be true that \( \bar{r} \cap t_c(T_G) \neq \emptyset \) and \( \bar{g} \cap t_c(T_G) \neq \emptyset \).

Given the above constraints on \( g \) and \( r \), let us look into each case of \( T_G \) and \( r \):

- \( T_G \) is a line and \( \bar{g} \parallel T_G \). Since \( \bar{g} \parallel \bar{r} \), \( \bar{g} \parallel T_G \). Since \( g(t_c(T_G)) = t_c(T_G) \), \( \bar{g} = t_c(T_G) \).
  Therefore \( \bar{r} = \bar{g} \Rightarrow r = g \in R \).

- \( T_G \) is a line or a plane and \( \bar{r} \perp T_G \). Then \( \bar{g} \perp T_G \). Since \( \bar{g} \cap t_c(T_G) \neq \emptyset \) and \( T \) acts on \( t_c(T_G) \) transitively, there always exists \( t \in T \) such that \( \bar{g} = t(\bar{r}) \). By Corollary 4.32 \( g = trt^{-1} \in tRt^{-1} \).

- \( T_G \) is a plane and \( \bar{g} \parallel T_G \). So \( \bar{g} \parallel T_G \). Since \( g(t_c(T_G)) = t_c(T_G) \) and \( T_G \) is continuous, it must be true that \( \bar{g} \subset t_c(T_G) \), and also \( \bar{r} \subset t_c(T_G) \). Since \( T \) is continuous and \( T \) acts on \( t_c(T_G) \) transitively, there exists \( t \in T \) such that \( \bar{g} = t(\bar{r}) \). By Corollary 4.32 \( g = trt^{-1} \in tRt^{-1} \). \( \square \)

This proposition proves that when \( T \) is continuous any rotation in a TR group \( G \) must belong to some rotation group \( R' \) where \( G = TR' \). In another words, the set \( \{ trt^{-1} | t \in T, r \in R \} \) contains all the possible rotations in \( G \).
Proposition 4.65 Given $G = TR_1 = TR_2$, if $T$ is a continuous translation group then there exists $t \in T$ such that $R_1 = tR_2t^{-1}$.

Proof:

If $T \cong T^3$ then any translation $t$ such that $R_1 = tR_2t^{-1}$, $t \in T$. If $T = \{1\}$ then $R_1 = R_2$.

Now we consider $T \cong T^1$ and $T \cong T^2$ only.

From Proposition 4.64, we know that if $g \in G$ is a nontrivial rotation then $g \in t_1R_1t_1^{-1}$ and $g \in t_2R_2t_2^{-1}$ where $t_1, t_2 \in T$. Since by Proposition 4.59 there exists $t \in T^3$ such that $R_1 = tR_2t^{-1}$, $F_{R_1}, F_{R_2}$ are either both lines or both points of $\mathbb{R}^3$.

If $R_1, R_2$ are both line groups then $\bar{g} = F_{t_1R_1t_1^{-1}} = F_{t_2R_2t_2^{-1}} = t_1(F_{R_1}) = t_2(F_{R_2})$.

Thus $F_{R_1} = t_1^{-1}t_2(F_{R_2})$ and so $R_1 = t_1^{-1}t_2R_2t_2^{-1}t_1 = tR_2t^{-1}$ (Proposition 4.52).

If $R_1, R_2$ are point groups then $t_1(F_{R_1}) \not\subset \bar{g}$ and $t_2(F_{R_2}) \not\subset \bar{g}$. By the TR-restriction there are only two choices for $\bar{g}$, i.e. $\bar{g}||T_G$ or $\bar{g} \perp T_G$.

When $\bar{g}||T_G$, since $T$ is continuous there exists $t' \in T$ such that $F_{t_1R_1t_1^{-1}} = F_{t_2R_2t_2^{-1}} = t'(F_{R_2})$. Therefore $t_1(F_{R_1}) = t't_2(F_{R_2}) \Rightarrow R_1 = tR_2t^{-1}, t = t_1^{-1}t't_2 \in T$ (Proposition 4.52).

When $\bar{g} \perp T_G$, assuming there exists $t \perp T_G$ and $t \neq 1$ such that $t_1(F_{R_1}) = t_1t_2(F_{R_2})$ (Figure 4.9). Obviously $t \not\in T$. Let $R'_1 = t_1R_1t_1^{-1}, R'_2 = t_2R_2t_2^{-1}$. For each nontrivial rotation $r_1 \in R'_1$ there exists $r_2 \in R'_2$ such that $r_1 = t_1r_2t_2^{-1} \Rightarrow r_1r_2^{-1} \perp t_1(t_2r_2^{-1})$. Thus both sides are translations in $T$ (Lemma 4.55). If $T_G$ is a line and $r_1 \perp T_G$ (since $R_1, R_2$ are point groups), or $T_G$ is a plane where $r_1$ has to be $r_1||T_G$, then $\theta_{r_1} = \theta_{r_2}$ has to be $\pi$ (TR-restriction). Then $t_1(r_2t_2^{-1}r_2^{-1}) = 2t_1 \not\in T$, a contradiction. If $T_G$ is a line and $r_1||T_G$ then $t_1(r_2t_2^{-1}r_2^{-1}) \perp T$ and thus $t \not\in T$ unless $\theta_{r_1} = \theta_{r_2} = 0$, a contradiction. Therefore, $r_1 = 1$ and so $t_1(F_{R_1}) = t_2(F_{R_2}) \Rightarrow F_{R_1} = t_1^{-1}t_2(F_{R_2})$. By Proposition 4.52 $R_1 = t_1^{-1}t_2R_2t_2^{-1}t_1 = tR_2t^{-1}$ where $t = t_1^{-1}t_2 \in T$.

\[\Box\]

When $T$ is a discrete translation group, there are cases where $g$ is a rotation in $G$, but $g \not\in R_1$ for any rotation subgroup $R_1$ such that $G = TR_1$. Therefore it is not sufficient to characterize $R_1$ only. Figure 4.10 taken from [75] illustrates the unit lattices of seventeen two dimensional Crystallographic groups. A diamond shaped symbol denotes a 2-fold rotation symmetry, a square denotes a 4-fold rotation etc. The Crystallographic group $p_4$, the symmetry group of a two-dimensional lattice generated by a square lattice unit, is an example in which the two-fold rotations about the mid-point of each edge of a unit lattice are in none of the rotation subgroups $R_i$ of $G = TR_i$, rather, they are products from distinct $R_i$s.
Figure 4.9: When $R_1, R_2$ are both point groups and $\bar{g} \perp T_G$. 
Figure 4.10: The seventeen two-dimensional Crystallographic groups
4.4.2 Crystallographic Groups

The observation in the previous section on discrete TR groups calls for a more elaborate characterisation for the rotational symmetry of Crystallographic groups. Fortunately, such groups have been carefully studied (see [40, 75, 76]). A Frieze is a pattern which is invariant under all multiples of just one translation. The associated symmetry groups (the set of all isometries which map the pattern onto itself [75]) are commonly called frieze groups. Patterns that are invariant under linear combinations of two linearly independent translations repeat at regular intervals in two directions and their symmetry groups are often termed wallpaper groups or plane groups. Similarly, if there are three independent translations, the associated symmetry groups are called space groups. These three types of groups form the basic set of Crystallographic groups. Due to the famous Crystallographic restriction, the only possible $n$-fold rotational symmetries in Crystallographic groups are when $n = 1, 2, 3, 4, 6$. Only a finite number of essentially distinct Crystallographic groups exist. There are seven frieze groups in a plane, seventeen wallpaper groups, and 230 space groups [27, 32].

Since we are interested in those symmetry groups that act on a pattern in the three dimension Euclidean space, the behavior of the Frieze groups and the plane groups should be re-examined in 3-space. These groups have been traditionally studied on a static plane as planar mixed polarity groups or black-white groups [76]. TR groups only include those Crystallographic groups which can be represented as a semidirect product of a translation subgroup $T$ and a rotation subgroup $R$. Those Crystallographic groups with reflections, glide-reflections and glide-rotations as generators are excluded. Table 4.1 gives all the TR Crystallographic groups from an exhaustive counting of the $7 + 17 = 24$ one-dimensional two-sided infinite Crystallographic groups and $17 + 46 = 63$ two-dimensional two-sided infinite Crystallographic groups\(^5\). We have omitted those black-white groups which have the same color on both sides because they have the principal-plane reflection symmetries as their generators. Therefore the total number of one and two dimensional TR Crystallographic groups is $4 + 12 = 16$. Space Crystallographic groups contribute to the TR groups 12 more besides the 12 plane ones, giving a total of 24 (Table 4.2).

In [75] seventeen plane Crystallographic groups are discussed. Figure 4.10 from

\(^5\)Note, three out of the four one-dimensional TR Crystallographic groups in Table 4.1 have the same labelings as some members of the two-dimensional TR Crystallographic groups, however they are different groups.
Table 4.1: The TR subgroups in one and two dimensional Crystallographic Groups

<table>
<thead>
<tr>
<th>Crystallographic Groups</th>
<th>Freize Group (1D)</th>
<th>Wallpaper Group (2D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Polar ones</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(on a fixed plane)</td>
<td>7</td>
<td>17</td>
</tr>
<tr>
<td>The TR ones</td>
<td>(p_1, p_{112})</td>
<td>(p_1, p_2, p_3, p_4, p_6)</td>
</tr>
<tr>
<td>Mixed polar ones</td>
<td>17</td>
<td>46</td>
</tr>
<tr>
<td>(on a flipping plane)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The TR ones</td>
<td>(p_{121}, p_{211}, p_{222})</td>
<td>(p_{121}, c_{121}, p_{222}, c_{222})</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(p_{422}, p_{312}, p_{321}, p_{622})</td>
</tr>
<tr>
<td>Notes</td>
<td>(p_{121} = p_{112})</td>
<td>(p_2) has two forms</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(p_{112} = p_{121})</td>
</tr>
<tr>
<td>Total in TR</td>
<td>4</td>
<td>5 + 7 = 12</td>
</tr>
</tbody>
</table>

Table 4.2: The TR subgroups in three dimensional Crystallographic Groups

<table>
<thead>
<tr>
<th>Crystallographic Group</th>
<th>Space groups (3D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Number</td>
<td>230</td>
</tr>
<tr>
<td>The TR ones</td>
<td>(P_{432}, P_{23}, B_{112}, F_{23}, F_{222}) (I_{222}, I_{23}, I_{4}, I_{422}, R_{3}, F_{432}, I_{432})</td>
</tr>
<tr>
<td>Notes</td>
<td>plus all the 2D ones by adding one translation (\perp) to the plane</td>
</tr>
<tr>
<td>Total in TR</td>
<td>24</td>
</tr>
</tbody>
</table>
Figure 4.11: The Crystallographic group $p4$ characterised by $\mathcal{F}_R$ and $\mathcal{P}_R$.

[75] shows the complete symmetries for each primitive cell (lattice unit or unit cell) of the seventeen possible one-sided plane patterns. Usually a primitive cell is chosen with centers of highest order of rotation at the vertices. A set of figures similar to Figure 4.10 can be given for the Freize groups as well [77]. All the possible rotations can be represented explicitly in a primitive cell and then translated all over the space/plane/line. Furthermore, rotations in each primitive cell can be generated by a generating region (also called asymmetric unit, fundamental region or fundamental domain) which can be even smaller than the primitive cell itself. A generating region is the smallest region of the plane (line) whose images under the full symmetry group of the lattice cover the whole plane (line). For example, Figure 4.11 shows that only a quarter of the primitive cell is chosen as the generating region of $p4$, one of the wallpaper groups. In order to capture all the rotations in a TR Crystallographic group $G = TR$ we need to make those rotations of $G$ which neither belong to $R$ nor
to any conjugate of \( R \) through \( t \in T \) explicit. Since we use a fixed point set and a pole-set to represent a rotation group, one obvious way to achieve this is to extend the pole-set \( \mathcal{P}_R \) and fixed point set \( \mathcal{F}_R \) for a single rotation group \( R \) to those for a set of rotation subgroups within the generating region of \( \mathcal{F}_{all} \), the fixed point sets of all the rotation subgroups in \( TR \). \( \mathcal{F}_{all} \) is usually denser than the corresponding translational invariant.

According to the convention of primitive cell in a Crystallographic group \( G = TR \), \( R \) always appears at a corner of a unit lattice. Let \( \tilde{R} \) denote the set of rotation subgroups in the generating region of which \( R \) is located at the lower left corner:

\[
\mathcal{F}_{\tilde{R}} = \{ \mathcal{F}_{R_1}, \ldots, \mathcal{F}_{R_n} \}, \mathcal{P}_{\tilde{R}} = \{ \mathcal{P}_{R_1}, \ldots, \mathcal{P}_{R_n} \}
\]

The essence of number \( n \) here is that \( \mathcal{F}_{\tilde{R}} \) contains those and only those points (lines) which are not in the same \( T \) orbit of \( \mathcal{F}_{all} = T(\mathcal{F}_{\tilde{R}}) \). In the one dimensional case there are only two distinct \( T \) orbits \( n = 2 \). There are four distinct \( T \) orbits in the generating region of \( p4 = TR \) therefore \( \mathcal{F}_{\tilde{R}} \) contains four fixed point sets and \( \mathcal{P}_{\tilde{R}} \) contains four pole-sets correspondingly (Figure 4.11). Since the number of Crystallographic groups is finite and their \( \mathcal{F}_{all} \) are known, \( \mathcal{F}_{\tilde{R}} \) can be determined constructively.

**Lemma 4.66** If \( g \in G = TR \) is a rotation and \( T \) is discrete then \( g \in t\tilde{R}t^{-1} \) for some \( t \in T \).

**Proof:**

If \( g \in G = TR \) is a rotation then \( \bar{g} \cap T(\mathcal{F}_{\tilde{R}}) \neq \emptyset \) (by the definition of \( T(\mathcal{F}_{\tilde{R}}) \)). Then there exists at least one \( t \in T \) such that \( \bar{g} \cap t(\mathcal{F}_{\tilde{R}}) \neq \emptyset \). If \( g \notin t\tilde{R}t^{-1} \) then \( g \notin G \), a contradiction. Therefore \( g \in t\tilde{R}t^{-1} \). \( \square \)

**Definition 4.67** A group \( T \) acts on a discrete set of points \( D \) transitively in terms of \( \mathcal{F} \) means that if for \( S_1, S_2 \subset D \), there exist \( t_1, t_2 \in T^3 \) such that \( S_1 = t_1(\mathcal{F}), S_2 = t_2(\mathcal{F}) \), then there exists \( t \in T \) such that \( S_1 = t(S_2) \).

Let \( t' = 1 \) or

\[
t' = \sum \frac{t_i}{n}. \tag{4.2}
\]

Here \( \sum \) denotes the collective composition of translations, \( t_i \) represents the discrete generator(s) of \( T \), and \( n = 2 \) or \( 3 \) depending on which of the 16 TR Crystallographic groups together with the parallel-line and parallel-plane groups is under consideration.
Fact: If $G = TR$, and $T$ is discrete, then $F_R$ and $t'$ can be so chosen such that the group $< t, t' >$ acts on $F_{all} = T(F_R)$ transitively in terms of $F_R$.

In the next two lemmas and one proposition, $t'$ represents the translation defined in equation 4.2.

**Lemma 4.68** If $G = T_1R_1 = T_2R_2$ and $T$ is discrete then $R_1 = tt'R_2(tt')^{-1}$ where $t \in T$.

**Proof:**

Using the above fact, there exist $t \in T$ and $t'$ defined in equation 4.2 such that

$$F_{R_1} = tt'(F_{R_2}) \Rightarrow F_{R_1} = F_{R_2}.$$ Thus $R_1 = tt'R_2(tt')^{-1}$. □

**Lemma 4.69** If $G = TR$ and $T$ is discrete then $T(F_R) = T(t'(F_R))$.

**Proof:**

When $t' = 1$, $T(F_R) = T(t'(F_R))$.

Suppose $T$ is a one dimensional discrete translation group with generator $t_0$. $G$ has $F_R = \{a, b\}$ for some $\{a, b\}$ for which $a = t'(b)$ where $t' = \frac{1}{2}t_0$. Hence $t'^2 \in T$ The $T$ orbit of the fixed point set is $T(F_R) = T(\{a, b\}) = T(\{a, t'(a)\})$. Here $\{T(a)\}$ and $\{T(b)\} = \{t'(a), t'(b)\}$ are two disjoint $T$ orbits. Now, $T(t'(F_R)) = T(\{t'(a), t'(b)\}) = \{t' \circ T(a)\} \cup \{T(t'(a))\} = \{t' \circ T(a)\} \cup \{T(a)\}$ where $T(\{a, b\}) = T(\{b, a\}) = T(F_R)$.

When $T$ is a two dimensional discrete translation group the proof can be carried out in a similar manner. For some of these groups $t'$ is always the identity. For example, $p6 = TR_1 = TR_2$ then $R_1 = tR_2t^{-1}, t \in T$. For others such as $p3$ and $p4$, there are cases $t' \neq 1$, and there can be more than one form ($p3$ has $n = 3$ and there are two different forms of $t'$). For each form of $t'$, it can be shown that $T(F_R) = T(t'(F_R))$. □

**Proposition 4.70** If $G = TR_1 = TR_2$ then $T(F_{R_1}) = T(F_{R_2})$

**Proof:**

When $T$ is continuous, there exists $t \in T$, such that $R_1 = tR_2t^{-1}$ (Proposition 4.65). By Proposition 4.9, $F_{R_1} = tF_{R_2} \Rightarrow T(F_{R_1}) = T(tF_{R_2}) = T(F_{R_2})$.

When $T$ is discrete, $F_{R_1}$ represents the fixed point sets in the generating region denoted by $R_1$, as does $F_{R_2}$. By Lemma 4.68 and Proposition 4.9, $F_{R_1} = t'(F_{R_2})$ where $t \in T$. Then $T(t'(F_{R_2})) = T(t'(F_{R_2})) = T(F_{R_1})$ (Lemma 4.69). Therefore $T(F_{R_1}) = T(F_{R_2})$.

This leads us to the following definition.
4.4.3 Rotational Characteristic Invariants for TR subgroups

Definition 4.71 The rotational invariant of a TR group \( G = TR \) is defined to be the pair

\[ (\mathcal{F}_G, \mathcal{P}_G) = (T(\mathcal{F}_R), \mathcal{P}_R) \]

When \( T \) is a discrete group, \( \mathcal{F}_R \) and \( \mathcal{P}_R \) should be understood as the fixed point set and pole-sets of the rotation subgroups in the generating region denoted by \( R \). This interpretation is actually a more general concept since when \( T \) becomes continuous, i.e. the distance between the discrete lattice points becomes infinitely small, a pole structure, usually bearing several pole-pierced unit spheres, shrinks into one unit sphere at the origin.

This definition differs from that of rotational characteristic invariants for rotation groups in that the fixed-point set is moved around in \( \mathbb{R}^3 \) by the translation subgroup of \( G \). For example, the rotation symmetry group of an infinite cylinder \( G_{cyl} = T_1R_{cyl} \) has rotations about the central axis as well as 180° rotations about any axis perpendicular to and intersecting with the central axis. These rotations are not restricted to be around \( s_0 \) only but can 'take a ride' on the translations in \( G \) to anywhere in \( T(\mathcal{F}_R) \), as shown in Figure 4.12 (compare with Figure 4.6).

Next we prove the one-to-one correspondence between the TR groups and their characteristic invariants just defined.

Theorem 4.1 \( f : \{ G = TR \} \rightarrow \{ (\mathcal{T}_G, (\mathcal{F}_G, \mathcal{P}_G)) \} \) is an injection.

Proof:

Let \( G_1 = T_1R_1, G_2 = T_2R_2 \). Given \( (\mathcal{T}_{G_1}, (\mathcal{F}_{G_1}, \mathcal{P}_{G_1})) = (\mathcal{T}_{G_2}, (\mathcal{F}_{G_2}, \mathcal{P}_{G_2})) \); we are going to prove that \( G_1 = G_2 \).

Since \( \mathcal{T}_{G_1} = \mathcal{T}_{G_2} \), for all \( t_1 \in T_1, t_1(\mathcal{T}_{G_2}) = \mathcal{T}_{G_2} \). By Proposition 4.30 \( t_1 \in T_2 \).

Thus \( T_1 \subseteq T_2 \). Similarly, \( T_2 \subseteq T_1 \). Therefore \( T_1 = T_2 = T \).

Since \( \mathcal{P}_{R_1} = \mathcal{P}_{R_2} \), by Proposition 4.49, there exists a translation \( t_0 \) such that \( R_1 = t_0R_2t_0^{-1} \). So \( TR_1 = Tt_0R_2t_0^{-1} = t_0(TR_2)t_0^{-1} \). We have shown that \( G_1 \) and \( G_2 \) are at least conjugate with each other.

When \( T \) is a continuous subgroup of \( T^3 \), \( \mathcal{F}_{R_1}, \mathcal{F}_{R_2} \) are either two points or two parallel lines in \( \mathbb{R}^3 \). From \( T(\mathcal{F}_{R_1}) = T(\mathcal{F}_{R_2}) \), it follows that there exists \( t \in T \) such that \( \mathcal{F}_{R_1} = t(\mathcal{F}_{R_2}) \). By Proposition 4.50 \( R_1 = tR_2t^{-1} \). By Corollary 4.58 \( G_1 = TR_1 = TtR_2t^{-1} = TR_2 = G_2 \).
Figure 4.12: Rotation symmetries for an infinite cylinder: $S_0$ can be moved along $T(F_{R_{cyl}})$. 
Figure 4.13: \( G_1 = TR_1 = TR_2 \). Since \( \mathcal{F}_{R_1} \) and \( \mathcal{F}_{R_2} \) each denotes a set of 4 points (lines), from \( T(\mathcal{F}_{R_1}) = T(\mathcal{F}_{R_2}) \) it is not necessarily true that there exists \( t \in T \) such that \( \mathcal{F}_{R_1} = t(\mathcal{F}_{R_2}) \). Here \( t_1, t_2 \) are generators of \( T \).

When \( T \) is a discrete subgroup of \( \mathbb{T}^3 \), however, it is not necessarily true that there exists \( t \in T \) such that \( \mathcal{F}_{R_1} = t(\mathcal{F}_{R_2}) \) (Figure 4.13). Since \( \mathcal{F}_{R_1} = t \mathcal{F}_{R_2} \), where \( t \in T, t' \) is defined in expression 4.2, \( R_1 = t' R_2 (t t')^{-1} \) (Proposition 4.50). By Lemma 4.68 and Corollary 4.58, \( G_1 = TR_1 = T t' R_2 t' t^{-1} = TR_2 = G_2 \) \( \Box \)

This Theorem justifies that there exists a bijection \( \beta : \{G\} \rightarrow \{T_G, (\mathcal{F}_G, P_G)\} \)

**Definition 4.72** Let \( G_1, G_2 \) be TR groups. The distance of TR groups is defined as

\[
\text{dist}(G_1, G_2) = \text{dist}(\mathcal{F}_{G_1}, \mathcal{F}_{G_2}) = \bigwedge_{s_1 \in \mathcal{F}_{G_1}, s_2 \in \mathcal{F}_{G_2}} \text{dist}(s_1, s_2).
\]

**Lemma 4.73** If \( G_1 = T_1 R_1, G_2 = T_2 R_2 \) are TR groups then there exist \( t_1 \in T_1, t_2 \in T_2 \) such that \( \text{dist}(G_1, G_2) = \text{dist}(\mathcal{F}_{t_1 R_1 t_1^{-1}}, \mathcal{F}_{t_2 R_2 t_2^{-1}}) \).
Proof:

From Definition 4.72 \( \text{dist}(G_1, G_2) = \text{dist}(T_1(F_{R_1}), T_2(F_{R_2})) \). Let \( \text{dist}(G_1, G_2) = \text{dist}(s_1, s_2) \) where \( s_1 \in T_1(F_{R_1}) \) and \( s_2 \in T_2(F_{R_2}) \). There must exist \( t_1 \in T_1, t_2 \in T_2 \) such that \( s_1 \in t_1(F_{R_1}) = F_{t_1R_1t_1^{-1}} \subseteq T_1(F_{R_1}), s_2 \in t_2(F_{R_2}) = F_{t_2R_2t_2^{-1}} \subseteq T_2(F_{R_2}) \). Therefore \( \text{dist}(F_{t_1R_1t_1^{-1}}, F_{t_2R_2t_2^{-1}}) = \text{dist}(G_1, G_2) \) (Lemma 4.13).

4.4.4 TR Group Intersection

Theorem 4.2 If \( G_1 = T_1R_1, G_2 = T_2R_2 \) and \( \text{dist}(G_1, G_2) = \text{dist}(R_1, R_2) \) (By Lemma 4.73 such \( R_1, R_2 \) exist) then \( G_1 \cap G_2 = \overline{\beta^{-1}(T_1 \cap T_2)}(F_{R_1 \cap R_2}, \mathcal{P}_{R_1 \cap R_2}) \).

Proof:

It is obvious that every \( g \in (T_1 \cap T_2)(R_1 \cap R_2) \) is a member of \( G_1 \cap G_2 \). So we have \( (T_1 \cap T_2)(R_1 \cap R_2) \subseteq G_1 \cap G_2 \).

Now we prove the other inclusion \( G_1 \cap G_2 \subseteq (T_1 \cap T_2)(R_1 \cap R_2) \):

A nontrivial member \( g = t\overline{r} \) of \( G_1 \cap G_2 \) can be one of the three kinds of isometries: a translation, a rotation or a screw motion, i.e. \( t||\overline{r} \).

If \( g \in G_1 \cap G_2 \) is a translation then \( g \in T_1 \) and \( g \in T_2 \) so \( g \in T_1 \cap T_2 \).

If \( g \) is a rotation then there exist \( t_1 \in T_1, t_2 \in T_2 \) such that \( g \in t_1\overline{r}_1t_1^{-1} \cap t_2\overline{r}_2t_2^{-1} \) (Lemma 4.66 and Lemma 4.64). If one of \( T_1, T_2 \) is \( \{1\} \) then \( g \in R_1 \cap R_2 \).

When \( T_1 \) and \( T_2 \) are both continuous, \( g \in t_1R_1t_1^{-1} \cap t_2R_2t_2^{-1} \) (Lemma 4.64). Then for some \( r_1 \in R_1, r_2 \in R_2, g = t_1r_1t_1^{-1} = t_2r_2t_2^{-1} \). By Proposition 4.31 \( g||\overline{r}_1||\overline{r}_2 \) and \( \theta_g = \theta_{r_1} = \theta_{r_2} \).

If \( \text{dist}(G_1, G_2) = 0 \) then \( \text{dist}(R_1, R_2) = 0 \Rightarrow F_{R_1} \cap F_{R_2} \neq \emptyset \Rightarrow \overline{r}_1 \cap \overline{r}_2 \neq \emptyset \) thus \( r_1 = r_2 \Rightarrow r_1 = r_2 \in R_1 \cap R_2 \), and so \( t_1 = t_2 = t \in T_1 \cap T_2 \). Therefore \( g \in tR_1t^{-1} \cap tR_2t^{-1} = t(R_1 \cap R_2)t^{-1} \).

If \( \text{dist}(G_1, G_2) > 0 \) i.e. \( T_1(F_{R_1}) \cap T_2(F_{R_2}) = \emptyset \) then \( \text{dist}(R_1, R_2) > 0 \). Obviously, neither of \( T_1, T_2 \) is isomorphic to \( T^3 \) so \( T \) is either a line or a plane. In order to have a nontrivial rotation in \( t_1R_1t_1^{-1} \cap t_2R_2t_2^{-1}, t_1R_1t_1^{-1} \) and \( t_2R_2t_2^{-1} \) both have to be point groups (recall the proof in Proposition 4.53). Thus \( t_1(F_{R_1}) \in \overline{g}, t_2(F_{R_2}) \in \overline{g} \). By the TR-restriction, if \( g||T_1 \) then \( g \in T_1(F_{R_1}) \Rightarrow t_2(F_{R_2}) \in T_1(F_{R_1}) \Rightarrow t_1(F_{R_1}) \cap T_2(F_{R_2}) \neq \emptyset \), a contradiction. Similarly, it can be shown for \( g||T_2 \). If \( g \perp T_1 \) and \( g \perp T_2 \) then \( g \perp T_1(F_{R_1}), g \perp T_2(F_{R_2}) \) and \( g \cap T_1 = t_1(F_{R_1}), g \cap T_2 = t_2(F_{R_2}) \) (Figure 4.14). This implies \( \text{dist}(T_1(F_{R_1}), T_2(F_{R_2})) = \text{dist}(t_1(F_{R_1}), t_2(F_{R_2})) = \text{dist}(G_1, G_2) = \text{dist}(F_{R_1}, F_{R_2}) \) (Definition 4.12) (Figure 4.14). It follows then \( t_1 = t_2 = t \in T_1 \cap T_2 \Rightarrow g \in (T_1 \cap T_2)t(R_1 \cap R_2)t^{-1} \).
Figure 4.14: When $R_1, R_2$ are both point groups and $\bar{g} \perp T_G$. 
From $g \in (T_1 \cap T_2)t(R_1 \cap R_2)t^{-1}$, it follows that $G_1 \cap G_2 \subseteq (T_1 \cap T_2)t(R_1 \cap R_2)t^{-1}$ $\Rightarrow$ $G_1 \cap G_2 = (T_1 \cap T_2)t(R_1 \cap R_2)t^{-1}$. By Corollary 4.58 $G_1 \cap G_2 = (T_1 \cap T_2)(R_1 \cap R_2)$.

When one of $T_1, T_2$ is discrete, a proof to the above can be given. The only difference is that a single rotation group $R_1$ or $R_2$ is replaced by a set of rotation groups in the generating region, namely $\tilde{R}_1, \tilde{R}_2$.

When both $T_1, T_2$ are discrete, for instance when both are one dimensional discrete groups, then $T_{G_1}, T_{G_2}$ are both one dimensional lattices. Due to the TR-restriction, there are only three possible cases for $g$ to be a nontrivial rotation: $\tilde{g}_||T_{G_1}$ and $\tilde{g}_||T_{G_2}$; $\tilde{g}_\perp T_{G_1}$ but $\tilde{g}_\perp T_{G_2}$ (or vice versa); and $\tilde{g}_\perp T_{G_1}$ and $\tilde{g}_\perp T_{G_2}$, as shown in Figure 4.15. Since $\text{dist}(R_1, R_2) = \text{dist}(G_1, G_2)$,

- case 1 and case 2: it has to be true that $g \in R_1 \cap R_2$. 

Figure 4.15: When $T_1, T_2$ are both one dimensional discrete groups.
• case 3: since \( \text{dist}(t_1R_1t_1^{-1}, t_2R_2t_2^{-1}) = \text{dist}(R_1, R_2) \), either \( t_1 = t_2 = 1 \) or \( t_1 = t_2 = t^n = t' \). Here \( n \) is an integer and \( t = \text{lcm}(t_{01}, t_{02}) \), the least common multiple for the norms of the generators \( t_{01}, t_{02} \) of \( T_1 \) and \( T_2 \) respectively. Therefore \( g \in t'(R_1 \cap R_2)t'^{-1} \Rightarrow g \in (T_1 \cap T_2)(R_1 \cap R_2) \).

The basic arguments are the same while the dimensions of \( T_1, T_2 \) increase.

If \( g \) is a screw motion then \( g = t_1r_1 = t_2r_2 \) where \( t_1 \in T_1, r_1 \in R_1, t_2 \in T_2, r_2 \in R_2 \) and \( r_1||t_1, r_2||t_2 \). Then we have \( t_2^{-1}t_1 = r_2r_1^{-1} \in T^3 \). Since \( t_2^{-1}t_1 \) is a translation perpendicular to the translation \( r_2r_1^{-1} \), for two such translations to be equal is to let both be 1. Therefore \( t_2^{-1}t_1 = 1 \Rightarrow t_1 = t_2 \) and \( r_2r_1^{-1} = 1 \Rightarrow r_1 = r_2 \). Therefore \( g \in (T_1 \cap T_2)(R_1 \cap R_2) \Rightarrow G_1 \cap G_2 \subseteq (T_1 \cap T_2)(R_1 \cap R_2) \).

Thus \( G_1 \cap G_2 = (T_1 \cap T_2)(R_1 \cap R_2) \). Clearly, \( \beta^{-1}(T_{T_1} \cap T_{T_2}, (\mathcal{F}_{R_1} \cap R_2, \mathcal{P}_{R_1} \cap R_2)) = (T_1 \cap T_2)(R_1 \cap R_2) \) (Theorem 4.1). Therefore \( G_1 \cap G_2 = \beta^{-1}(T_{T_1} \cap T_{T_2}, (\mathcal{F}_{R_1} \cap R_2, \mathcal{P}_{R_1} \cap R_2)) \). □

4.5 An Algorithm Outline for TR Group Intersection

Based on the Theorems in the previous section, we have implemented a TR group intersection algorithm using characteristic invariants\(^6\). The diagram of the algorithm is shown in Figure 4.16. The current implemented version\(^7\) has asymptotic time complexity \( O(n^2) + O_E(b \log^2 b \log \log b) \) where \( n \) is the number of poles, and \( O_E(b \log^2 b \log \log b) \) is the order of magnitude for computing the greatest common divisor under the bitwise computation model. The only case where \( n \) can be arbitrarily large is when one of the groups is a dihedral group. However this case can be taken care of by using generator representations for the poles of dihedral groups.

Figure 4.16 illustrates the outline of the TR group intersection algorithm. Note, the subcases for computing the fixed point set \( \mathcal{F} \) is not listed in Figure 4.16 but can be found in great detail in Proposition 4.53.

Propositions 4.35 and 4.37 establish the justification for canonical representation of each TR groups, which has been used in the implementation of the algorithm.

\(^6\)Actually, the algorithm was implemented long before the proofs were done

\(^7\)This version does not yet include the Crystallographic groups. For an algorithm outline dealing with the intersection of Crystallographic groups see Appendix D.
\[ \beta(G1) = \{ T_{G1}, \{ \mathcal{F}_{a1}, P_{a1} \} \} \]
\[ \beta(G2) = \{ T_{a2}, \{ \mathcal{F}_{a2}, P_{a2} \} \} \]

\[ \mathcal{F}_{a1} \cap \mathcal{F}_{a2} = \emptyset \]

\[ \begin{align*}
P_{a1} & \cap^* P_{a2} \\
P_{a1} & \cap_{co} P_{a2}
\end{align*} \]

\[ \beta^{-1}(T_{a1} \cap T_{a2}) = \beta^{-1}(T) \]

\[ \beta^{-1}(P, \mathcal{F}) \]

\[ \mathcal{F} \]

\[ R \]

\[ \beta^{-1}(\{ \mathcal{F}, P \}) = TR \]

\[ G1 \cap G2 \]

Figure 4.16: The outline of the TR group intersection algorithm
4.6 Summary

In this chapter we have studied a particular family of subgroups of the proper Euclidean group $\mathcal{E}^+$, namely the TR subgroups. The main results include:

a) We defined TR subgroups of $\mathcal{E}^+$ as $G = TR$ where $T$ is a translation subgroup and $R$ is a rotation subgroup. The relative independence of the translations and rotations of the TR group gives us the freedom to characterise translations and rotations separately. The only symmetry group we are interested that cannot be represented as a TR group is the symmetry group of a screw, in which translations are not independent from rotations (see $G_\text{screw}$ in Table 3.1). We have, however, included the screw group as a 'black sheep' of the family in our planning system.

b) We defined characteristic invariants for TR groups and proved their one-to-one correspondence. This brings the geometric aspect of the TR groups to the foreground for computational purposes, while still preserving their algebraic nature.

c) We proved that the intersection of TR groups can be obtained from the calculation of their characteristic invariants, thus justifying an efficient TR group intersection algorithm.
CHAPTER 5
AN ASSEMBLY PLANNING SYSTEM $\mathcal{A}3$

"The first thing I've got to do", said Alice to herself, as she wandered about in the wood, "is to grow to my right size again, and the second thing is to find my way into that lovely garden I think that will be the best plan."

*It sounded an excellent plan, no doubt, and very neatly and simply arranged: the only difficulty was, that she had not the smallest idea how to set about it ...*

Lewis Carroll, Alice's Adventures in Wonderland

Each assembly part treated in this work is assumed to be a three dimensional rigid body\textsuperscript{1}. Figure 5.1 gives an overview of the assembly planning system $\mathcal{A}3$. There are two kinds of inputs to $\mathcal{A}3$:

- complete knowledge of the nominal geometry and topology of each body involved in the assembly, provided by the geometric solid modeller PADL2 [11] (Appendix E).

- kinematic constraints provided by the user. A constraint is a required relationship among one, two or more entities Some typical constraints are shown in Table 5.1. Users can specify the relationships among bodies only without mentioning how exactly body features are related. Constraints upon the order of the assembly operations which establish these relationships can also be given.

From these inputs $\mathcal{A}3$ proceeds in three stages:

- stage one: proposing possible assembly configurations;

- stage two: checking the feasibility of each assembly configuration;

- stage three: disassembling each feasible assembly configuration.

\textsuperscript{1}A mathematical abstraction, defined as a continuum for which the distance between any pair of its points remains unchanged [2] under any physically possible motion.
Figure 5.1: An overview of KA3 system
Table 5.1: Some typical constraints given by users

<table>
<thead>
<tr>
<th>Rel</th>
<th>entities</th>
<th>nature</th>
<th>definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>fit</td>
<td>(body1,body2) or (f1.of.b1,f2.of.b2)</td>
<td>kinematic</td>
<td>area contact</td>
</tr>
<tr>
<td>mesh</td>
<td>(body1,body2) or (gear1.of.b1,gear2.of.b2)</td>
<td>functional</td>
<td>teeth meshed into each other</td>
</tr>
<tr>
<td>before</td>
<td>(Rel1,Rel2)</td>
<td>temporal</td>
<td>establish Rel1 before Rel2</td>
</tr>
</tbody>
</table>

5.1 Assembly Feature-mating Inference from Solid Models Using Symmetry Groups

The problem to be solved in this stage is to find a set of candidate mating feature pairs from the boundary model of each body and the given kinematic constraints.

5.1.1 How to Describe Shapes to PADL2

We use Prolog terms to express Constructive Solid Geometry as described in [64]. This formalism is translated into the input syntax for PADL2 by the Prolog predicate draw. All of the involved assembly parts are treated thus. For bodies b1 and b4 in Figure 5.3, the requests to PADL2 are:

```

;;;b1
:- set_solid(b1, (cyl(4,1) \ (cyl(4,1)@trans(4,0,0)) / (block(1,3,7)@trans(-1.5,-1.5,1)@rot(jj,1.570796)))).

:-draw(b1).

;;;b4

:- set_solid(base, (((((( (block(15,12,2) \ cyl(2,1)@trans(5,2,1) ) ; ; ; 8  \ cyl(2,1)@trans(9,2,1) ) ; ; ; 9  \ cyl(2,1)@trans(4,10,1) ) ; ; ; 10  \ cyl(2,1)@trans(12,5,1) ) ; ; ; 11  \ cyl(2,1)@trans(12,9,1) ) ; ; ; 12  \ cyl(2,2)@trans(8,6,1) ) ; ; ; 13  )@trans(0,0,10) ) ).

:-draw(base).
```

Here \ / means set union, / means set difference and @ is used to relocate bodies by transformations. The forms in cyl and block are primitives of CSG description.
The Prolog predicate `draw` tells PADL2 to form and display a boundary model of the object.

PADL2 provides only a limited surface description capability. For example you cannot define tapped holes in PADL2, nor the exact form of involute gearing, and even if PADL2 provided this capability, such detailed modelling would be very expensive in time and space. A way around this difficulty is to regard such surface forms as texture. Thus we have extended the CSG formalism to include primitives which have these surface forms, e.g. `threaded_cyl(I, r, p, P)`, where `p` is a pitch and `P` is a profile. This is passed to PADL2 just as a cylinder, but the surfaces in the extracted boundary model are re-labeled, and the symmetry group is the appropriate screw group (Table 3.2, page 29).

### 5.1.2 How PADL2 Represents Solids

The internal representation of the boundary model produced by PADL2 is extracted using FORTRAN subroutines linked into POPLOG [29, 78] as external procedures; POP-11 record structures expressing the face-edge-vertex structure of a body are built from the extracted information. A boundary representation which contains the surfaces, lines and vertices and their locations can then be saved and restored as a file. Each solid (one individual assembly part) is represented as:

```plaintext
recordclass solid
assem_of_solid ;;;;parent assembly record
faces_of_solid ;;;;list of face records
edges_of_solid ;;;;list of edge records
vertices_of_solid ;;;;list of vertex records
```

Each face contains the following information:

```plaintext
recordclass face
face_id ;;;;integer used as feature name
type_of_face ;;;;padl2 mnemonic
surface_of_face ;;;;3-d geometric entity
sign_of_face ;;;;integer -1 or 1
solid_of_face ;;;;parent solid record
edges_of_face ;;;;list of edge records
vertices_of_face ;;;;list of vertex records
adj_faces_of_face ;;;;list of adjacent face records
loc_of_face ;;;;location matrix (4x4 matrix)
sym_of_face ;;;;canonical symmetry Group of the face
```
After extraction of the PADL2 boundary model, surface types of faces are mapped to their canonical symmetry group elements. Table 3.2 shows some corresponding surface types and symmetry groups. The reason that infinitely extended surfaces and their symmetry groups in Table 3.2 are important and useful is that finite solids are bounded by such surfaces. We have discussed features and their symmetry groups in detail in Chapter 3, where a primitive feature is defined to be an algebraic surface (Definition 3.11, page 25), and a compound feature is the set union of primitive features (page 30).

Each feature recordclass contains:

\begin{verbatim}
recordclass feature
  feature_name ;;; The name of the feature
  feature_type ;;; whether it is a compound feature
  feature_group ;;; The symmetry group of the feature
  feature_geo_params ;;; The geometric parameters
  feature_face; ;;; list of face recordclasses (only
                  ;;; one for a primitive feature)
\end{verbatim}

The symmetry group recordclass contains:

\begin{verbatim}
recordclass gr
  gr_canon ;;; the name of the canonical symmetry group
  gr_loc ;;; the 4X4 transformation matrix
  gr_trans_inv ;;; the translational invariant
  gr_poles; ;;; the set of poles
\end{verbatim}

An example of a primitive feature with a cylindrical surface is as follows:

\begin{verbatim}
<feature 8
CSURF
<gr gr_dir_cyl
  1.0  0.0  0.0  5.0
  0.0  1.0  0.0  2.0
  0.0  0.0  1.0  11.0
  0   0   0   1
<ln3  0.0  0.0  0.0  0.0  0.0  1.0>
[<pole <pt3 0 0 1> 0> <pole <pt3 0 0 -1> 0>]
>[-1 <cyl3 1.0 <ln3 5.0 2.0 11.0 0.0 0.0 1.0>>]
[Face 8 CSURF
\end{verbatim}
surface:  <cyl3 1.0 <ln3 5.0 2.0 11.0 0.0 0.0 1.0>> sign:  -1

texture:  tex_smooth  symmetry:  gr_dir_cyl

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>5.0</td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
<td>2.0</td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
<td>11.0</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

edges:  5 18

vertices:

faces:  7 3

Here the < and > angle brackets enclose a labeled tuple which is a POP-11 record. Thus the feature.name of the surface, given by PADL2, is 8. Its feature.type is "CSURF", the PADL2 mnemonic for a cylindrical surface. Its symmetry group is the directed cylinder group gr_dir_cyl and it is re-located by the above 4 x 4 matrix. The axis of symmetry for the feature is the line which passes through the point (5.0,2.0,11.0) and is parallel to the Z-axis. The radius of the cylindrical surface is 1 unit. That it is a concave surface is indicated by the integer -1, the sign of the surface.

5.1.3 Compound Feature Recognition and Computation

Given \( n \) primitive features on a body, the number of all the possible compound features, i.e. all the non-empty subsets of a set of order \( n \), is: \( \sum_{i=1}^{n} C_n^i = 2^n - 1 \). For a pair of bodies, each having \( m \) and \( n \) primitive features respectively with \( m \leq n \), the number of possible mating feature pairs between the two bodies would be: \( \sum_{i=1}^{m} C_n^i C_m^i \). This shows that the size of the solution space is exponential in the number of the surfaces of a body. Given the combinatorics of this problem, we have explored one approach which is to identify relevant compound features of a body by matching against feature patterns appearing in a pre-established library. After
a compound feature is recognized, its symmetry group is computed by intersecting the symmetry groups of its primitive features.

Compound Feature Recognition

The feature library was built based on a survey of some of the typical features in assembly [61] together with some additional general feature types we found useful. Some of the library features are quite specific such as: countersink, counterbore, keyway and certain cases of spline. More generic assembly-relevant features are insertors, containers, multi-insertors and multi-containers, which are in effect general protrusions, concavities, and combinations of these. See Appendix F for a precise definition for insertor and container type features. These definitions refer to the faces of the features of a single body and the relationships between them, such as being adjacent, perpendicular, parallel etc. The library was implemented in POPLOG PROLOG, in which the is predicate evaluates any POP-11 procedure that returns one result. A sample of the feature description language is shown in the following example for one of the insertor types, which corresponds to the end of a cylinder:

```prolog
find_an_insertor(B,I) :-
    ;;; B is a name of a body
    ;;; recordclass
    A is valcf(B),
    ;;; get the value of B
    Face is faces_of_solid(A),
    ;;; get a list of faces of A
    member(X,Face),
    ;;; choose a face X
    Adj is adj_faces_of_face(X),
    ;;; get a list of faces
    ;;; adjacent to face X
    member(Y,Adj),
    ;;; choose a face Y adjacent
    ;;; to face X
    insertor_type(X,Y),
    ;;; check if X Y from an insertor
    give_ids([X,Y],I),
    ;;; get the name for the compound
    ;;; feature

;;;INSERTOR-type-1
insertor_type(F1,F2) :-
    ;;; F1,F2 are two instances
    ;;; of face recordclasses
    T1 is face_type(F1),
    T1 = 1,  ;;; F1 is cylindrical
    S is sign_of_face(F1),
```

S = 1, ;;; F1 has a convex shape
T2 is face_type(F2),
T2 = 2, ;;; F2 is planar
Edge1 is edges_of_face(F1),
member(E,Edge1), ;;; choose an edge E of F1
Edge2 is edges_of_face(F2),
member(E,Edge2), ;;; E is also an edge of
;;; face F2
convex_edge(E,F1,F2), ;;; E is a convex edge
perp(F1,F2). ;;; F1, F2 are perpendicular

One can see that the process of finding a compound feature from a boundary representation of a body is to identify those faces that are pertinent to assembly planning. Several heuristics have been applied for increasing the efficiency during pattern matching, such as:

- Functional oriented search. Different subsections of the library are selected depending on what assembly goal is given. For example, thread b1 b2 causes the system to look for feature patterns in a different subset than when fit b1 b2 is given.

- For a set of bodies, B_1, B_2, ..., B_n which have m_1, m_2, ..., m_n faces respectively, match faces of B_i against the compound feature library first where m_i = min(m_1, ..., m_n).

- Let us define the degree of a compound feature F_{comp} as the number of primitive features of which is composed. After matching a body B_i a set of compound features \{F_{comp,i}\} of B_i is found, and there exists a c ∈ N, a natural number, such that c = max(\{D(F_{comp,i})\}). This number c sets an upper bound on the degree of the to-be-searched compound feature patterns for those bodies which are to be mated with B_i.

- Some primitive features such as cylindrical surfaces and surfaces with texture such as threads or gears, have higher priority to be matched first. Because such surfaces with given parameters are relatively rare, the probability of being correctly matched is higher.

- When more than one compound feature is found for one body, match the compound feature which has the maximum degree first. If such a match leads
to a consistent solution for the rest of the assembly, no further matching is pursued.

Compound Feature Computation

Let us recall that a compound feature $F_{\text{comp}}$ of body $B$ is a set of primitive features $F_i$ of $B$. Provided the $F_i$s are all distinct (Definition 3.15, page 25; Proposition 3.18, page 30) the symmetry group of $F_{\text{comp}}$ is

$$\text{sym-group}(F_{\text{comp}}) = \bigcap_i \text{sym-group}(F_i).$$

The algorithm developed in Section 4.5 has been applied to compute $\text{sym-group}(F_{\text{comp}})$. In cases where $F_{\text{comp}} = F_1 \cup F_2$ and $F_1$ and $F_2$ are strongly congruent then the symmetry group of $F_{\text{comp}}$ is the product of the above group intersection and a conjugated subgroup of $SO(3)$ (Proposition 3.20, page 32). For example, one multi-insertor compound feature of b1 in Figure 5.3, which is composed of faces 1, 3 and 4, has a rotational symmetry. This symmetry generates a cyclic group of order 2 about the axis which is parallel to the cylinders and goes through the center of line segment $L$ (Figure 5.2).

In order to apply the theory to actual robotic reasoning, we make use of the boundary models provided within the POPLOG system by the linked-in PADL2 modeller. Each face $F$ of a model is labeled with its symmetry group, each group being considered as the image $f^{-1}G_{\text{canon}}f$ of a canonical subgroup of $\mathcal{E}^+$ under an inner automorphism. A data-structure denoting the canonical subgroup $G_{\text{canon}}$ is obtained by table lookup from the surface type of the face, using a POP-11 property procedure $gr\text{-canon}$. E.g. if $F$ is a conical face, $gr\text{-canon}(F)$ is a data-structure denoting the group $SO(2)$ of all rotations about the Z-axis. The $f$ for the inner-automorphism is the rigid transformation defining the location of the face in body coordinates as given by PADL2. It is possible to use the feature location because the way in which coordinate systems are embedded in features by PADL2 permits a coherent and consistent choice of canonical groups — largely this is because the Z-axis is chosen by PADL2 to be the axis of symmetry.

One important aspect of symmetry group intersection is to find the new coordinate system for the compound feature. Although the basic idea is to establish a coordinate system for the compound feature under which the symmetry group of the compound feature is in its canonical form, there can be multiple choices for the origin and orientations of certain axes. For example, when intersecting the symmetry groups of two parallel cylinders, if the two cylinders are 2-congruent then the
Figure 5.2: Extra symmetry in a compound feature
choice of Z axis should be the line parallel to the center lines of the two cylinders and midway between them (Figure 5.2).

5.1.4 How to Find Mating Features

Since the size of the solution space for mating features is very large, we try to identify certain necessary conditions for two features to mate. Any candidate mating feature pair which does not satisfy the necessary conditions can be excluded immediately from further searching.

Necessary Mating Conditions

When bodies are mated together in an assembly, certain relationships are established between their features. Fitting, for example, implies an areal contact, in other words, the two bodies in contact share at least one 2D surface. As we have pointed out in Chapter 3 fitting features have the same symmetry group. Thus the necessary condition upon candidate mating features is that they must have the same symmetry group.

The concavity/convexity of each feature can be obtained from PADL2 or by a computation using data provided in the PADL2 boundary model. Two features to be mated cannot both be concave (or both convex), except for planar features which are a special case.

Dimensional consistency of the candidate mating features is also required. There are two kinds of dimensions involved:

- The parameters of each PADL2 surface that is a component of one compound feature should be consistent with the parameters of the corresponding surface component of the other compound feature.

- The characteristic invariants used in calculating the intersection groups have intrinsic dimensions (e.g., the length of the common perpendicular between line invariants and the angle between them): these dimensions should be consistent between corresponding compound features.

Therefore the necessary conditions for a pair of features to fit are:

- they have the same symmetry group,
- they have opposite concavity/convexity, and
- their dimensions are consistent.
Sufficient Mating Conditions

In addition to the geometry of the assembly, other physical constraints also pertain. Consider, for example, gravity: if the batteries are inserted into the tube of a flashlight from below when it is in a vertical position with the open end downwards, they will simply fall out again due to gravity. In accordance with Newton's laws of motion, for bodies to be moved during actions, the robot must exert forces upon them. When it is necessary for bodies to remain in place, the planner must ensure that disturbing forces (usually gravity) are canceled out by reaction forces and friction. However, if the assembly is to be accomplished by a robot in space the physical constraints would be other than those arising from the gravity on earth. Therefore the sufficient conditions for an assembly configuration are always relative to some pre-constraints. However, one basic constraint always pertains for assemblies of rigid bodies in Euclidean space, and that is the spatial occupancy constraint: no two bodies may occupy the same volume of space at the same time. The eligibility for two features from separate bodies to be mating features is affected by the rest of the (sub)assemblies as well. In order to check whether the spatial occupancy constraint is satisfied it is necessary to find relative positions of bodies in an assembly, which has been discussed in Chapter 3 and will be used in the next stage to satisfy both kinematic and spatial constraints.

5.2 Assembly Planning via Kinematic and Spatial Constraint Satisfaction

A constraint satisfaction problem (CSP) is defined over finite discrete domains in [56] as:

Given a set of \( n \) variables each with an associated domain and a set of constraining relations each involving a subset of the variables, find all possible \( n \)-tuples such that each \( n \)-tuple is an instantiation of the \( n \) variables satisfying the relations. Each of such \( n \)-tuples is a solution.

The problem we are facing in this stage is this:

Given: a set of kinematic constraints, each of which is associated with a set of mating feature pairs that satisfy the necessary mating feature conditions described in Chapter 5.1 [49, 50],

Find: all the possible assembly configurations in terms of mating features between bodies and relative positions of bodies,
Satisfy: the kinematic and spatial constraints along with an optimality measure: maximizing the number of contacting surfaces.

We shall call this the assembly constraint satisfaction problem (ACSP) to distinguish it from the general CSP. Each solution of ACSP is called a feasible assembly configuration. One interesting aspect of this ACSP is that one of the constraints to be satisfied is also a variable. Here, each given kinematic constraint, associated with a set of candidate mating feature pairs, is actually a variable in ACSP.

In Section 5.1 we describe in detail how to find candidate mating features from a set of geometric boundary models of bodies [11], by matching against a salient-feature library. Now let us assume that such mating feature pairs have been found, as have the relationships between each pair of mating features. These relationships are described in terms of symmetry groups and are called the symmetry constraints. The possible mating features form domains of finite sizes, thus ACSP appears to be a CSP over finite sets. However a set of candidate mating feature pairs, defining an assembly configuration, also has to satisfy the spatial constraint to determine which we have to know the relative positions of bodies subject to the symmetry constraints. This is an embedded CSP over possibly infinite domains.

Besides the interleaving of different constraints, K43 differs from the SPAR system [38] and Wolter's XAP/1 [84] in that a constraint between bodies is expressed as the relative location of the bodies belonging to a (possibly infinite) generalized coset of feature symmetry groups. This relative notion is more expressive and relevant for assembly operations.

It is known that, in a general CSP, finding one consistent solution is an NP-complete problem. In ACSP, clues deduced from the symmetries of the assembly are used to reduce the sizes of the variable domains, thus mitigating the combinatorics, as described in the next section.

### 5.2.1 Symmetry Constraints and Constraint Satisfaction Process

In this section we describe in principle how the ACSP is treated. As we pointed out at the beginning of this chapter, the given requirements among bodies of an assembly are treated as variables in ACSP and the possible mating features form the domain for each variable. If the number of variables is \( N \), the domain size is \( D \) (average), and the number of constraints is \( C \), then the search space would be on the order of \( O(CD^N) \). This shows the importance of reducing the domain size \( D \).
A three-step-algorithm for finding a solution in ACSP follows:

*Step one* is setting up the constraint satisfaction graph. Given the non-instantiated kinematic constraints (input) and all the possible mating features, the system establishes a two-layered graph. The top layer has bodies as nodes and required relationships among bodies as arcs (this is a dual graph of the actual constraint satisfaction graph). The bottom layer has candidate mating features as nodes and the common symmetry groups between mating features as arcs. Whenever the domain size of one of the variables is zero the process terminates. Whenever two candidate mating features have the *identity* group as their common symmetry group, or the common symmetry group is the same as the symmetry group of one of the bodies on which the features reside, the relative position of the two related bodies can be uniquely determined and the *intersect* predicate of PADL2\(^2\) can then be called for spatial occupancy checking. In this case, node-consistency is achieved.

Node-consistency can be checked only when the common symmetry group is

- the identity group, or
- the same as its body symmetry group, or
- a finite symmetry group (in this case, all the possibilities must be checked).

*Step two* is reducing the domain size of each variable. The following set of rules are applied in turn until the network becomes quiescent:

- **Mandatory request law**: if there is only one correspondence at the bottom level with an upper layer input constraint this mating feature pair has the highest priority. Therefore if one of the features is a non-sharable feature\(^3\), then any other arcs pointing to this feature should be deleted. The precondition of this rule corresponds to the case in CSP where the domain size of a variable is one. The effect of applying this rule can be propagated until the network is quiescent.

The more interesting consequence of this law is its extension to multiple variables over domain size larger than one. This happens when there are \(n\) variables demanding values (non-sharable ones) from the same domain \(D\) with

---

\(^2\)PADL2’s *intersect* predicate returns true if no interference of two specified bodies is found, false otherwise.

\(^3\)A predicate called sharable is applicable to a pair of features from distinct bodies. It returns true if a third feature can also be mated simultaneously, false otherwise.
size $n$. When this happens, these $n$ variables form a cluster of size $n$ which completely take over domain $D$. Thus any other variable $u_i$ outside of this cluster, with domain $D_i$ should reduce its domain to $D_i - D$. If this causes any domain to become empty, the process terminates.

Besides the sharable predicate among features of different bodies, another relation co-existing among features residing on the same body should also be established. This means that if $f_1, f_2$ are non-co-existing, when $f_1$ is chosen $f_2$ loses its status of an eligible compound feature.

- **Equivalent feature law.** A pair of features of a body is said to be equivalent if they have the same symmetry group, the same dimensions and belong to the same orbit.

  A set of features $F_1, F_2, ..., F_n$ of body $B$ belong to the same orbit if and only if there exists $g \in G$ (the symmetry group of the body) such that $g(F_i) = F_{i+1}, g(F_n) = F_1$. Since $g(B) = B$, the features permute among themselves under $g$ while the body sits still set-wise. Being able to represent and reason about these characteristics, the system will choose only one out of a set of equivalent features. The reasoning for the chosen one can be applied to the rest of the features in its orbit. For example, consider a finite cylinder which has two identical ends: all the reasoning about one end of the cylinder applies to the other end of the cylinder. This rule shall be applied unless it causes the termination of the process.

- **Arc/Path consistency checking** [56, 59] is a local consistency checking method for CSPs which can be used to eliminate those arcs which will not lead to a conclusion.

*Step three* is checking the spatial constraint globally. Firstly, we need to find all the subgraphs in the bottom level (relating mating features) which are isomorphic to the top level graph (relating bodies). Each of these subgraphs is an assembly configuration. Secondly, the spatial constraint is applied. When the relative position of a pair of related bodies cannot be determined locally in step one, this is the time to evaluate the situation globally, i.e. to see whether constraints from other bodies can be used to decide the position. We have experimented with a simple and quick algorithm due to Kramer [42] that solves certain algebraic equations geometrically. This will be explained further in the examples.

Complexity analysis of the above algorithm:
Step one takes $O(nd)$ time where $n$ is the number of relationships among bodies and $d$ is the domain size.

Step two uses the arc/path consistency checking algorithms described in [59] which has complexity $O(nd^2)$ where $d$ is the bound for domain sizes.

Step three needs to check $s_1 \times s_2 \ldots \times s_n$ combinations where $n$ is still the number of kinematic constraints and $s_i$ is the reduced domain size.

In summary, this stage starts by establishing the two layered constraint satisfaction graph. Whenever possible, node consistency checking is carried out. The feature-level graph is pruned by applying rules in step two including arc/path consistency checks. Finally, isomorphic subgraphs are mapped from the feature-level to the body-level where the spatial occupancy constraint is applied to each. The original network is thus transformed into smaller and smaller networks such that the final isomorphic graph matching can be performed on a much slimmer graph.

5.3 Disassembly-motion Analysis

The output of stage two is a set of graphs that satisfy both the kinematic and the spatial constraints. Each of the graphs denotes a feasible assembly configuration (FAC). Each FAC contains information about how the bodies are related in terms of symmetry groups of the corresponding mating features. The problem to be solved in this stage is finding whether a FAC can be disassembled via translational motions in order to find how to assemble the FAC; this is plausible because the process of assembly/disassembly is reversible if the components are rigid and there is no internal energy stored.[86] Much of the following terminology is borrowed from Woo's paper on automatic disassembly and total ordering in three dimensions [86]:

Definition 5.1 A body is cleared from a subassembly if the body can be translated to infinity.

Definition 5.2 A component is m-disassemblable if m motions are needed to clear it.

Definition 5.3 Suppose an assembly $\Sigma$ has n components. We say $\Sigma$ is m-separable if $m$ is the smallest number of bodies which have to be taken off $\Sigma$ simultaneously to ensure a collision-free disassembly path.

Corollary 5.4 If an assembly $\Sigma$ is m-separable then either $m < n$ or $m = n$. In the second case if $m = n > 1$ we call $\Sigma$ non-disassemblable.
Definition 5.5 Σ is disassemblable iff Σ has only one component or none of its subassemblies is non-disassemblable. (This is a recursive definition)

At this stage we are only concerned with 1-separable assemblies. In each case of subassembly, only 1-disassemblable bodies are searched for and we also restrict the motion to clear the body to be a translational motion. If no such body exists then no solution will be produced. However, when no single body in an assembly can be translated to infinity without collision, it does not necessarily imply there is no way to disassemble the assembly. This restriction is not as severe as it may seem. Most assemblies are 1-separable.

There are three subtasks to be accomplished:

1) to find which body or bodies of the given FAC are movable by a translation;

2) to find whether there is any spatial interference along the translation trajectory (to infinity) of such a body;

3) to record the contact states as a partially ordered assembly motion sequence (POAMS)

A mechanism is an assembly of rigid bodies called links that are connected together at joints. An assembly is a coupling of rigid bodies which constitutes a kinematic chain. A joint face pair (JFP) is a pair of faces on two separate links that overlap, have opposing normals at all points of overlap [39]. An assembly configuration thus is a set of JFPs. This is a helpful viewpoint in which a robot hand grasping an object can be considered as assembling the face of the hand to the object to form a JFP.

5.3.1 Degree of Freedom Analysis

The degree of freedom (d.o.f.) between two coupled links is defined as the number of independent variables required to define the relative position of the two coupled links. There are two different measurements depending on the conditions associated with the above definition, these two conditions being:

- the coupled links maintain contact at the next instance of time — which is called instantaneous kinematics, and

- the coupled links can be separated at the next instance of time — all possible motions are allowed. This is what we are concerned at this stage.
For example, a peg in a non-through hole has an $SO(2)$ group associated with the joint between the peg and the hole, from Table 2.1 (page 19) $\dim(SO(2)) = 1$, and the only motion possible for the peg is rotation about its central axis. When the peg is lifted, the bottom surfaces are separated and the mating feature symmetry group becomes $G_{\text{dir-cyl}}$ and $\dim(G_{\text{dir-cyl}}) = 2$. The peg now can move along its central axis as well as rotate about it. The relation just broken gives a bound on the motion between the peg and the hole.

A systematic way of breaking compound feature relationships is achieved by combining the symmetry group representation with Japokac’s possible motion versus constrained motion list. The basic idea is:

- Form a table of canonical groups associated with a list of possible and constrained motions, for example, for the planar and cylindrical lower joints see Table 5.2.

- Each body in an assembly can be considered as being related to the rest of the assembly by one compound feature, this compound feature is composed of a set of primitive features, i.e. JFPs. Each JFP has a symmetry group and each such group has a motion list, an entry from Table 5.2. When two JFPs are combined into a new JFP their motion lists will be combined as described below. To determine whether a body can move is to intersect the possible motions from all the JFPs of the body and find whether the final possible motion list is non-empty.

Some motions will keep the specific relation of a JFP, others will break the relation. These two kinds of motions are listed under different columns in Table 5.2 where $k$ is a vector in the direction.

- Using the constrained motions, delete some motions of the body, leaving the possible motions the body can take. The complement of the resulting possible motions is the final constrained motion. Note, the same symmetry group may have a different motion list associated with it depending upon the specific geometry of its JFPs.

### 5.3.2 Spatial Interference Checking

As a result of d.o.f. analysis, one body or a set of bodies is identified as being movable. The body can then be moved away in the direction allowed by its kinematic
Table 5.2: Possible Motions versus Restricted Motions

<table>
<thead>
<tr>
<th>Contacting Feature Symmetry Group</th>
<th>Possible Motions</th>
<th>Restricted Translational Motions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Maintain contact</td>
<td>Break contact</td>
</tr>
<tr>
<td>$G_{\text{plane}}$</td>
<td>$\bar{v} \cdot k = 0$</td>
<td>$\bar{v} \cdot k &gt; 0$</td>
</tr>
<tr>
<td>$G_{\text{cylinder}}$</td>
<td>$\bar{v} \parallel k$</td>
<td>$\bar{v} \parallel \bar{k}$</td>
</tr>
</tbody>
</table>

constraints. One way to find whether there is a collision-free path is to sweep the body along the trajectory and intersect the swept volume with the rest of the assembly. However, PADL2 does not support the sweeping operation. A geometric modeller system such as the one described in [12] would be ideal. In $\mathbb{K}^3$ spatial interference checking which involves sweeping has been handled by calling special purpose functions.

By analyzing the relative motions within an assembly at least one component should be identified as movable, otherwise ‘no solution’ will be reported. If a path for moving away the designated body exists, the order in which a compound relationship is broken should be recorded. Such as moving a peg away from a blind-hole, the bottom plane-plane relation is broken first, then the cylindrical surfaces are separated. The disassembly in terms of the symmetry groups can thus be described as: $SO(2) \rightarrow G_{\text{dir-cyl}} \rightarrow \mathcal{E}^+$.

5.3.3 Disassembly Order Analysis

The above analysis is in preparation for finding the order of disassembling mated bodies which are in contact. Some ordering constraints may be already given by the user or occur during the reasoning of stage one [45]. Those constraints demand some decisions to be made about the order of a disassembly. The system follows the least commitment strategy, in which no decisions are made until mandated by some constraints. A partially ordered sequence will be formed because two 1-disassemblable bodies have no precedence relation to each other when no constraints are present.

After a body is moved away its node and related arcs will be deleted from the FAC network. Repeating this process until only one body is left gives us a series of states arising during the disassembly of the original configuration. Reversing the series, a partially ordered assembly motion sequence (POAMS) is found. The critical positions, which are those positions where one or more relationships are broken/established, should be identified so that the range of the motions is provided.
Sensor requests can be embedded in the final plan to verify the start/termination of a relation. The sequence of these states of subassemblies gives a precedence diagram(s) which can be represented as a directed AND/OR graph [35].

Each POAMS is represented as a directed graph with contact states as nodes and translational-motions as arcs. The data structure for contact states is defined as

```plaintext
recordclass contact_state ;;; a node on the contact state graph
    p_state_name ;;; name of the contact state
    symmetry_gr ;;; a subgroup of E, an instance of group
                  ;;; recordclass gr
    mating_feat ;;; a list of pairs of mating features, each
                   ;;; of such pairs is expressed by a triple:
                   ;;;    [ operation feature1 feature2]
    p_transitions ;;; a list of arcs to lead to other states
                   ;;; from the current one
```

and for each motion

```plaintext
recordclass preced_action ;;; a translation in our current version
    paction_name ;;; a label for the arc
    action_type ;;; rotation or translation or combined
    action_param ;;; rotation/screw axes or the direction
                   ;;; of translation
    action_range ;;; the nominal range of rotation or
                  ;;; translation
    from_to_states ;;; a pair of states the action starts
                   ;;; from and ends to
    
```

Each removed body in FAC has a record of its contact history. The collection of them all forms the POAMS.

The output of K3 POAMS contains more information than an ordinary task specification. POAMS has the following properties:

- the specification is unambiguous, complete and relevant to robot assembly actions;
• goal states are described in sufficient geometric and kinematic details;
• transitions between each pair of contact states are given;
• multiple choices for actions in the plan are provided.

5.4 Experiments on KA3

KA3 has been implemented in POPLOG on the SUN workstation under OS 4.0. Specifically, KA3 is written mostly in POP-11, although a few procedures are in POPLOG PROLOG. The system also has a POP-11 interface to PADL2 which is in FORTRAN. Four assembly examples are presented in this chapter, each demonstrating a special aspect, to show how KA3 solves them.

5.4.1 An Assembly with Double-pegs and Multiple Holes

We now examine how the planner finds mating features in the example of Figure 5.3 (page 119). This figure is drawn by PADL2 and extracted via snapshot. The surface labels are also provided by PADL2, but are typed on the figures by hand.

The input kinematic constraints are:

\[
\text{[goal 1 [fit b1 b4]]} \\
\text{[goal 2 [fit b2 b4]]} \\
\text{[goal 3 [fit b3 b4]]}
\]

KA3 starts its first stage: finding possible mating feature pairs. The process starts from the body that has the smallest number of surfaces. From bodies b1, b2 and b3, the same type of compound features \textit{multi-insertor} are found:

b1 :
\text{all_insertors} \rightarrow \text{[[1 3] [1 4] [3] [4]]}
\text{all_multi_insertors} \rightarrow \text{[[1 3 4] [1 4 3]]}
\text{comp1} : \text{[1 3 4]}

b2 :
\text{all_insertors} \rightarrow \text{[[1 3] [1 4] [3] [4]]}
\text{all_multi_insertors} \rightarrow \text{[[1 3 4] [1 4 3]]}
\text{comp1} : \text{[1 3 4]}
b3:
all_insertors---> [[1 2] [1 3] [2] [3]]
all_multi_insertors---> [[1 3 2]]
comp1 : [1 3 2]

The compound features that have the highest degree are kept to be matched first.

From body b4 compound features multi-container are found which have the same degree as what has been found so far.

b4:
all_containers---> [[7 8] [7 9] [7 10] [7 11] [7 12] [7 13]]
all_multi_containers---> [[7 8 9] [7 8 10] [7 8 11] [7 8 12] [7 8 13] [7 9 8] [7 9 10] [7 9 11] [7 9 12] [7 9 13] [7 10 8] [7 10 9] [7 10 11] [7 10 12] [7 10 13] [7 11 8] [7 11 9] [7 11 10] [7 11 12] [7 11 13] [7 12 8] [7 12 9] [7 12 10] [7 12 11] [7 12 13]]
comp1 : [7 8 9]
comp2 : [7 8 10]
comp3 : [7 8 11]
comp4 : [7 8 12]
comp5 : [7 8 13]
comp6 : [7 9 10]
comp7 : [7 9 11]
comp8 : [7 9 12]
comp9 : [7 9 13]
comp10 : [7 10 11]
comp11 : [7 10 12]
comp12 : [7 10 13]
comp13 : [7 11 12]
comp14 : [7 11 13]
comp15 : [7 12 13]

Now KA3 starts to check the necessary mating feature conditions to prune out those pairs which are not eligible. Matching b1 and b4 gives:
in fit_matched!
symmetry group of comp1 of b1 : gr_identity
symmetry group of comp1 of b4 : gr_identity

Geometric data:
[4.0 [0 [1 <pl3 0.0 0.0 1.0 -4.0>]]
   [1 <cy13 1.0 <ln3 0.0 0.0 0.0 0.0 0.0 1.0>]]
   [1 <cy13 1.0 <ln3 4.0 0.0 0.0 0.0 0.0 1.0>]]
[4.0 [0 [1 <pl3 0.0 0.0 -1.0 11.0>]]
   [-1 <cy13 1.0 <ln3 5.0 0.0 0.0 0.0 0.0 1.0>]]
   [-1 <cy13 1.0 <ln3 9.0 0.0 0.0 0.0 0.0 1.0>]]

b1 comp1 and b4 comp1 are matched!

Since the symmetry group of the mating compound mating feature is the identity group, the relative position of b1 and b4 connected by b1 comp1 and b4 comp1 is uniquely determined. The relative position of b1 to b4 is found to be:

\[
\begin{align*}
0.0 & & 1.0 & & 0.0 & & -5.0 \\
1.0 & & 0.0 & & 0.0 & & -12.0 \\
0.0 & & 0.0 & & -1.0 & & 15.0 \\
0.0 & & 0.0 & & 0.0 & & 1.0
\end{align*}
\]

With this position K43 can check the spatial constraint immediately, by calling the PADL2 intersect predicate

result from PADL2 is
<false>

This says there is no spatial interference detected (Figure 5.4, page 120) Thus this node has satisfied the node consistency condition.

Similarly comp1 of b1 and comp13 of b4 are matched and spatial interference checking is also successful (Figure 5.5, page 121).

Matching b2 and b4 gives:

b2 comp1 and b4 comp1 are matched!
b2 comp1 and b4 comp13 are matched!

and matching b3 and b4 gives (Figure 5.6, page 122):
b3 comp1 and b4 comp12 are matched!

At this stage K43 has found all the compound features satisfying the spatial constraint locally. This means that a node consistent network has been achieved. The last step before each assembly configuration is confirmed to be feasible is to check the spatial constraint globally, which corresponds to checking an arc/path consistency. Figure 5.7 (page 123) shows that two interference volumes are found when the whole assembly is put together. Therefore the planner rejects this configuration. The process terminates since the domain of at least one of the kinematic constraints is empty.

After the user realizes the problem and provides a modified version of the in which the shapes of the bodies b1, b2 and b3 are changed example (Figure 5.8, page 124), the planner then confirms the following feasible assembly configurations in terms of compound mating features (Figure 5.9, page 125):

** [Dr [And [fit [b1 comp1] [b4 comp13]]
[fit [b2 comp1] [b4 comp1]]
[fit [b3 comp1] [b4 comp12]]]
[And [fit [b1 comp1] [b4 comp1]]
[fit [b2 comp1] [b4 comp13]]
[fit [b3 comp1] [b4 comp12]]]

This result actually implies eight possible configurations of the given assembly since comp1 of b1 and comp1 of b2 both have the discrete rotational symmetries described at the end of Section 5.1.3. These reductions will be obvious when the output is re-written in terms of the primitive features composing each compound feature. Since K43 does not treat permutations of distinct bodies, this is the most compact characterization it can obtain.

The disassembly translational analysis of this example is straightforward, since the bodies do not interfere with each other. For each body, the direction of translation is uniquely determined. There are two contact states, not counting the one without any contacts, for bodies b1 (Similarly for b2 and b3):

s1=>
** <contact_state 1 gr_T1 [[fit [b1 3] [b4 10]]
[fit [b1 2] [b4 13]]] 1>

a1=>
** <preced_action 1 <procedure trans> <vec3 0 0 -1> 1 s1 s2>
s2==>
** <contact_state 2 gr_identity

[[fit [b1 3] [b4 10]]
 [fit [b1 2] [b4 13]]
 [fit [b1 1] [b4 7]]
 <false>>

The translation a1 given in the middle links the two states, a direction of motion is relative to the coordinate of the mating feature pairs. Notice that the changing of symmetry group from gr_T1 to gr_identity implies the changing of contact states for body b1, from the two-cylindrical-surface contact to its assembled position.

The total contact states an assembly, specified in terms of primitive features, together with the relative positions found during planning form the output of KA3

5.4.2 An Assembly with All Revolute Joints

The assembly components of this assembly are shown in Figure 5.10 (page 126). The input assembly operations among bodies, implying three kinematic constraints, are:

[goal 1 [fit b3 b1]]
[goal 2 [fit b3 b2]]
[goal 3 [fit b1 b2]]

The compound features of each body are composed of these primitive features:

b1 : comp1 = [7 8]
     comp2 = [9 10]

b2 : comp1 = [7 8]
     comp2 = [9 10]

b3 : comp1 = [7 9]
     comp2 = [7 8]

All the potential mating feature pairs are non-sharable. All the common symmetry groups of mating features are SO(2), which corresponds to a revolute joint. Since SO(2) is an infinite group, node/arc consistency checking in step two of stage two cannot be applied immediately. Although comp1 and comp2 of b3 are equivalent features, dismissing one would cause the process to terminate, so they are both preserved. During step three of stage two, the following assembly configurations are proposed after subgraph mapping:
** [0r [And [fit [b3 comp1] [b1 comp2]]
   [fit [b3 comp2] [b2 comp2]]
   [fit [b1 comp1] [b2 comp1]]]
   [And [fit [b3 comp2] [b1 comp2]]
   [fit [b3 comp1] [b2 comp2]]
   [fit [b1 comp1] [b2 comp1]]]]

Although the exact relative position of \( b_3 \) to \( b_1 \) is unknown from their mating features, the symmetry constraint \( SO(2) \) restricts \( b_1 \) to having only one degree of freedom when it fits to \( b_3 \): the rotation about the central axis of their mating features. As a matter of fact, every body in this assembly is constrained by two such revolute joints. Any pair of points coinciding on the mating feature surfaces should have the same orbit under the action of the common symmetry group of the feature pair. We picked the center point at the bottom of a cylinder, concave or convex, as the representative point for a cylindrical mating feature. This is a good choice for cylinders since its orbit under the symmetry group of the feature is itself (it is invariant under actions by any member of the symmetry group). Therefore the two representative points of a pair of mating features should be coincident all the time when the bodies fit (Figure 5.11, page 127) Figure 5.12 (page 128) shows that the orbit of the representative point on feature \( comp_1 \) of \( b_2 \) forms a locus under the symmetry group of feature \( comp_2 \) of the same body, and the same is illustrated for the representative point of feature \( comp_1 \) on body \( b_1 \). The intersection of these two loci is the only possible position for the representative points of \( comp_1 \) of \( b_1 \) and \( comp_1 \) of \( b_2 \) to be coincident. Thus it uniquely determines the relative positions of bodies \( b_1 \) and \( b_2 \) such that both mating relationships can be satisfied simultaneously. Finally, the spatial constraint is applied and both sets of possible mating feature pairs are confirmed to be feasible assembly configurations.

The disassembly motion analysis is a bit more interesting than the previous example. Since only body \( b_3 \) is movable, the contact states of \( b_1 \) and \( b_2 \) have to be after those of \( b_3 \) in the disassembly process and thus before \( b_3 \) while assembling. A temporal constraint is therefore established.

** 5.4.3 An Assembly with Both Discrete and Continuous Joints**

There are two interesting points about the example shown in Figure 5.13 page 129:

One is that a pair of bodies in this assembly have a mating feature pair of
triangular shape. Therefore the symmetry group of the feature is a cyclic group. For body b3, the symmetry group of its mating feature, the triangular shape compound feature, is the same as the symmetry group of the body itself. Thus the relative position of b3 and b1 is uniquely determined.

The other interesting point is that KA3 again has to use the method of loci to determine the relative positions of b2 to b1 and b3. This time it is the intersection of a point and a cylindrical surface.

The motion analysis is quite similar to the previous example.

5.4.4 A Gearbox

All the components in this gearbox are shown in Figure 5.14 page 130. There are four gears plus a base b5. The input assembly operation set is composed of:

the gear box with five parts
The Goal set ->
[goal 1 [fit b1 b5]]
[goal 2 [fit b2 b5]]
[goal 3 [fit b3 b5]]
[goal 4 [fit b4 b5]]
[goal 5 [mesh b1 b2]]
[goal 6 [mesh b1 b4]]
[goal 7 [mesh b2 b3]]

This example is one where not only fit but also mesh operations are incorporated into one plan. Note, mesh is not a surface contact mating, rather it is a line contacting one. At the stage of feature mating, when KA3 encounters the mesh operation, it checks first the "texture" of the surface and its corresponding parameters. For example,

in mesh matching

surface textures:

tex_gear
tex_gear
[1 <cy13 5.25 <ln3 0.0 -3.0 -8.0 0.0 0.0 1.0>>]
the symmetry group:

gr_cyclic

parameters checking:

5.25
17.25
13
43
circular pitch are close enough

features 5 3 are meshed !!

The circular pitch is calculated using this formula:

\[
\text{circular pitch} = \pi \times (\text{pitch diameter } D)/\text{number of teeth } N
\]

When a helical gear is present, the feature is associated with a symmetry group of a screw. Another example,

in mesh matching

surface textures:
tex_helical_gear
tex_gear

no match, their symmetry groups are not compatible!

This matching fails because the symmetry groups are not compatible. Screw groups are considered as “black sheep” of the Euclidean group, and they only match with themselves.

Since in this example each body (except the base b5) has at least two contacts and one of them is mesh there is an extra checking for meshing after stage two. This is because only fitting relationships are guaranteed to be realized by the relative position analysis in Section 3.4. Before claiming it is a feasible assembly configuration, K43 makes sure that all the gear textured surfaces touch each other tangentially as required in the input kinematic constraints. This is the place where it is really
convenient to have the boundary model of a solid around to identify the relevant surface and the bounding curves.

5.5 Discussion

The use of boundary models from a solid modeller as input to an assembly planner has the benefit of providing more coherent data than can be easily represented by special purpose descriptions. Solid modeller data can be obtained directly from a design database, and used further for geometric analysis and spatial reasoning.

Using symmetry groups as feature descriptors allows us to treat features with computational uniformity. The common symmetry group of each mating feature pair can also be used for further analysis of the degrees of freedom within the assembly [81].

Searching through the whole feature library can be inefficient when there are many entries. One way to organize the library is to use the degrees of compound feature as an index. For body \(B\) with \(n\) surfaces, only those feature patterns \(P_i\) with \(D(P_i) \leq n - 1\) need to be matched.

One alternative way of combining compound features without using a feature library is to combine all the pairs or triples of each body. The total number of the compound features of degree 2 is \(C_n^2 = n(n - 1)/2\) which is on the order of \(n^2\) where \(n\) is the number of primitive features on a body. This order is not very high but in practice the feature library method works faster in most of the cases. For \(b4\) in Figure 5.3 there will be \((13 \times 12)/2 = 78\) such compound features, while there are only 15 compound features of \(b4\) using our method.

When the highest degree compound feature pairs cannot be matched, matching proceeds in the direction of decreasing degree of compound feature patterns. In the worst case the primitive features will finally be matched against each other since these primitive features are the leaves of a compound feature tree. This can happen when mating bodies have some "exotic" feature patterns not in the library, when two bodies can only fit to each other through a pair of primitive features, or when there is no match at all. It would be desirable for the missing patterns to be recognized and added to the library after one trial. The current system does not have this learning ability. A desirable extension of this system is learning new, relevant, compound feature patterns to add to the library.

The work described here shows that an assembly planning system equipped with a feature library and the ability to represent and reason about symmetries of features
and objects can 'understand' a much broader and simpler task specification than one without. Thus a higher level of automation is achieved. Furthermore, a precise and relevant task specification can be generated for lower-level robotic planning.

In this chapter we have also described the use of constraint satisfaction networks to reify assembly configurations which are composed of possible mating feature pairs related by symmetry constraints, i.e. the symmetry groups shared by the mating feature pairs. Through this work one can see that the performance of a special CSP depends strongly on how well the domain dependent subproblems have been solved. The domain dependent constraint application: finding possible mating features, finding positions, finding intersections etc., dominates the implementation as well. This seems to suggest that an effective combination of artificial intelligence and robotics must be woven together at each problem solving step.

The bottleneck of ACSP is the determination of the relative position of bodies so that the spatial constraint can be applied. The usefulness of symmetry constraints is reflected in the fact that when the identity group is present, the relative position can be computed uniquely. When no identity groups are present, we can apply the representative-point-intersection method to find possible locations or to claim that no solution exists. Things become more complicated when a symmetry constraint network is underconstrained, i.e. relative motions are allowed in an assembly for certain functional purposes, such as a pair of scissors. One plausible way to deal with this is simply to sweep the body concerned under the symmetry group of its constantly contacting features, then intersect this swept volume with the rest of the assembly. If no intersection is detected, the kinematic constraint is correctly instantiated, otherwise the intersected volumes set up boundaries (or intervals, label set [20]) on the kinematic constraint. PADL2 does not have the ability to sweep a body, therefore we have not yet experimented with this.

Our method cannot be complete even for assemblies with no residual degrees of freedom since it is possible to define assemblies that require the solution of a polynomial equation of arbitrarily high degree [36], and the geometric methods we use cannot generate solutions of such equations.

However in any practical assembly, only a small portion of the assembly planning problem will require the solution of such equations; the majority of the relationships should be amenable to analysis by our methods. Our system could be complemented by a system capable of treating a full range of polynomial equations as envisaged by Canny [13] & A3 has shown, however, the advantage of combining common sense knowledge with a rigorous mathematical treatment of object representation in as-
semblly planning. It brings us the merits of flexibility in problem solving along with computational tractability.
Figure 5.3: An assembly with double-peggs and multiple holes
Figure 5.4: Body b1 and body b4 in one assembled position
Figure 5.5: Body b1 and body b4 in another assembled position
Figure 5.6: Body b3 and body b4 in an assembled position
Figure 5.7: All four bodies in their assembled position — intersection detected
Figure 5.8: A modified version of the assembly example one
Figure 5.9: Revised four bodies in their assembled position
Figure 5.10: Second assembly example: an assembly with all revolute joints
Figure 5.11: When b2 fits to b3, the representative points of the fitted features coincide, the orbit of the other representative point forms a locus under this revolute joint motion.
Top View of body b3 with two cylinders coming out of the paper

locus formed by the representative point of compl of b1

loci intersection at the tangent point

locus formed by the representative point of compl of b2

Figure 5.12: Intersecting loci from compl of b1 and compl of b2
Figure 5.13: An example containing both discrete and continuous joints
Figure 5.14: A gearbox
CHAPTER 6
CONCLUSION AND FUTURE WORK

This is not the end. It is not even the beginning of the end. But it is, perhaps, the end of the beginning.

— Winston Churchill

6.1 Contributions

The main contributions of this work are:

1) the formal establishment of the relations between a feature and its symmetry group, and between the symmetry group of a compound feature and the symmetry of its primitive features,

2) the geometric characterization and mathematical justification of TR subgroups of the proper Euclidean group, namely, the characteristic invariants representation,

3) the mathematical verification of the closure property of TR subgroups via intersection and the implementation of an efficient TR group intersection algorithm,

4) the development of a solid model-based kinematic assembly planning system KA3 which combines rigorous treatment of symmetries of bodies and features, CSP problem solving techniques and heuristic search strategies into one computationally tractable framework, and

5) the avoidance of computationally expensive symbolic manipulation for finding solutions of algebraic equations, while still treating a set of cases which are common and important in assembly.
6.2 Future Research

This is all just a beginning. The limitations of and possible extensions to this work include:

- Only areal contact is formally treated. The product of TR groups is needed to extend this work to include both line and point contacts. Proposition 3.20 is a good place to start.

- $\mathcal{A}3$'s ability is limited by the capability of the geometric modeller used.

- The geometric approach for finding relative positions by the intersection of loci method is incomplete; $\mathcal{A}3$ could be complemented well by harnessing it to a system capable of treating a full range of polynomial equations.

- A fast algorithm is needed for finding body symmetries from boundary models that are not restricted to polyhedral, so that it will be possible to treat permutations of distinct bodies. Work reported in [85, 82, 30] is of relevance.

- The salient-feature-library is prestored and thus static; the ability to learn new features while planning is desired.

- $\mathcal{A}3$ does not deal with subassemblies. To treat a robot hand grasping an object as assembly feature mating needs a proper characterization of subassemblies.

We treat robotic assembly planning as taking place at two distinct conceptual levels. Planning at the higher level involves deriving nominal trajectories along which the bodies to be assembled are to be moved. This is what $\mathcal{A}3$ has done. Planning at the lower level transforms such a high-level specification into an assembly plan which takes account of uncertainty [19]. This is part of the on-going work in our lab.

Information in POAMS such as the d.o.f. between a pair of mating bodies, that is expressed in terms of symmetry groups of the mating features, can be translated into stiffness constraints for robot hand movements while assembling the mating bodies [66].

Sensory requests, as well as other kinds of requests (see below), can be embedded into the nominal plan POAMS as conditional statements. For example, an extraction-request can be added into a plan to minimize position errors, especially at the critical contact states. A verification request can be added to keep the execution
of the plan on the right track. The idea is to let the output plan contain as much contingency information as possible for on-line decision making.

The requests can be divided into several categories, such as:

- **minimal rotation request**: according to the symmetry properties of the mating bodies, give the maximum rotation angle needed to reach a mating state,

- **order request**: a sequence of actions,

- **verification request**: to verify some positive result(s) of actions,

- **error monitoring request**: request sensory feedback to ensure the robot is on the right track, and finally

- **alignment request**: actively minimize errors by adding extra actions.

Most of the above requests can be expressed in a formal syntax such as the RS model developed by Lyons in [54].

Stability analysis and selection of an optimal plan can also be carried out at this stage after both the kinematic and spatial constraints are satisfied. POAMS can also be translated directly into robot actions as displacement commands.

Information about assembly bodies can be gained from sources other than a geometric modeler; from range data, for example. \( \mathcal{A3} \) can then be used to find possible mating features to assemble an image of an object with its model. To do this, certain work needs to be done for dealing with noise in the data.

### 6.3 Remarks

In conclusion, the significance of this work is that it has addressed symmetries formally and computationally, especially the symmetries relevant to contact between bodies. Furthermore, it has embodied the theoretical results into a kinematic assembly planning system \( \mathcal{A3} \). \( \mathcal{A3} \) exhibits the interaction between algebra and geometry within a group theoretic framework and the interaction between CSP techniques and heuristic search strategies, providing us with a unified computational treatment of reasoning about how parts with multiple contacting features fit together.
This work has made it possible to realize

1) the automatic generation of assembly task specifications for robotic task level planning from the component diagrams of mechanical design, and

2) a robotic task level planner that ‘understands’ symmetry.
APPENDIX A

ABSTRACT ALGEBRA

Definition A.1 Let \(*\) be a binary operation defined on a set \(X\) and \(\circ\) a binary operation defined on a set \(Y\). A morphism or homomorphism is a function \(f : X \rightarrow Y\) which 'carries' the operation from \(X\) to \(Y\), i.e.

\[ f(a \ast b) = f(a) \circ f(b), \forall a, b \in X. \]

A homomorphism \(f : (X, \ast) \rightarrow (Y, \circ)\) is said to be

- a monomorphism if \(f\) is injective;
- an epimorphism if \(f\) is surjective;
- an isomorphism if \(f\) is bijective.

Definition A.2 A linear transformation \(f : V \rightarrow W\), of a vector space \(V\) to a vector space \(W\) over the same field \(F\), is a transformation \(f\) of \(V\) into \(W\) which satisfies \(f(x + y) = f(x) + f(y)\) and \(f(c \ast x) = c \ast f(x)\) for all \(x, y \in V\) and \(c \in F\).

Definition A.3 A real quadratic form is said to be positive definite if, whenever \(x\) is non-zero, \(q(x) = \sum_{i=1}^{n} k_i x_i^2 > 0\).

Definition A.4 The value \(f(u, v) \in \mathbb{R}\) is written \(<u, v>\) and is known as the inner product of \(u\) and \(v\). The inner product has the following properties: for all \(u, v \in V\) and \(\lambda, \mu \in \mathbb{R},\)

- \(<u, v> = <v, u>\) (symmetry)
- \(<\lambda u_1 + \mu u_2, v> = \lambda <u_1, v> + \mu <u_2, v>\) (bilinearity)
- \(u \neq 0 \Rightarrow <u, v> > 0\) (positive definite).

Definition A.5 A vector space \(V\) over \(\mathbb{R}\) together with a symmetric bilinear form \(f\) whose associated quadratic form is positive definite is said to be an inner-product space.

Definition A.6 A linear transformation \(g : U \rightarrow V\), where \(U\) and \(V\) are inner-product spaces, is orthogonal when

\[ <g(u), g(v)> = <u, v>, \forall u, v \in U\]

Definition A.7 A polynomial \(p \in F[x]\) is said to be irreducible over \(F\) or irreducible in \(F[x]\) or prime in \(F[x]\) if \(p\) has positive degree and \(p = bc\) with \(b, c \in F[x]\) implies that either \(b\) or \(c\) is a constant polynomial.

Theorem A.1 If \(m_1, \ldots, m_k\) are positive integers that are pairwise relatively prime (gcd\((m_i, m_j) = 1\) for \(1 \leq i < j \leq k\)) then for any integers \(a_1, \ldots, a_k\) the system of congruences \(y \equiv a_i \mod m_i, i = 1, 2, \ldots, k,\) has a simultaneous solution \(y\) that is uniquely determined modulo \(m = m_1 \cdots m_k\). (Chinese Remainder Theorem)
These are some topology definitions and theorems taken from [18, 60]. They are listed here as a quick reference for the readers.

Definition B.1 A topology for a set $X$ is a family $T$ of subsets of $X$ satisfying the following three properties:

- The set $X$ and the empty set $\emptyset$ are in $T$
- The union of any family of members of $T$ is in $T$.
- The intersection of any finite family of members of $T$ is in $T$.

Definition B.2 The members of $T$ are called open sets.

Definition B.3 A neighborhood of a point $x \in X$ is an open set containing $x$.

Definition B.4 A point $x$ is a limit point of a subset $A$ of $X$ means that every neighborhood of $x$ contains a point of $A$ distinct from $x$. A closure of a set $A$ is the set $\bar{A}$, the union of $A$ with its set of limit points. The boundary of $A$ is the intersect of $\bar{A}$ with $X \setminus A$.

Definition B.5 A function $f : X \to Y$ from a space $X$ to a space $Y$ is continuous provided that for each open set $U$ in $Y$ the inverse image

$$f^{-1}(U) = \{x \in X | f(x) \in U\}$$

is open in $X$.

Definition B.6 A one-to-one correspondence $f : X \to Y$ for which both $f$ and the inverse function $f^{-1}$ are continuous is called a homeomorphism; in this case $X$ and $Y$ are said to be homeomorphic.

Definition B.7 A function $g : X \to Y$ is open provided that $g(O)$ is open in $Y$ for each open subset $O$ of $X$. Closed function is defined analogously.

Definition B.8 A path, is a space $[X,O]$ is a mapping $p : [a,b] \to X$, where $[a,b]$ is a closed interval in $\mathbb{R}$. If $p(a) = P$ and $p(b) = Q$, then $p$ is a path from $P$ to $Q$.

Definition B.9 An $n$-manifold is a separable metric space $M^n$ in which every point has a neighborhood homeomorphic to $\mathbb{R}^n$. 
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Definition B.10 Two sets \( H, K \) are separated if

\[
\bar{H} \cap K = H \cap \bar{K} = \emptyset.
\]

Theorem B.1 A set \( M \subset X \) is connected if and only if \( M \) is not the union of two nonempty separated sets.

Theorem B.2 For sets, connectivity is preserved by surjective mappings.

Theorem B.3 If \( H \) and \( K \) are separated, then every connected subset \( M \) of \( H \cup K \) lies either in \( H \) or in \( K \).
APPENDIX C

FINITE ROTATION GROUPS

If the rotation group $G$ has order $n$, then $n = m_i n_i$ where $m_i$ is the number of poles in the orbit $\Gamma_i$ and $n_i$ denotes the order of $Z_i$, which is the stabilizer subgroup of any pole in $G$. The number of rotation axes through the center $O$ of a solid is $(\Sigma m_i)/2$. Table-C.1 lists a complete list of finite rotation symmetry subgroups of $SO(3)$ for any bounded solid, the rigid motions which bring it to its original 3-d space form a symmetry group and the group will be one of the finite symmetry groups listed in Table-C.1. For example, associated with $block(1,2,3)$ is a dihedral group with 3 rotational axes and each element of the group has order 2, and associated with $cyl(2,6)$ is an $O(2)$ group.

Table C.1: Types of finite rotation groups

| Group Name | $|G|$ size | Poles in Orbit 1 | Poles in Orbit 2 | Poles in Orbit 3 | Comments |
|------------|-----------|------------------|------------------|-----------------|----------|
| identity   | 1         | $\infty$        | 0                | 0               | the only rotation leaves than two points of $\Sigma$ fixed |
| cyclic     | $n$       | 1                | 1                | 0               | generated by the $2\pi/n$ rotation |
| dihedral   | $n = 2m$  | $n/2$            | $n/2$            | 2               | for a regular m-gon, $m + 1$ rotation axes |
| tetrahedral| 12        | 6                | 4                | 4               | 7 rotation axes |
| octahedral | 24        | 12               | 8                | 6               | 13 axes, same as cube |
| icosahedral| 60        | 30               | 20               | 12              | 26 axes, same as dodecahedron |
APPENDIX D

INTERSECTION OF DISCRETE TR. GROUPS

Let $G_1 = T_1 R_1, G_2 = T_2 R_2$. When both $T_1, T_2$ are discrete there are two possible cases for $G_1 \cap G_2$ to have a non-trivial intersection:

- the two lattices are overlapping (parallel)
- the two lattices are perpendicular to each other

Algorithm:

Firstly, find $T_1 \cap T_2 = \beta^{-1}_x(T_{T_1}, T_{T_2})$. If $T_1 \cap T_2 = \{1\}$ then $G_1 \cap G_2$ is simply a rotation subgroup or the identity group.

For two one-dimensional lattices:

By definition of the translational invariants, at least $s_0 \in T_{T_1} \cap T_{T_2}$.

Suppose generators for $T_1, T_2$ are $t_1, t_2$ respectively. If $\|t_1\|, \|t_2\| = t$ exists then $t$, which is parallel with both $t_1$ and $t_2$, is the generator of $T_1 \cap T_2$. If the two lattices $T_{T_1}, T_{T_2}$ do not coincide anywhere else except the origin $s_0$ then the intersected translation group is the identity group.

Two two-dimensional lattices:

Let $a, b$ be generators of $T_1$, and $c$ one of the generators $T_2$. Since it will be clearly said, a generator, a translation, and its norm will not be labeled differently in the following statement. Suppose $\theta$ is the angle between $c$ and $a$ (Figure D.1).

Then

$$\tan(\theta) = \frac{xb}{ya}$$

If $\tan(\theta)$ is a rational number then it can be rewritten as a reduced fraction $\frac{p}{q}$ where $p, q$ are integers. Therefore $x = p, y = q$ is the solution. This only indicates that lattice of $T_1$ has points residing on the line with $\tan(\theta)$ with interval $d = \sqrt{(xb)^2 + (ya)^2}$. Now to find out whether lattices of $T_1$ and $T_2$ have any intersections is to find out whether the one dimension lattice with interval $d$ and the one-dimension lattice generated by $c$ of $T_2$ have a $\text{lcm}$ as we did with two one-dimensional lattices above. Similar approach can be applied to the other generator of $T_2$. The result of this step is to find $T_1 \cap T_2$ which can be zero, one or two dimensions. This gives the dimension(s) of a ‘window’ used in the following step to find rotation subgroup of the intersection.

Secondly, find all the rotation subgroups within such a window: the unit lattice of the intersected group. This window can be placed by any translation but obviously there is an optimal position to locate the corner of the window i.e. the highest-order rotation subgroup of the intersected group. In this case only the rotations at the corners of the window need to be checked out.
Figure D.1: Two overlapping lattices

When we calculate the rotations, we encounter the case where two lattices (fixed point sets) do not have any point in common at \( s_0 \). A more general method using Chinese Remainder Theorem is the following:

Suppose each lattice has an off-set, one is \( a_0 \) the other is \( b_0 \), the norm of generator is \( a, b \) respectively. Given integers \( x, y \), question: is there a solution for the following equation?

\[
a_0 + ax = b_0 + by \Rightarrow ax - by = b_0 - a_0 = c
\]

The condition for this equation to have a solution is:

\[
gcd(a, b) | c
\]

As far as the original offsets and norms are rational numbers, this Diophantine equation will have a solution.

Thirdly, find the rotation subgroup \( R \) with the highest order in the window. There are only finite number of them to calculate: the ones at the corner of the window.

Finally, \( (T_1 \cap T_2)R = G_1 \cap G_2 \) is the intersected group.

This algorithm has not been implemented, mainly because of the difficulty of telling whether an expression, such as \( \tan(\theta) \), is a rational number precisely.
APPENDIX E

IMPLEMENTATION OF SHAPES USING PADL2

A geometric solid modeller is a software package providing informationally complete representations of solids such that any well-defined geometrical property of any represented solid can be calculated automatically [70, 71]. PADL2 [11] is such a solid modeller, and we have made use of it to provide us with a boundary representation of solids in terms of faces, edges and vertices. Solid shapes, specified as Prolog terms in the formalism used in the Edinburgh Designer System [64], are converted to the PADL2 input formalism, and processed by that system into boundary models.

In the volumetric or Constructive Solid Geometry (CSG) approach to defining shapes, nominal shapes are defined as subsets of \( \mathbb{R}^3 \) by taking a collection of primitive shapes, relocating them with rigid transformations, and combining them with the boolean operations of union, intersection and set-difference.

The bounded shapes that can be described symbolically for PADL2 have the following form as Prolog terms.

\[
\begin{align*}
\text{block}(X,Y,Z) & \quad \text{-- a block with dimensions } X,Y,Z \\
\text{cyl}(H,R) & \quad \text{-- a cylinder of height } H \text{ and radius } R \\
\text{sph}(R) & \quad \text{-- a sphere of radius } R \\
\text{wed}(X,Y,Z) & \quad \text{-- a wedge with dimensions } X,Y,Z \\
\text{con}(H,R) & \quad \text{-- a cone of height } H \text{ and radius } R \\
\text{tor}(\text{Min},\text{Maj}) & \quad \text{-- a torus with minor and major radii } \text{Min} \text{ and } \text{Maj}
\end{align*}
\]

Primitive or composite shapes may be combined through the following boolean operations:

\[
\begin{align*}
\text{Shape1} \cup \text{Shape2} & \quad \text{-- union of Shape1 and Shape2} \\
\text{Shape1} \cap \text{Shape2} & \quad \text{-- intersection of Shape1 and Shape2} \\
\text{Shape1} \setminus \text{Shape2} & \quad \text{-- difference of Shape1 and Shape2}
\end{align*}
\]

Rigid transformations are specified using the following Prolog rendering of the forms.

\[
\begin{align*}
\text{trans}(X,Y,Z) & \quad \text{-- a pure translation along the } x,y, \text{ and } z \text{-axes} \\
\text{trans}(\text{vec}(X,Y,Z)) & \quad \text{(same)} \\
\text{rot}(\text{ii},T) & \quad \text{-- a rotation of } T \text{ radians about the } x \text{-axis} \\
\text{rot}(\text{jj},T) & \quad \text{-- a rotation of } T \text{ radians about the } y \text{-axis} \\
\text{rot}(\text{kk},T) & \quad \text{-- a rotation of } T \text{ radians about the } z \text{-axis} \\
\text{rot}(\text{vec}(X,Y,Z),T) & \quad \text{-- a rotation of } T \text{ radians about a directional vector } \% (\text{which need not be normal})
\end{align*}
\]
Table E.1: Infinite Solids and their descriptions

<table>
<thead>
<tr>
<th>Solid</th>
<th>Defining Constraint</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>( {(x, y, z)</td>
<td>z \leq 0} )</td>
</tr>
<tr>
<td>Cyl(r)</td>
<td>( {(x, y, z)</td>
<td>x^2 + y^2 \leq r^2} )</td>
</tr>
<tr>
<td>Sph(r)</td>
<td>( {(x, y, z)</td>
<td>x^2 + y^2 + z^2 \leq r^2} )</td>
</tr>
<tr>
<td>Cone(( \alpha ))</td>
<td>( {(x, y, z)</td>
<td>x^2 + y^2 \leq z \tan \alpha, z \geq 0} )</td>
</tr>
<tr>
<td>Screw(p,f)</td>
<td>( x^2 + y^2 \leq f(\frac{z + \arg(z + iy)}{\pi} \mod p) )</td>
<td>Screw, pitch ( p ) and profile ( f )</td>
</tr>
<tr>
<td>Gear(n,r,f)</td>
<td>( x^2 + y^2 \leq r^2 + f(\arg(x + iy) \mod \frac{2\pi}{n}) )</td>
<td>Gear, ( n )-teeth, radius ( r ) profile ( f )</td>
</tr>
</tbody>
</table>

If Shape is a shape, and Loc is a rigid transformation, then Shape \( \oplus \) Loc is Shape relocated by Loc.

For example

\[
cyl(4,1) \setminus (cyl(4,1) \oplus trans(4,0,0)) \setminus (block(1,2,6) \oplus trans(-1,-1,1) \oplus rot(jj,1.570796))
\]

denotes an object, consisting of two cylinders “stuck” on to a block with the union operation \( \setminus \).

A draw predicate is provided which “prints” the Prolog term as a string in PADL2 syntax, and then calls PADL2 to form and display a boundary model of the object. The PADL2 internal representation of the boundary model is extracted using FORTRAN subroutines linked into POPLOG [29, 78] as external procedures; POP-11 objects expressing the face-edge-vertex structure of a body are built from the information thus extracted. These objects correspond quite closely with the structures that PADL2 uses internally.

Table E.1 gives the definition of some infinite solids. The boundaries of these solids correspond with the surfaces used by PADL2, except for the Screw and Gear forms. We treat these in our system by ‘lying’ to PADL2 — they exist in our input formalism, they are approximated by cylinders before input to PADL2, and relabeled in the resultant boundary representation.
APPENDIX F

DEFINITION FOR EDGES AND GENERAL FEATURE TYPES

Definition F.1 Edge: an edge of a solid is an intersection of two distinct adjacent surfaces of a solid.

Definition F.2 The inherent direction of a edge itself is pre-defined arbitrarily. However when an edge bounds a surface $P$ the direction of the edge at point $p$ is $\vec{e}_p$ and defined as:

$$\vec{e}_p \times \vec{l}_p = \vec{n}_p$$

where $\vec{l}_p$ is the vector pointing from point $p$ into the surface $P$ and $\vec{n}_p$ is the surface normal at point $p$.

The direction of the edge is defined as such that when traversed along it the surface is always on the left hand of the edge.

Definition F.3 Convex and concave points on an edge: if an edge $e$ has an inherent direction $\vec{e}_p$, the point $p$ on the edge is said to be a convex point if and only if

$$(\vec{l} \times \vec{r}) \cdot \vec{e}_p > 0$$

where when the body is observed from outside the material and with $\vec{e}_p$ pointing upwards, $\vec{l}$ and $\vec{r}$ are the normal vectors of the surfaces on the left and right of $\vec{e}_p$, respectively.

A concave point is defined correspondingly.

Definition F.4 Convex and concave edges: A convex edge is an edge which is composed of convex points only. A concave edges is defined similarly.

Note some edge can be partially convex and partially concave (two cylindrical surfaces with their central axes intersect perpendicularly).

Definition F.5 Container and insertor: a compound feature is said to be a container if every adjacent primitive feature pair shares a concave edge; it is said to be an insertor if every adjacent primitive feature pair shares a convex edge.
APPENDIX G

WHY IS THE PLANNING SYSTEM CALLED KA3?

This name comes from a Chinese word: KA3 where KA denotes the sound and 3 denotes the third tone out of four choices. I have long been thinking of a name for this system but none was suitable. One day, I was thinking of the role this system could play in the design-to-manufacturing spectrum, “It acts like an interface which connects the designers, at a high level in this spectrum, and the robotics task-level planner, which is relatively lower in this spectrum”, naturally, a Chinese phrase was jotted on the paper: cheng2 shang4 qi3 xia4 (Figure G.1). It means something or someone that takes the consequence from the above and invokes the below in an active and complementary manner. In Chinese “upper” or “above” is pronounced as: shang4 and “lower” or “below” is: xia4. The interesting thing is that when I let the two words shang4 (upper) and xia4 (lower) “interface” with each other it forms another Chinese word: KA3 (Figure G.1). One of the main meanings of KA3 is interlock, which is what assembly is all about.
Figure G 1: A Chinese phrase: *cheng shang qi xia* meaning: interfacing the upper and the lower. The word *upper* (shang 4), *lower* (xia 4) and *interlock* (ka 3) in Chinese.
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