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Abstract - In this paper we present a new path tracking '

method and its application to an autonomous vehicle, the
NavLab (road-worthy truck modified for research in out-
door navigation). The method applies predictive control
theory to obtain the appropriated steering angle taking into
account the vehicle velocity. We consider both the single-in-
put single output case and the multivariable formulation of
the predictive control problem. Moreover we describe the
implementation of the NavLab controller.

L. INTRODUCTION

The control of Mobile Robots involves several tasks such
as perception, path planning, path tracking, and low-lev-
el control. The estimation of the mobile robot position
can be performed using several sources of data including
the perception system (image, range data, sonars) as
well as internal sensors (inclinometers, gyroscopes, acel-
erometers) and dead reckoning techniques. The general
purpose of a robot path planner is to find a trajectory
from a start position to a goal position with no collisions
while minimizing a cost measure. This paper is mainly
concerned with path tracking. The objective is to follow
a previously defined path by taking into account the ac-
tual position and the constraints imposed by the vehicle
and its lower level motion controllers. The controller ar-
chitecture and the position estimation technique are dis-
cussed to clarify the implementation issues of the
tracking strategies.

There are path tracking formulations [1] which respond
to a controller incorporating real time image processing
to estimate the vehicle position. On the other hand, there
are architectures in which the perception and path plan-
ning are integrated with path tracking and low level con-
trol in order to provide fast response for real time
obstacle avoidance [2]. In this paper we overview the
general characteristics of the NavLab controller in sec-
tion 2.

Most path tracking methods are based on the estimated
error between the current vehicle position and the path to
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follow. In several approaches the robot motion between
the current position and a previously defined point in the
path is defined by using straight lines [3], circles [4],
clothoids curves [5][6], and quintic polynomials [7].
From the point of view of the control law, linear propor-
tional feedback of errors [4][8], and PI control algo-
rithms [9], have been implemented by using error
coordinate systems. In [10] a non-linear control law is
presented and the stability is proved under the assump-
tion of perfect velocity tracking.

In this paper we propose the application of the General-
ized Predictive Control (GPC) method as presented in
[11]. The motivation and formulation of the control
problem in this method is particularly interesting for path
tracking. In fact, it is intended to minimize a cost index
with the errors between future desired outputs and pre-
dicted outputs, and the future increments in control. The
method is based on a receding horizon approach similar
to that used by the human operator when driving. Predic-
tive control has been recently proposed for rotorcraft ter-
rain-following flight [12] and manipulator control [13].
In section 3 we describe its formulation for mobile robot
path tracking. Section 4 is devoted to the implementa-
tion. The conclusions and references are in sections 5 and

Fig.1. The NavLab

II. THE NAVLAB CONTROLLER.

The NavLab (see Fig. 1) is a self-contained truck modi-
fied so that humans or computers can control it as occa-
sion demands. Its core is the vehicle controller. Figure 2
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shows the architectural overview of this controller [4].
The State Maintenance System uses the data from differ-
ent sensors to produce an accurate estimate of the vehicle
state. The system has a state buffer which maintains po-
sitioning (coordinates x,y,z) and orientation (angles y, 6,
¢) data. The buffer is updated by the sensor drivers which
interface to the available sensors. The distance traveled
(s) and the velocity (v) are computed from the data pro-
vided by optical shaft encoders in the transmission. An
optical encoder on the steering column reports the steer-
ing wheel position which is used to compute vehicle's ra-
dius of curvature (y = d¢/ds). An Inertial Navigation
System (INS) reports accurate high precision heading
($), roll ( ) and pitch (0). The State Maintenance Sys-
tem also includes a processor which maintains the vehi-
cle status and particularly the position estimate from all
the sensor data in the state buffer. Dead reckoning can be
used to compute changes in vehicle coordinates from the
exact curvature and traveled distance. Provided that the
computations are done in short intervals, it can be shown
that the path between two points is given by:

dx = -sin( )ds
dy = cos(¢) ds ¢))
do= yds

The relation between the curvature y and the position of
the steering wheel in encoder counts has been deter-
mined experimentally by recording the vehicle's heading
in short intervals as the vehicle was driven on a wide va-
riety of paths at different speeds. The IN'S is used to elim-
inate the error accumulation of dead reckoning. Taking
into account the calibration errors in the INS position
data, only its orientation data, which is very accurate, is
used. Thus, the position is obtained by looking up the ini-
tial position in a map and computing the small changes
in vehicle coordinates with a small change in distance
traveled. External sensors and maps (landmark recogni-
tion system) can be used for the INS initialization. Alter-
natively, data from Global Positioning Systems can also
be incorporated.

The clients in Fig.2 are internal and external to the con-
troller. There are three internal clients: the mapper, the
velocity regulator and the tracker. The mapper records
motion profiles (x.y,z, ¥, 6, ¢, ¥) at regular distance in-
tervals (0.5 m for the NavLab). The velocity regulator
commands the vehicle velocity by considering the sharp-
ness of the path to follow in addition to the vehicle's
physical constraints. The smoothness of the velocity pro-
file is considered the most important issue. The tracker
uses the mapper's path points and the current vehicle sta-
tus to command a new steering angle. The next section is
concerned with the path tracking.

A software interface server allows multiple external cli-
ents to communicate with the controller. Thus, the exter-
nal clients are charged with the perception (interpreting
image and range data) and path planning tasks. There is
also a hardware interface server to process signals from
other external sensors (sonar) and to support man-ma-
chine interfaces (joystick to maneuver the vehicle). The
Actuation System in Fig. 2 uses a Hardware Configura-
tor process for delivering consistent requests to two low-
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level feedback controllers. The steering wheel axis con-
trol loop has a high precision optical encoder and a PID
motion controller board. Also a PID motion controller is
used in the drive control loop to command the servo-
valve of the NavLab's hydraulic transmission system.
The Watch Dog examines the vehicle state and performs
security functions, and the Request Maintenance System
is the communication link handling the incoming and
outgoing requests.

Request Maintenance
+ System

Request Buffer

Actuation System|

Hardware
ra Configurator

. Watch
Clients Dog

State Maintenance System

I State Buffer MState Prooessorl

Fig. 2. Architectural view of the controller

III. PREDICTIVE PATH TRACKING

Consider the following locally linearized Controlled Au-
toregresive and Moving Average (CARIMA) time-dis-
crete model:

A@") y&) =B@™h uk-1) + {K)/A, @

where u(k), y(k) and {(k) are respectively the control in-
put, the controlled variable, and an uncorrelated random
sequence at time k; q”! is the backward shift operator,lA
is the differencing operator (A= 1-q’1); and A(g™),
B(q'l) are the polynomials:

A@h=1+a,q+...+a,q™

3

B(q)=by+ b, g1+ ...+ by, g™

This model can be used to represent the path tracking
problem if we linearize the motion equations by using
vehicle's fixed coordinates, or path dependent coordi-
nates [14][15]. A convenient choice is an axis tangent to
the desired path. In this case the coordinates of path
points in vehicle frame give the distance to be mini-
mized. The control input is the required curvature



or steering angle ( 'y, ) which is different from the vehi-
cle’s actual curvature due to the dynamics of the steering
system.

Taking into account the NavLab’s navigation limitations
(top speed 18 MPH) and the data update rate of the con-
troller (0.1 sec.), linearized models can be used for a con-
stant velocity even if we consider vehicle-ground
interaction [16]. On the other hand notice how { in (2)
may represent the noise in the measurements.

The predictive control method is based on the minimiza-
tion of the cost function given by:

Nl
5Ny Ny) = E{ Y G+ -y k)’ +
i=N
A @)
YD) (Au(lc+j-l))2}
i=N1
where E (.} represents the expectation and :

« N and N, are respectively the minimum and maxi-
mum costing horizon: window defined in the path to
follow (lookahead).

o J(k+j)and y,(k+j) are respectively the predict-
ed output and the desired values of the output in the fu-
ture interval [N}, N,]. Thus, it is intended to minimize
the distance to the path in local coordinates (taking
into account the vehicle heading). It is clear that data
needs to be transformed to this coordinate system by:

Yak)=(x*g(k)-x*(k)) cosd g (0)-(y* gk)-y*(k))send4 (0)
x4(k) = (x* g(K)-x"(K)) sin o (0) + (y*g(k)-y*(k)) cos ¢d(?5))

where (x*,y*) and (x+4,y+3) are global coordinates, and
¢4 (0) is the path heading at k=0.

« A() is a control weighting sequence that can be used
to prevent excessive changes in steering.

Thus, the objective is to drive the future outputs y(k+j)
close to y 4(k+j) bearing in mind the control activity to do
s0. For Nj=1 and N,= N , the prediction vector:

T
9= [5G+ 10 (5Ge+2) ... 5k + NI
is given by

5= Gausf ©

where Au=[Au(k), Au(k+1), .. ., Auk+N-1)1T is the vec-
tor of projected control increments (steering incre-
ments), G is an NxN lower triangular matrix, and

f=[f(k+1), f(k+2), . . . fk+N)]T

are the predictions of the output by assuming that future
control increments are all zero. The generalized predic-

tive steering control law is given by:
Au=(GTG+AD) T GT (y4- 1),

where, Y&= [ ygk+1), ya(k+2), ...
ture desired sequence.

@
, yd(k+N)]T is the fu-
If, after a certain number of samples NU<N,, the project-
ed steering increments are assumed to be zero
Au(k+j-1)=0, j>NU ,

then the corresponding steering control law is

Au=(G,TG, +AD)1GT(yq-h, (8)
where
&% O ...0
G, = & & ...0
8N-18N-2 --8N-NU
®

and the matrix
(G,TG, + A1)

is NU x NU. Thus, for the particular case NU=1 only one
control change (Au(k)) is considered and the inversion in
(7) or (8) is reduced to a scalar computation.

The coefficients of the matrix G, in (8)-(9), or G in (7),
can be obtained from polynomials G; given by

GiaH=E@" B (10

and E-(q'l) results from the recursive solution of the Di-

ophan’

tine equation
1+Eq™) AA + I F(qD) (11)

where Ej(q"and Fj(q'l) are polynomials uniquely de
fined given A(q™!) and j.

Now consider the vehicle heading and curvature as
additional variables to be controlled. Thus, the above for-
mulation needs to be generalized to cope with models
with more than one output. Moreover, there are formula-
tions of the path tracking problem in which there is more
than one control variables. For example in [10] the con-
trol variables are the required vehicle linear and rota-
tional velocities.

Thus we have considered a multivariable formulation
of the predictive control problem. Let m and p be the
number of outputs and control variables respectively. In
this case A(q"Y) and B(q"!) in (2) are the following mxm
and mxp polynomial matrices:
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AQ D=L+ A Q! +... #A

na q-na

(12)
B(q)=By+B;q! +....+Byq™

The Diophantine equation (11) is now an mxm matrix
equation, that can also be solved recursively, and the

polynomials G; in (10) are the polynomial matrices giv-
en by

Gj (q-1)= (€p + &4 ql +....+¢&y q0D)(By+

Byq! +....+By,q™) (13)

where g are mxm matrices. The method easily applies
for computing the projected vectors Auj (j=1 ..p) for ev-
ery control input from the prediction vettors f; (i=1..m)

of every output.

STATE MAINTENANCE SYSTEM
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Fig. 3. Implementation of the predictive path tracking
method.

[ ACTUATION SYSTEM

IV. IMPLEMENTATION
Figure 3. shows the implementation of the predictive
path tracking method in the NavLzb's controller. The
procedure to compute the gain matrix
M;=(G,"G, + A1 G{T
in equation (8) or
M= (GTG + A 1)1 GT

in (7) is the following: first compute the model parame-

ters aj(i=1..na) and b;(i=1..nb) in (3) for a particular ve-
locity; then solve the Diophantine equation (11)
recursively; then compute the polynomials G; using (10)
and form the matrix G, or G; and finally comi)ute M, or
M.

Observe that if we apply all the projected steering angles
in the sequence, we have an open loop strategy during the
whole period [N;, N,]. Instead  the mechanism of the
predictive steering applies only the first increment Au(k)
and at the next control  instant recomputes a whole se-
quence from the new sequence of path points provided
by the mapper. This feedback mechanism is quite similar
to the one used by humans when driving.

In order to reduce steering wheel variations it is possible
to use approach trajectories to the path as suggested in
the predictive control literature [11]. We have imple-
mented several approach trajectories including the expo-
nential {12]:

yo(k+)= ya(k+j)-exp(-T yak+i)- y&k+)]  (14)

Thus, we substitute in (7) the values of the trajectory on
the path y4(k+j) for y.(k+j) given by (14).

We have also implemented the multivariable formula-
tion. Particularly we have used this formulation with
three outputs (distance to the path, heading, and vehicle

.curvature) and the required steering angle as the only
control variable.

In Fig. 4 we show the results of the implementation of the
predictive control method by using a very simple model
obtained by local linearization and discretization of the
dead reckoning equations (1) for constant velocities, and
considering first order dynamics for both the steering and
the drive systems. The steering time constant has a sig-
nificant influence on the dynamic behaviour. The steer-
ing time constant for the NavLab was measured to be 0.4
sec. for the velocity range of interest.

In this experiment we have used a temporal sequence of
18 points, and NU=1 for a velocity of 3.4 m/s. The path
(Fig. 4a) is very difficult to follow due to the sharpness
of its curves, especially the one on the bottom right of the
figure which is almost at the minimum turning radius of
the NavLab. However, the tracking is good and the steer-
ing wheel movements are minimized. In Fig. 4b the evo-
lution of the vehicle steering angle is shown. A low value
of T .in (14) is needed for the heading ¢. If T, is de-
creased, the tracking is improved but undesirable high
frequency oscillations of the steering wheel are ob-
served. These oscillations are not present in the experi-
ment shown in the Fig. 4.

In the experiment shown in the figures, the wheight A in
(@) is zero. Increasing A the steering activity is reduced
but the tracking deteriorates.

Moreover, in the experiment we have used Ny=1 in (4).
The horizon N= Ny in (4) (lookahead) was tuned auto-
matically taking into account the vehicle velocity. Indeed
if we have a constant control period it is advantageous
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Fig. 4 Tracker performance.

to modify the number of path points ahead when chang-
ing the velocity. Increasing N has an anticipative effect
in the tracking of curves and the opposite occurs when
decreasing N. This effect is shown in Fig. 5.
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Fig.5. Modification of N=N, for Ny=1

It is also possible to use NU>1. However this increases
the computational time of the adaptive implementation
because it is necessary to perform the matrix inversion
involved in (8) when the velocity is changed. Moreover,
values of NU>1 may increase the control activity pro-
ducing an undesirable steering behaviour.

V. CONCLUSIONS

Predictive control theory offers promising results for
path tracking of mobile robots and autonomous vehicles.
The method has been implemented and tested for the
NavLab and it produced good results for both tracking
and smoothness of steering. The method is robust even
for poorly modelled systems and the stability can be
proven. Adaptive implementations may cope with
changes in velociy and other model parameters. More re-
search effort must be devoted to investigating the effects
of perturbations and unmodelled dynamics particularly
for high speed and rugged terrain navigation. The rela-
tion between the design parameters and the navigation
conditions is another subject to be studied.
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