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Abstract

Most research on machine learning has focused on scenarios in which a learner faces a single,
isolated learning task. Thelifelonglearning framework assumesinstead that the learner encounters
amultitude of related learning tasks over itslifetime, providing the opportunity for the transfer of
knowledge.

Thispaper studieslifelonglearninginthe context of binary classification. It presentstheinvariance
approach, inwhich knowledge istransferred viaalearned model of theinvariances of the domain.
Results on learning to recognize objects from color images demonstrate superior generalization
capabilitiesif invariances are learned and used to bias subsequent learning.
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1 Introduction

Standard inductive supervised learningis concerned with learning an unknown target functionfrom
a finite collection of training data. The framework of supervised learning can be characterized
as follows. Let [ denote the set of al potential target functions. For example, in a robot arm
domain /' might be the set of all kinematic functions for robots with three joints. It is commonly
assumed that all functionsin F' are defined over a single input space, denoted by 7, and asingle
output space, denoted by O. The learner has a set of hypotheses that it can consider, denoted by
H, which might or might not be different from /. For example, the set H# could be the set of all
artificial neural networks with 20 hidden units [Rumelhart et al., 1986], or, aternatively, the set
of all decision trees with depth less than 10 [Quinlan, 1986]. Throughout this paper, let us make
the ssimplifying assumption that al functionsin F' are binary classifiers, by restricting the output
to O = {0,1}. We will refer to instances that fall into class 1 as positive instances, and to those
that fall into class O as negative instances.

To learn an unknown target function f* € F, the learner is given afinite collection of input-
output examples (training examples)

X =A@ 0)

which are possibly distorted by noise. The goal of the learner is to generate a hypothesish € H,
such that the deviation

o= Prob(i) [|f() = k(i)
el
between thetarget function f* and % on future exampleswill be as small aspossible. Here Prob(:)
is the probability distribution according to which the examples are generated. Prob is generally
unknown to the learner, asis f*.

Standard supervised learning focusses on learning asingle target function f*, and training data
is assumed to be available only for this one function. However, if functionsin £ are sufficiently
related, it can be helpful to have access to training examples of other functions f in ' as well.
For example, consider a robot whose task is to find and fetch various objects, using its camera
for object recognition. Here let F' be the set of recognition functions for all objects, one for each
potential target object, and the target function f* € F' corresponds to some object the robot must
currently learn to recognize. X, the training set, will consist of positive and negative examples
of this object. The task of the learner isto find an 4 which minimizes £. In order to do so, the
robot must learn to recognize the target object invariant of rotation, trandation, scaling in size,
change of lighting and so on. Clearly, the more profound the learner’s initial understanding of
these invariances, the fewer training examplesin X it will require for reliable learning. Because
these invariances are common to all functionsin £, images showing other objects can provide
additional information for learning about these invariances, and hence augment the training set X .

This example illustrates the lifelong learning framework [Thrun and Mitchell, 1993]. In
lifelong learning, a collection of related learning problemsis encountered over the lifetime of the
system. When learning the n-th task, the learner may therefore employ knowledge gathered in the
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Given:

e aspace of possible hypotheses H

e aset of training examples X of some unknown target function f* € F', drawn
with probability distribution Prob.

e inlifelong learning: a collection of support sets Y = { X}, which characterize
other functions f;, € F

Determine:

ahypothesis € I1 that minimizes  Prob(i) || f*(i) — h(7)]]

el

Table 1: Standard supervised learning and lifelong supervised learning.

previousn — 1 tasksto improveits performance. This paper considers aparticular form of lifelong
learning in which the learning tasks correspond to learning boolean classifications (concepts), and
in which the previous experience consists of training examples of other classification functions
from the same family . More formally, in addition to the set of training examples X for the
target function f*, the learner is also provided sets of examples

Xe = {{w@)} (k=1....]¢))

of other functions G = {¢1,92,...} C F taken from the same function family /. Since this
additional data supports learning />, we shall call each X, a support set for X. The set of all
available support sets, {X; : &£ = 1,...,|G|}, isdenoted by Y. Notice that the support sets X,
are not necessarily generated according to the same probability distribution.

Table 1 summarizes the problem definitions of standard supervised learning and the lifelong
supervised learning problem considered here. Inlifelong learning, thelearner is given acollection
of support sets Y in addition to the training set X and the hypothesis space Y.

Support sets can be defined for a variety of real-world learning tasks. For example, consider
a personal computer assistant whose task it is to recognize its user’s handwriting. F' is the set
of al mappings from hand-drawn curves to letter labels, one for each potential user. For each
user, i.e, foreach f € I, the assistant could start learning to recognize handwriting from scratch.
However, many characteristics will co-occur for multiple users, and one would expect a learner
which incorporates examples from other users to generalize better. A second example, to which
inductive machine learning techniques have frequently been applied, is stock market prediction.
While many of the successful techniquesin this domain remain unpublished, it seemsto be well-
accepted that stocks can be predicted better by learning from data regarding entire families of
stocks, rather than learning about asingle stock inisolation. Clearly, certain patterns can be found
that apply to various stocks, and knowing about these regularities when training data is limited
will most likely improve the prediction accuracy of alearning system.
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Thelifelonglearning framework studied in this paper differsfrom standard supervised learning
in that in addition to the training data X, support sets Y are aso provided. This raises two
fundamental questions:

1. How can alearner use support sets to generalize more accurately?

2. Under what conditionswill alearner benefit from support sets? Obvioudy, the more closely
related the functions in F', the better. But exactly what relation among these functions is
required in order for support sets to be useful? What happens if the functionsin F' are not
related at all? Can support sets mislead generalization and, if so, under what conditions?

This paper does not provide general answers to these questions. Instead, it proposes one
particular approach, namely learning invariance functions, which relies on certain assumptions on
the function set /. It aso presents empirical evidence that this approach to using support sets can
significantly improve generalization accuracy when learning to recognize objects based on visual
data.

2 Thelnvariance Approach

The invariance approach first learns an invariance function o from the support setsin Y. This
function is then used to bias the learner asit selects a hypothesisto fit the training examples X of
the target function.

2.1 Invariance Functions

Let Y = {X;} be acollection of support sets for learning f* from X. Recall our assumption
that all functionsin /' have binary output values. Hence, each example in a support set is either
positive (i.e., output 1) or negative (i.e., output 0). Consider a target function, f, € [ with
ke {1,...,|F|}, and a pair of examples, say « € [ and j € /. A local invariance operator
- I x I — {0,1} isamapping from a pair of input vectors defined as follows:

{ 1 if fu(i) = fry) =1
0 if fu(i) # fr())
not defined if fi.(¢) = fi(y) =0

Basicaly, the local invariance operator indicates whether both instances are members of class 1
(positive examples) relativeto fi. If 74(¢,j) = 1, then f; isinvariant with respect to ¢ and ;.
Notice that positive and negative instances are not treated symmetrically in r.

Tk(ivj) =

Thelocal invariance operators 7 (k = 1, ..., | F|) define a(global) invariance function for £,
denoted by o : I x [ — {0, 1}. For two examples, : and j, o(z, j) is 1 if there exists a k& for
which 7,(z,j) = 1. Likewise, (¢, 7) isOif thereexistsak for which 7 (¢, 7) = O:

1 if 3k € {1,...,|F|} with7(z,5) =1
o(t,j) = 0 if 3k € {1,...,|F|} with(i,5) =0
not defined otherwise



The invariance function behaves like an invariance operator, but it does not depend on %. It is
important to notice that the invariance function can be ill-defined. This isthe case if there exist
two exampleswhich in one target function both belong to class 1, whereasin another they fall into
different classes:

di,j e LkK e{l,...)|F|}: m(i,j) =1 Am(i,j) =0

In such cases the invariance mapping is ambiguous and is not even a mathematical function. A
class of functions F' is said to obey the invariance property if its invariance function is non-
ambiguous'. The invariance property is a central assumption for the invariance approach to
lifelong classification learning.

The concept of invariancefunctionsisquite powerful. Assume £ holdstheinvariance property.
If o isknown, every training instance: for an arbitrary function f, € I’ can be correctly classified,
giventhereisat least one positive instance of f;, available. To see, assume iy0s € 1 isknown to be
apositiveinstance for f;. Then for any instance: € I, o (2, pos) Will be 1if and only if fi.(:) = 1.
Although the invariance property imposes a restriction on the function family £, it holds true for
quite a few real-world problems. For example, a function family obeys the invariance property
if all positive classes (of all functions f;) are digoint. One such function family is the family of
object recognition functions defined over distinct objects.

2.2 Learningwith Invariants

In the lifelong learning regime studied in this paper, o is not given. However, an approximation
to o can belearned. Since o does not depend upon the specific target function f*, every support
set X, € Y canbeusedtotrain o, aslong asthereisat least one positiveinstance availablein X.
Foradl k € {1,...,|G|}, training examples for o are constructed from examples ¢, j € X:

<(Z7])7Tk(lvj)>

Here 7 must be defined, i.e., at least one of the examples: and j must be positive under f;.. In
the experiments described below, o isapproximated by training an artificial neural network using
the Backpropagation algorithm [Rumelhart et al., 1986].

Once ¢ hasbeen learned, one way to mimic /= isto pick an arbitrary positive training instance
in X, andto use o for classification, asdescribed above. However, o« might not be accurate enough
to classify correctly, usually because of modeling limitations, noise, or lack of training data. In
fact, the experimental results described in the next section indicate that there are better ways to
employ the invariance network.

2.3 Extracting Slopesto Guide Generalization

The remainder of this section describes an alternative approach which employs a hybrid neural
network learning algorithm for learning f*. This algorithm is a special case of both the Tangent-

Lt is generally acceptable for the invariance function to be ambiguous, as long as the likelihood for generating
ambiguoudly classified pairs of examplesiszero.



Figure 1: Fitting values and dopes. Let f* be the target function for which three examples
(21, f*(x1)), (22, f*(22)), and (x5, f*(x3)) are known. Based on these points the learner might
generate the hypothesis 7.;. If the opes are also known, the learner can do much better: 7.

Prop algorithm [Simard et al., 1992] and the explanation-based neural network learning (EBNN)
algorithm [Mitchell and Thrun, 1993]. Here we will refer to it as EBNN.

Suppose we are given atraining set X, and an invariance network o which has been trained
using a collection of support sets Y. We are now interested in learning f*. One could, of course,
ignore the invariance network and the support sets altogether and train a neural network purely
based on the training data X'. The training set X imposes a collection of constraints on the output
valuesfor the hypothesis 4. If & isrepresented by an artificial neural network, asisthe case inthe
experiments reported below, the Backpropagation (BP) algorithm can be used to fit X'.

EBNN doesthis, but it also derives additional constraints using the invariance network. More
precisely, in addition to the value constraints in X, EBNN derives constraints on the slopes
(tangents) for the hypothesis .. To see how thisis done, consider atraining example:, taken from
the training set X. Let i, be an arbitrary positive example in X. Then, o(z,750s) determines
whether ¢ and «p0s belong to the same class— information that is readily available, since we are
given the classes of : and :pes. However, predicting the class using the invariance network also
allowsusto determinethe output-input slopes of the invariance network. These slopes measurethe
sengitivity of class membership with respect to theinput featuresin «. Thisis done by computing
the partial derivative of o with respect to ¢ at (z, zpos):

0o (1, Ipos)

di
V,o(¢) measures how infinitesimal changesin : will affect the classification of :. Sinceo (-, ipos) IS
an approximation to f*, V,o(¢) approximatesthe slope V, f*(¢). Consequently, instead of fitting
training examples of the type (¢, f*(¢)), EBNN fits training examples of the type

(i, f7(2), Vif*(i))-

Gradient descent can be used to fit training examples of this type, as explained in [Simard et al.,
1992]. Fig. lillustratesthe utility of this additional slope information in function fitting.

Notice if multiple positive instances are available in X, slopes can be derived for each one of

VZU(Z) =
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1. Let Xpos C X bethe set of positive training examplesin X.
2. Let X' =1
3. For eachtraining example (i, f*(i)) € Xpos dO:

1 D7) (7pos)
Xoodl 5% O
(b) Let X' = X' + (i, f*(1),Via(i))

(a8 ComputeV o (1)

using the invariance network .

4. Fit X'.

Table 2: Application of EBNN to learning with invariance networks.

them. In this case, averaged slopes are used to constrain the target function:

1 D0 (4, ipos)
Vio(i) = o > T'p (1)

tpos€ X pos

Here Xpos C X denotesthe set of positiveexamplesin X. Theapplication of the EBNN algorithm
to learning with invariance networks is summarized in Table 2.

Generally speaking, slope information extracted from the invariance network is a linear ap-
proximation to the variances and invariances of [ at a specific point in /. Along the invariant
directionssopeswill be approximately zero, while along othersthey will belarge. For example, in
the object recognition domain described above, it might happen that color is an important feature
for classification while brightness is not. This is typically the case in situations with changing
illumination. In this case, the invariance network could learn to ignore brightness, and hence the
dopes of its classification with respect to brightness would be approximately zero. The slopes for
color, however, would be large, given that dight color changesimply that the object would belong
to adifferent class.

When training the classification network, slopes provide additional information about the
sensitivity of the target function with respect to its input features. Hence, the invariance network
can be said to bias the learning of the classification network. However, since EBNN trains on both
dopes and values simultaneoudly, errorsin thisbias (incorrect slopes due to approximationsin the
learned invariance network) can be overturned by the observed training example valuesin X.

3 Example

3.1 Object Recognition

To illustrate the invariance network in a real-world domain, we collected a database of 700 color
cameraimages of seven different objects, as depicted in Fig. 2 (left columns).
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Object color size

bottle green medium

hat blueand white  large

hammer | brown and black medium

can red medium

book yellow depending on perspective
shoe brown medium

glasses | black small

The objects were chosen so as to provide color and size cues helpful to their discrimination.
The background of all images consisted of plain, white cardboard. Different images of the same
object varied by the relative location and orientation of the object within the image. In 50% of
all recordings, the location of the light source was aso changed, producing bright reflections at
random locations in various cases. In some of the images the objects were back-lit, in which case
they appeared to be black. Fig. 3 shows examples of two of the objects, the shoe and the glasses.
100 images of each object were recorded.

In al our experiments images were encoded by a 300-dimensional vector, providing color,
brightness and saturation information for a down-scaled image of size 10 by 10. Examplesfor the
down-scaled images are shown in Figures 2 (right columns) and 3. Although each object appears
to be easy to recognize from the original image, in many cases we found it difficult to visually
classify objects from the subsampled images. However, subsampling was necessary to keep the
networks at a reasonable size.

The set of target functions, /7, was the set of functions that recognize objects, one for each
object. For example, the indicator function for the bottle, fuome, Was 1, if the image showed a
bottle, and 0 otherwise. Since we only presented distinct objects, all sets of positive instances
were digoint. Consequently, F' obeyed the invariance property. The set of hypotheses H was the
set of al artificial neural networks with 300 input units, 6 hidden units, and 1 output unit, as such
a network was employed to represent the target function.

The objective was to learn to recognize shoes, i.e., [* = fqoe. Five other objects, namely the
bottle, the hat, the hammer, the can and the book, were used to construct the support sets Y. In
order to avoid any overlap in the training set X and the support setsin Y, we exclusively used
pictures of a seventh object, glasses, as counterexamplesfor fgoe.

3.2 Trainingthelnvariance Network

Each of the five support setsin Y, Xpottie, Xhats Xhammers Xcan @nd Xpook, CONtained 100 images
of the corresponding object (positive examples) and 100 randomly selected images of other
objects (negative examples). When constructing training examplesfor the invariance network, we
randomly selected a subset of 1,000 pairs of images, 800 of which were taking for training and
200 for cross-validation. 50% of the final training and cross-validation examples were positive
examples for the invariance network (i.e., both images showed the same object), and the other
50% were negative examples.



Figure 2: Objects (left) and corresponding network inputs (right). A hundred images of a bottle,
a hat, a hammer, a coke can, and a book were used to train and test the invariance network.
Afterwards, the classification network was trained to distinguish the shoe from the glasses.

In several attempts to construct an invariance network, using a variety of network topologies
with up to two hidden layers, we achieved a maximum generalization accuracy of 62.0%. This
result was somewhat unsatisfactory, since random guessing, by comparison, results in 50% ac-
curacy. When applied to the two remaining unseen objects, the shoe and the glasses, the best
invariance network classified only 53.2% of all image pairs correctly.

In order to improve these results, we applied a learning technique that focusses learning
by incorporating additional training information, adopted from [Suddarth and Kergosien, 1990],
[Caruana, 1993]. Their technique rests on the assumption that in addition to the learning task of
interest, some related learning tasks, using the same input representation and the same training
data (with different target values), are available. Instead of training on a single task, a network is
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Figure 3: Images, aong with the corresponding network inputs, of the objects shoe and glasses.
These examples illustrate some of the invariances in the object recognition domain.

trained on all tasks simultaneoudly, using an augmented output layer that providesadditional output
units for the additional tasks. This technique, which is called “learning by hints’ or “multi-task
learning,” has been found to yield better generalization accuracies, which can be attributed to the
fact that all of these tasks share the same hidden units. If tasks are sufficiently related, it allows
better hidden representations to be developed, resulting in improved generalization. In fact, this
approach establishes an aternative method for the lifelong learning problem, as discussed in Sect.
4,

In the object recognition domain, atask that is obvioudy related to determining whether or not
two images belong to the same classis the task of actually classifying the two images. Hence, we
added two sets of 5 output units to the invariance network, which were trained to determine the
classification of the object shown in either image. A local 1—of —n encoding was used to encode
the 5 different object classes. Hence, the augmented invariance network had 11 output units, one
for determining if the two images are the same or not and 10 for classifying images. The latter 10
units, however, were used exclusively during training the invariance network, and did not play any
part in subsequently applying the invariance network. The classification accuracy of this network
was significantly better than the accuracy of the single output network reported above. After
training, the augmented network managed to determine whether or not two objects belong to the
same class with 79.5% generalization accuracy. It also exhibited 67.0% classification accuracy in
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the new task, the recognition of the shoe. Obvioudly, both accuracy rates are significantly better
than those achieved using the single output network.

3.3 Learning to Recognize Shoes

Having trained the invariance network, we were now interested in training the classification
network. The network used throughout the experimentsreported here consisted of 300 input units,
6 hidden units, and 1 output unit—no effort was made to optimizethe network topology. A total of
200 examples of images showing the shoe and the glasses were available for training and testing
the shoe classification network.

The central question regarding theinvariance approachisto what extent theinvariance network,
when used to bias the target function, improves the generalization accuracy of the classification
network.

In order to elucidate the role of the invariance network, we trained the classification network
using only two training examples. a randomly selected image of the shoe (positive example),
and a randomly selected image of the glasses (negative example). Slopes were computed using
the previoudy learned invariance network. Since the counterexamples to the target concept, the
glasses, form a unique class of images that do not overlap with any other positive class from the
support sets, slopes could al so be derived using negative examples. Instead of using Eq. (1), Slopes
were extracted from the invariance net using the extended mixture:

, 1 D03, ipos) aa(@',@'neg))
vid(l) = = 7{) - — (2)
h( g M 5 2
Here X,0s C X isthe set of positive examplesin X, and X,eg = X — X5 iS the set of negative
examples. Eq. (2) differsfrom Eq. (1) by taking also negative examples :neg into account, which
isjustified by the fact that images of glasses form a class digoint from all other objects.

Fig. 4 shows the average generalization curve as a function of training epochs with and
without the invariance network. The generalization accuracy here was measured over all 200
available images. The curve shows the generalization accuracy averaged over 100 experiments,
each trained using one randomly selected positive and one randomly selected negative example.?
Without using the invariance approach, the average generalization accuracy after 10,000 training
epochsis59.7%. However, using EBNN with theinvariance network increases accuracy to 74.8%
due to the information conveyed by the invariance dopes. This difference can be assessed in
multipleways. Intermsof residual error, Backpropagation exhibits a misclassification rate that is
60.1% larger than that of EBNN. A second interpretation is to look at the performance increase,
which is defined as the difference in classification accuracy after learning and before learning,
assuming that the accuracy beforelearning is50%. EBNN’sperformanceincreaseis24.8%, which
IS 2.6 times better than Backpropagation's 9.7%.

For example, if a neural network is trained using the two images of a shoe and the glasses
depicted in Fig. 2, plain Backpropagation classifies only 52.5% of the testing images correctly.

°Note we used a fast learning method that adapted the amount of momentum on-line during learning.
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Figure 4: Training curves, with (solid line) and without (dashed line) the invariance network and
EBNN, measured on an independent test set and averaged over 100 runs, after providing one
positive and one negative training example.

Here the generdlization rate is particularly poor, since the location of the objects differ, and
Backpropagation mistakenly considers location the crucial feature for object recognition. EBNN
using the invariance network produces a network that is much less sensitive to object location,
resulting in a 85.5% generalization accuracy in this particular example.

Note that the network learned by EBNN performs significantly better than the invariance
network itself used asaclassifier (67.0%). Thisisbecause EBNN istrained on images of the shoe
and the glasses, while the invariance network is not.

The importance of mixing slopes becomes clear by looking at the accuracy that is achieved
when slopes are computed differently. If opes are only extracted by comparing an image with
itself (i.e., both images of the invariance network are equivalent), the average final accuracy is
66.4%. When only pairwise different images are used as input to the invariance network, the
resulting accuracy is 71.8%. Both accuracies are significantly smaller than the 74.8% accuracy
achieved by mixing the two. We also tried experiments weighting the mixtures of slopes. In one
case, we used the prediction accuracy of the domain theory (LOB*) as the weighting factor: The
more accurate the invariance network for a particular training example, the stronger the weight of
the corresponding slope in the mixture. This strategy, which has been found to be useful across a
variety of domains [Mitchell et al., 1994], [Thrun, 1994] resulted about equivalent performance
(74.1%) in the object recognition domain.

The reader should notice that al these results refer to the classification accuracy after 10,000
training epochs, using just one positive and one negative training example. As can be seen in
Fig. 4, Backpropagation suffers from some over-fitting, as the accuracy drops after a peak at
about 2,050 training epochs. The average classification accuracy at this point in timeis 61.3%.
However, due to lack of data, it isimpossible in this domain to use early stopping methods that
rely on cross validation, and it is unclear whether such methods would have improved the results
for Backpropagation significantly.

Fig. 5a shows analogous results for training with two examples of both shoes and glasses.
Here, the difference between EBNN and Backpropagation is even wider. EBNN achieves 82.9%
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Figure 5: (@) Averaged generalization accuracy when training on two positive and two negative
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10,000 training epochs.
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final accuracy, as opposed to 64.8% by plain Backpropagation. Consequently, Backpropagation’s
misclassification rate exceeds that of EBNN by 105.8%. EBNN’s performanceincrease is 32.9%,
which is 2.21 times better than Backpropagation’s 14.8%.

Results for experiments with larger training set sizes are depicted in Fig. 5b. As can be seen
from thisfigure, the difference between the methods decreases as the number of training instances
increases. EBNN, however, continuesto perform dightly better than plain Backpropagation. This
matches our expectations, as the need for background knowledge decreases as the number of
training examples increases. However, the primary focus of this paper is learning when training
datain X isscarce.

3.4 TheRoleof thelnvariance Networ k

The improved classification rates, which illustrate the successful transfer of knowledge from
the support sets via the invariance network, raise the question what exactly are the invariances
represented in this network. What type information do the slopes convey?

A plausible (but only approximate) measure of the importance of a feature is the magnitude
of its dopes. The larger the dopes, the larger the effect of small changes in the feature on the
classification, hence the more relevant the feature. In order to empirically assess the importance
of features, average dope magnitudes were computed for al input pixels, averaged over al 100
pairs of training instances. The largest average dope magnitude was found for color information:
0.11. In comparison, saturation sopes were, on average, only 0.063 (thisis 57% of the average
for color dopes), and brightness slopes only 0.056 (51%).

These numbersindicate that, according to the invariance network, color information was most
important for classification. To verify thishypothesis, we repeated our experiments omitting some
of theimage information. More specifically, in one experiment color information was omitted, in
a second saturation, and brightnessin athird. The results
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standard with
supervised | support sets

invariance network classification, no EBNN 67.0%
1 training example per class 59.7% 74.8%
same, after 2,050 training epochs 61.3%

image shownin Fig. 3 52.5% 85.5%
2 training examples per class 64.8% 82.9%
only objects of same class used for deriving slopes 66.4 %
only objects of different class used for deriving slopes 71.8%
weighting slopes by classification accuracy 74.1%
no color 52.4% 57.9%
no saturation 59.0% 72.9%
no brightness 58.7% 76.3%

Table 3: Summary of the classification results listed in the paper. All numbers are average
classification rates on unseen testing data.

without invariance network  with invariance network
no color 52.4% 57.9%
no saturation 59.0% 72.9%
no brightness 58.7% 76.3%
full information 59.7% 74.8%

confirmed our belief that color information indeed dominates classification. Itisclear that without
color the generalization ratesin the testing set are poor, although EBNN still generalizes better. If
saturation or brightnessis omitted, however, the generalization rate i s approximately equivalent to
the results obtained for the full images reported above. However, learning required significantly
more training epochs in the absence of brightness information (not shown here). These and other
results reported here are summarized in Table 3.

Fig. 6 shows average slope matrices for the target category (shoes) with respect to the three
input features, color, brightness and saturation. Grey colors indicate that the average sope for an
input pixel iszero. Bright and dark colorsindicate strongly positive and strongly negative slopes,
respectively. Notice that these slopes are averaged over all 100 explanations used for training.

Asiseadly seen, average color opesvary over theimage, showing adight positive tendency
onaverage. Average saturation slopesare approximately zero. Brightnessslopes, however, exhibit
astrong negative tendency which is strongest in the center of theimage. One possible explanation
for the latter observation isthe following: Both the shoe and the glasses are dark compared to the
background. Shoes are, on average, larger than glasses, and hence fill more pixels. In addition,
in the majority of images the object was somewhere near the center of the image, whereas the
border pixels showed significantly more noise. Lack of brightnessin the image center istherefore
agood indicator for the presence of the shoe, asisclearly reflected in the brightness slopes derived
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Figure 6: Slopes of the target concept (glasses) with respect to (a) color, (b) saturation, and (c)
brightness. Every dopeisaveraged over 400 explanations. White (black) color represents positive
(negative) values.

from theinvariance network. The less obvious resultsfor color and saturation can be attributed to
the effect that optimal classifiers are non-linear in color and saturation. In order to discriminate
objects by color, for example, the network has to spot a specific interval in color space. Hence,
the correct slopes can be either positive or negative depending in the particular color of a pixel,
cancelling each other out in this plot.

As pointed out earlier, sopes provide first-order information, and invariances may well be
hidden in higher-order derivatives. However, both the superior performance of EBNN aswell as
the clear correlation of dope magnitudes and generalization accuracy show that EBNN manages
to extract useful invariance information in this domain, even if these invariances defy smple
interpretation.

4 Alternative Approaches

Whilein this paper we have presented one particular approach to lifelong learning in the context
of classification, many others are possible and several can be found in recent literature.

e Learninginternal representations. Other researchers report techniques to develop more
appropriate hidden layer representations from multipletasks. For example, Pratt proposed a
method which transfered information by using an internal representation that was devel oped
inearlier learning tasks|[Pratt, 1993]. A similar techniquehasbeen proposedin[Sharkey and
Sharkey, 1992]. A second example of learning internal representations using multipletarget
functionsis Caruana’ s multi-task learning algorithm. In hisapproach, multiple, related tasks
are trained simultaneously in asingle neura network, forcing the networks to share hidden
units. He reportsthat hidden internal representations are devel oped which lead to improved
generdization [Caruana, 1993]. Notice that these results match our findings when training
the invariance network. All these approaches develop better internal representations of the
data by considering multiple functionsin £ with the goal of improving generalization.
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e Spotting relevant features. Another approach, which bears close resemblance to learning
invariances and learning representations, is to spot irrelevant features [Littlestone, 1987],
[Caruana and Freitag, 1994]. If the set of target functions [’ is such that—across the
board—only a subset the featuresisrelevant (e.g., the time of day may not matter for object
recognition), a learning system can employ support sets to find the most relevant features.
Once they are discovered, the remaining hypothesis space is smaller, which reduces the
sample complexity in learning. Notice that EBNN weakens the influence of irrelevant
features through zero-valued slopes EBNN.

e Adaptingthedata. A different approach to lifelong learning isto modify the data, either in
thetraining set X or in the support sets Y. For example, imagine there is a general-purpose
module that can be applied to all functionsin £, but it requires that datais pre-filtered, and
each f € F requires an individua filter. Thisis the case, for example, in approaches to
speaker adaptation. Speaker adaptation comprises afamily of techniques studied in speech
recognition, in which a computer quickly adapts to the accent, voice, pitch, or speed of
an individual speaker (see [Hild and Waibel, 1993] for an example). Typically, speech is
trandated to a more machine-understandable speech by a user-specific module that allows
quick adaptation. Speaker adaptation is an example of an approach in which training data
X isadapted to fit previoudy learned modules.

In essence, all these approaches change the bias of the function approximator. They differ in the
way biasis represented, and in the assumption they make on the underlying function class F'.

A variety of approaches aim to change the bias of an inductive function approximator in amore
direct way. For example, Sutton [Sutton, 1992] describes an approach that employs Kalman filters
to determine optimal learning rates. Atkeson [Atkeson, 1991] proposes techniques for optimizing
the distance metric in anearest neighbor generalizer. In[Maron and Moore, 1994], an incremental
method for the selection of nearest neighbor models is described. Starting with a hypothesis set
H, this technique uses training data and cross-validation to gradually reduce /. However, many
of the approaches listed here have not been proposed in the context of learning more than one task.

It should be noted that the invariance approach bears some resemblance to training schemes
found in the context of autonomousdriving and letter recognition. Simard and colleagues[Simard
et al., 1992] employed the Tangent-Prop agorithm for recognizing hand-printed letters. Since
letter recognition should be invariant to trandation and rotation, they manually provided zero-
valued target sopes in the directions of these invariances, very much like those automatically
generated by EBNN. Pomerleau [Pomerleau, 1989] reports a similar technique that was used
for training an autonomous vehicle. Based on knowledge about the relation of camera images
and steering direction, he constructed additional training data that were used when training the
network. Histechnigque can be viewed as an approximative version of Simard’s approach. In both
cases, domain knowledge was employed to incorporate invariances into neural network learning.
The invariance approach presented here differs in that a model of the invariances is constructed
from training data, making it applicable in situations where the appropriate expert knowledge is
not available from a human designer.
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5 Discussion

In the lifelong learning framework, the learner faces a collection of related learning tasks. The
challenge of this framework is to transfer knowledge across tasks, in order to generalize better
from fewer training examples of the target function itself.

The experimental results presented in this paper provide clear evidence of superior general-
ization in the object recognition domain, when invariances learned from related tasks are used
to augment the training data for a new object recognition task. However, the success of this
invariance approach relies on severa critical assumptions:

o WEell definedinvariancefunctionsrest ontheassumptionthat /' obeystheinvarianceproperty.
However, even if the invariance property is only approximately satisfied by #', the support
sets can be used to train an invariance network. Thisnetwork will, intheideal case, approach
the expected o-value. The object recognition domain presented above provides an example
in which the invariance property may hold only approximately. This is because different
objects may look alike in the coarse-grained, noisy images, in which case they violate the
invariance property.

e It is also assumed that functions in F' possess certain invariances which can actually be
learned by the invariance network. This fact does not follow from the invariance property.
The exact invariances that will be learned depend crucially on the input representation and
function approximator used for o.

e We also assumed that the output space O of functions in f is binary. However, this
assumption is not essentia for the invariance approach. In principle, invariance functions
may bedefinedfor arbitrary, high-dimensional output spaces, giventhat anotion of difference
between output vectorsis available. For example, if the function space F' contains multi-
dimensional real-valued functionsof thetype f : ™ — R, thecanonical vector difference
7 L B2 — R with 7i.(2,5) = [ fe(?) — f2(7)] (G,5 € R™) establishes alocal invariance
operator and hence an invariance function. This function, however, differs from o used
in the binary case in that no clear class boundaries are defined, and no distinction is made
between positive and negative examples.

In the experiments reported above, al three assumptions were at least approximately fulfilled.
We conjecture that the real world offers a variety of tasks where learned invariances can boost
generaization. For example, problems such as face recognition, cursive handwriting recognition,
stock market prediction and speech recognition, which possess non-trivial but important invari-
ances. For example, consider the problem of learning to recognize faces of various individuals.
Here certain aspects are important for the successful recognition (e.g., the distance between the
eyes), whereas others are less important (e.g., the direction in which the person islooking). After
training on a number of individuals, we conjecture that the invariance network might grasp some
of these invariances, reducing the difficulty of learning faces of new individuals.

It should benoted that in thispaper lifelonglearning isapplied to one particul ar class of learning
problems, namely binary classification tasks. In this context, several restrictive assumptions have
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been made, most of which are adopted from standard supervised learning. It is assumed that al
functions (and hence al instancesin X and Y') are drawn from a monolithic function class F, in
which all functions share the same input and output space. Moreover, O is restricted to be {0, 1}.
In applying the invariance network, further assumptions were made on the relation of the target
functionsin F.

The lifelong learning framework, however, is more general. It only specifies that a learner
encounters a multitude of related learning tasks over its entire lifetime. The task of the learner
need not necessarily be classification. For example, lifelong learning can be studied in function
approximation, unsupervised learning, control learning or other learning paradigms. It is also not
required that the support sets, which contain related training data, and the training set stem from
a class of functions sharing a common input and output space. For example, control learning
may benefit from training data collected in a classification domain, although the control function
operates over different input and output spaces.

For example, in [Mitchell and Thrun, 1993] and [Thrun, 1994] control learning is studied in a
lifelong learning framework. In control learning, thetarget function f* isacontrol function which
maps percepts, denoted by s € .S, to actions, denoted by « € A:

S - A

Actions, when executed by the agent, result in some scalar penalty/reward, and the goal of learning
is to maximize reward. A popular method for learning control is reinforcement learning [Barto
et al., to appear], [Sutton, 1990], [Watkins and Dayan, 1992]. Reinforcement learning constructs
value function that can be used to select optimal actions. Embedded in a lifelong learning
framework, a control learning agent may face a variety of control learning tasks over its lifetime.
As shown in [Mitchell and Thrun, 1993], learning action models, which are functions of the type

g:S— 05,

can significantly reduce the amount of training required for subsequent control learning tasks.
EBNN is used to transfer knowledge across tasks, as in the invariance approach presented in this

paper.

The lifelong learning problem can also be understood as a meta-level learning problem.
Consider, for example, its application to classification, as presented in this paper. Each training
example at the meta-level corresponds to a whole support set X, at the base-level. The set of
support sets Y = { X } thusformsthe set of training examples at the meta-level. Thetesting setis
X, whichisthe set of training examples for the target function f* at the base-level. A convenient
assumption to be made is that the base-level hypothesis space H is a superset of /7. Then, the
hypothesis space at the meta-level isaset of restrictionson H, or, in other words, a set of subsets
of H. The goal of learning on the meta-level is to reconstruct ' (or find a minimal superset of
F) as a hypothesis space for the base-level. Each training example X, reduces the meta-level
hypothesis space. If I isacandidate hypothesisin the meta-hypothesis space, one expects that in
thelimit H = F isthe only hypothesis|eft at the meta-level. Since each support set characterizes
afunctionin F, every training example at the meta-level will be a positive example of the target
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concept F'. Clearly, there can be no useful bias-freelearning at the meta-level any more than there
can be at the base-level.

However, despite the striking similarities between standard supervised learning and meta-
learning, there are significant differences. Given a particular target function, /* € I, the ultimate
goal of learning is to minimize the prediction error for f*. Recognizing £’ is a secondary goal,
since it is useful only in support of learning f*. X, which establishes a single testing pattern in
the meta-level, does not specify f* uniquely. Instead, it provides a potentially small and noisy set
of input-output examples of f*. In addition, examples on the meta-level may vary in length, since
the number of training examples in a support set may vary. In order to learn at the meta-level,
more flexible encodings are needed than those that are typically studied in supervised learning.
The invariance network establishes one particular such encoding, which worksonly if the original
function space F' holdstheinvariance property. The invariance network does not directly describe
a hypothesis class—rather, it imposes shape constraints that, when incorporated into the training
of the base-level recognizer, constrain its space of hypotheses.

The central question of this paper is whether learning can be made easier when the learner
has already |learned other related tasks. Will a system that is “trained” to learn generalize better
than a novice learner? This paper provides encouraging results in an object recognition domain.
However, most questions that arise in the context of lifelong learning still lack satisfactory, more
genera answers. We expect that futureresearch in thisdirection will beimportant to going beyond
the intrinsic bounds associated with learning single isolated functions.
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