<table>
<thead>
<tr>
<th>Description</th>
<th>#Words</th>
<th>#Elems</th>
<th>#Phns</th>
<th>Performance</th>
<th>Training</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human</td>
<td>?</td>
<td>≈ 10^4</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>79.4%</td>
</tr>
<tr>
<td>ADPT</td>
<td>2640</td>
<td>13260</td>
<td>1</td>
<td>96%</td>
<td>2%</td>
<td>96%</td>
</tr>
<tr>
<td>ADPT 50</td>
<td>648</td>
<td>320</td>
<td>1</td>
<td>96%</td>
<td>2%</td>
<td>96%</td>
</tr>
<tr>
<td>TWP</td>
<td>648</td>
<td>420</td>
<td>1</td>
<td>96%</td>
<td>2%</td>
<td>96%</td>
</tr>
<tr>
<td></td>
<td>330</td>
<td>20</td>
<td>99%</td>
<td>2%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>99%</td>
<td>2%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(see text for details)
The 129 mails were labelled according to the division. All administrative information and routing information automatically except for the subject and the sender of a message.

The results are summarized in Table 1.
2 Training Procedures

Training procedures were used for the AUS network.

learning: The algorithms originally proposed by (6) [6] [6]. The connection weights of the network are estimated by the
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Abstract

An incremental learning algorithm learns iteratively to classify new training instances.