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Abstract—We compute the set of all possible behaviors of an autonomous vehicle using reachability analysis. A reachable set is the set of states a system can possibly reach for a given set of initial states, disturbances, and sensor noise values. We consider autonomous vehicles which plan trajectories for a certain look-ahead horizon which are followed using feedback control. While a perfectly followed trajectory might not violate specified safety properties (e.g. lane departures or vehicle collisions), there might exist a violating deviation from the planned trajectory. Given the mathematical model of the controlled vehicle and bounds on uncertainty, our approach detects any possible violation. In addition, the approach provides results faster than real time such that maneuvers of vehicles can be checked before they are fully executed.

I. INTRODUCTION

One of the main motivations for the development of fully or partially autonomous vehicles is to prevent accidents caused by human error. Unlike humans, a computer-controlled vehicle can exactly compute its future behavior when a mathematical description of the vehicle and its maneuver is provided. Based on these predictions, one can compute if the vehicle stays within lane boundaries and if disturbances can be avoided. However, in reality, the exact behavior cannot be predicted due to uncertainties in the initial state, sensor measurements, and vehicle models. A commonly used technique to cope with these uncertainties is to compute many simulations. The drawback of this approach is that the number of required simulations typically scales exponentially with the number of uncertain variables and that not all behaviors can be captured since there exist infinitely many. This dilemma can be overcome by computing reachable sets which enclose all possible simulations of a system. In this work, an approach is presented to compute the reachable set of an autonomous vehicle faster than real time. This makes it possible to compute if a maneuver is safe under all considered uncertainties before it is fully executed.

The literature on reachability analysis applied to autonomous vehicles and car-like robots is rather limited. Unlike this work, most previous work considers simple dynamic models. A frequently used model is to bound the acceleration in the 2-dimensional plane such that the set of positions is obtained from a double integration resulting in reachable circles [1], [2]. Reachability analysis of slightly more complex models has been performed in coverage and pursuer problems: non-holonomic Dubins vehicles have been considered in [3], a tricycle model has been considered in [4], and vehicles in environments dominated by external drift are considered in [5].

There is more work on verifying maneuvers using reachability analysis for aircrafts. For this application domain, much work has been done on reachable set computation by solving Hamilton-Jacobi partial differential equations, see e.g. [6], [7]. Unlike in this work, the considered flight maneuvers are verified offline.

Besides reachability analysis, there is also work on verification of road traffic using theorem proving [8].

Online verification of road traffic scenes using reachability analysis has been presented in an earlier work for vehicles tracking arc segments at constant velocity [9]. These restrictions were introduced to obtain linear system dynamics. This work is an extension in many respects. First, the planned trajectory can be arbitrary instead of being restricted by connected arc segments. Second, the velocity of the maneuvers varies over time instead of being constant. Due to these two generalizations the differential equations describing the vehicle dynamics are no longer linear, but nonlinear, which makes reachability analysis much harder. Third, we consider measurement uncertainties which have not been considered in the previous work. Despite this more complex setting, we provide an approach which computes reachable sets faster than real time.

II. VERIFICATION CONCEPT

In this work, we present a technique to compute all possible behaviors of an autonomous vehicle under uncertain measurements and initial states. One of the main applications of this method is a safety verification module for autonomous vehicles which decides if a maneuver can be safely executed, see Fig. 1. The maneuvers are mathematically described by reference trajectories which are functions over time describing the goal position of the vehicle on the road.

The safety verification module requires information on the road network, as well as on static and dynamic obstacles for collision checks. The trajectory to be checked is provided from a trajectory planner. We assume that the suggested trajectories already passed a collision check under the assumption that the vehicle perfectly follows the trajectory.

Note that trajectory following differs from path following since in trajectory following the vehicle positions are specified by time, whereas in path following the timing along the path is irrelevant.
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This reduces the number of trajectories that have to be checked by more costly reachable set computations.

Depending on the reference trajectory to be checked, the verification is for finite or infinite time. The infinite verification can be achieved by additionally planning a braking maneuver which brings the vehicle to a safe stop – a condition in which the vehicle can stay forever without causing a crash. A stop is not considered safe if the vehicle stops in an intersection, a railroad crossing, or other unsafe locations. Note that the vehicle only executes the beginning of the planned trajectory while the reference trajectory is continuously replanned and verified such that the stops are not necessarily executed unless no safe alternative maneuver is to be found.

III. MODEL OF THE CONTROLLED VEHICLE

In order to compute the reachable set of the autonomous car, a mathematical model is required. We first derive the dynamics of the vehicle and secondly introduce a controller for trajectory tracking. Note that the presented reachability analysis can also be applied the same way to a modified dynamic model.

A. Vehicle Model

The vehicle model is an extended bicycle model which consists of 6 states: the slip angle at the center of mass \( \beta \), the heading angle \( x_2 = \Psi \), the yaw rate \( x_3 = \dot{\Psi} \), the velocity \( x_4 = v \), the x-position \( x_5 = s_x \), and the y-position \( x_6 = s_y \), see Fig. 2. The bicycle model is widely used for control designs involving lateral vehicle dynamics and its name refers to the fact that both front and rear wheels are each lumped into one wheel since the roll dynamics is not considered [10, Chap. 2.6]. The bicycle model is accurate for small longitudinal accelerations and a tire model which linearly relates lateral force and slip angle. However, tires saturate at large slip angles, which is considered unsafe so that reference trajectories causing tire saturation are returned as unsafe and are not further verified. For large longitudinal accelerations, the vertical force shifts between the front and rear axle, which is not yet considered. Although this effect is not dominant, we plan to consider it in future work, see Sec. VII.

The differential equations of the vehicle dynamics are given in (1), where the equations for \( \dot{x}_1 \) and \( \dot{x}_3 \) describe the bicycle model for constant velocity. The orientation angle \( x_2 \) is obtained by integration of the yaw rate \( x_3 \) and the velocity \( x_4 \) by integration of the longitudinal acceleration \( a_x \), see (1). Finally, the velocity and the direction of the center of mass \( (x_1 + x_2) \) are used to geometrically obtain the position coordinates \( x_5 \) and \( x_6 \).

\[
\begin{align*}
\dot{x}_1 &= (C_f\dot{t}_r - C_f\dot{t}_l) - 1)x_3 + \frac{1}{mx_4}(C_f\delta - (C_f + C_r)x_1) \\
\dot{x}_2 &= x_3 \\
\dot{x}_3 &= \frac{1}{l_2}((l_rC_r - l_fC_f)x_1 - (l_f^2C_f + l_r^2C_r)x_4 + l_fC_f\delta) \\
\dot{x}_4 &= a_x \\
\dot{x}_5 &= x_4 \cos(x_1 + x_2) \\
\dot{x}_6 &= x_4 \sin(x_1 + x_2)
\end{align*}
\]

B. Tracking Controller

In this subsection, the controllers for the steering angle \( \delta \) and the acceleration command \( a_x \) are designed. It is assumed that the vehicle has internal controls which make it possible to realize commanded steering angles and acceleration commands at high accuracy. However, uncertainties due to unmodeled dynamics of internal controllers can be considered by enlarging the set of uncertain inputs.

The task of the tracking controller is to follow a reference trajectory which is specified at discrete points in time \( t_k = k\tau \), where \( k \in \mathbb{N} \) is the time step and \( \tau \in \mathbb{R}^+ \) is the step size. The values are held constant in between, i.e. during the time intervals \([t_k, t_{k+1}]\). For a short notation we introduce the time interval \( \tau_k := [t_k, t_{k+1}] \). The reference trajectory consists of the desired values of the x- and y-position \( s_{x,d}, s_{y,d} \) in a global coordinate system, from which the desired yaw angle \( \Psi_d \), yaw rate \( \dot{\Psi}_d \) and velocity \( v_d \) can be derived.

For the lateral and longitudinal control we use the position deviations in the local coordinates of the reference trajectory, see Fig. 3. The longitudinal deviation \( \epsilon_x \) and the lateral deviation \( \epsilon_y \) are:

\[
\begin{align*}
\epsilon_x &= \cos(\Psi_d)(s_{x,d} - s_x) + \sin(\Psi_d)(s_{y,d} - s_y), \\
\epsilon_y &= -\sin(\Psi_d)(s_{x,d} - s_x) + \cos(\Psi_d)(s_{y,d} - s_y).
\end{align*}
\]

For the lateral control we use the lateral deviation \( \epsilon_y \), as well as the deviations form the yaw angle and yaw rate to stabilize \( \epsilon_y \) around zero:

\[
\delta = k_1\epsilon_y + k_2(\Psi_d - \dot{\Psi}) + k_3(\dot{\Psi}_d - \dot{\Psi}).
\]

For the longitudinal control we use the longitudinal deviation \( \epsilon_x \) and the velocity deviation \( \epsilon_v(t) = v_d(t) - v(t) \). The acceleration is determined by a weighted sum of \( \epsilon_x \) and \( \epsilon_v \).
where the velocity error can be seen as the D-part of a PD position control:
\[ a_x = k_4 \epsilon_x + k_5 \epsilon_v. \]

\[ \]  

\[ \text{Fig. 3. Trajectory tracking: auxiliary variables.} \]

It remains to introduce sensor noise in order to study the controller performance in realistic conditions. We use a positioning system that combines GPS data with inertial measurements to accurately measure the positions \( s_x, s_y \), the yaw angle \( \Psi \), the yaw rate \( \dot{\Psi} \) and the velocity \( v \). The corresponding sensor noise is denoted by \( u_x, u_y, u_{\Psi}, u_{\dot{\Psi}}, \) and \( u_v \). After introducing the sensor noise vector \( u = [u_x, u_y, u_{\Psi}, u_{\dot{\Psi}}, u_v]^T \) and the reference vector \( w = [s_{x,d}, s_{y,d}, \Psi_d, \dot{\Psi}_d, v_d]^T \), the final control equations are

\[ \begin{align*}
\delta &= k_1 \left( \cos(w_3)(w_2 - x_0 - u_2) - \sin(w_3)(w_1 - x_5 - u_1) \right) \\
&\quad + k_2(w_3 - x_2 - u_3) + k_3(w_4 - x_3 - u_4), \\
a_x &= k_4 \left( \cos(w_3)(w_1 - x_5 - u_1) + \sin(w_3)(w_2 - x_6 - u_2) \right) \\
&\quad + k_5(w_5 - x_4 - u_5).
\end{align*} \]

Inserting the above equations \( \delta = f_\delta(x, w, u) \) and \( a_x = f_{a_x}(x, w, u) \) into (1) results in the final differential equation of the controlled vehicle \( \dot{x} = f(x, w, u) \).

Typically, the next step is to show that the controlled system \( \dot{x} = f(x, w, u) \) is globally stable for all possible reference trajectories \( w(\cdot) \). Finding a Lyapunov function for a fixed reference trajectory is already a difficult problem, but inventing a Lyapunov function that can handle arbitrary reference trajectories might be a very challenging task. Note that in this work, the construction of a Lyapunov function is not required since we already formally prove safety using reachability analysis.

IV. REACHABILITY ANALYSIS

This section summarizes the steps that have to be undertaken to compute the set of the controlled vehicle with the dynamics \( \dot{x} = f(x, w, u) \) can reach. Besides uncertain initial states \( x(0) \in \mathcal{R}(0) \), we will also allow uncertain sensor noise values \( u(t) \in \mathcal{U} \), where the only requirement for \( u(t) \) is that it is piecewise continuous. Thus, we capture arbitrary noise frequencies of \( u(t) \). A formal definition of a reachable set is

\[ \text{Definition 1 (Reachable Set): We denote the solution to } \dot{x} = f(x, w, u) \text{ for } x(0) = x_0, \ t \in [0, t_f], \text{ and trajectories } w(\cdot), u(\cdot) \text{ by } \chi(t, x_0, w(\cdot), u(\cdot)). \text{ Note that } w(\cdot) \text{ refers to a trajectory, where } w(t) \text{ refers to the value of the trajectory at time } t. \]

The exact reachable set for a given reference trajectory \( w^*(\cdot) \) and a set of sensor noise values \( \mathcal{U} \) is

\[ \mathcal{R}^e([0, t_f]) = \left\{ \chi(t, x_0, w(\cdot), u(\cdot)) \bigg| x_0 \in \mathcal{R}(0), \ t \in [0, t_f], \ w(t) = w^*(t), u(t) \in \mathcal{U} \right\}. \]

In general, the set of reachable states cannot be computed exactly \([11]\), so that one has to compute overapproximations denoted by \( \mathcal{R}([0, t_f]) \supseteq \mathcal{R}^e([0, t_f]) \). In this work, the reachable set of the time interval \([0, t_f] \) is obtained by computing reachable sets of smaller time intervals \([t_k, t_{k+1}] \), where \( t_k \) equals the times at which the reference vector \( w(t_k) \) is updated, see Sec. III-B. It would also be possible to choose fractions of \( t_k \) as time intervals for the reachable set computation. The final reachable set is represented by a list of sets for all time intervals.

The overapproximations in this work are obtained by linearizing the nonlinear dynamics \( \dot{x} = f(x, w, u) \) so that techniques for linear systems can be applied. In order to guarantee an overapproximative result, the linearization error is considered as an additional uncertain input, as presented in the next subsection.

A. Conservative Linearization

For a concise notation of the linearization procedure, the state vector \( x \) and the input vector \( u \) are combined in a new vector \( z = [x^T, u^T]^T \). The reference trajectory is not included, since it is certain, and thus a linearization with respect to that vector is not required. Using a first-order Taylor expansion around the linearization point \([z^*^T, w^*^T]^T \), the original differential equation of the \( i^{th} \) coordinate is enclosed by the differential inclusion

\[ \forall t \in \tau_k: \]

\[ \dot{x}_i \in f_i(z^*, w^*) + \frac{\partial f_i(z, w)}{\partial z} \bigg|_{z = z^*} (z - z^*) + \mathcal{L}(\tau_k), \]

where \( \mathcal{L} \) denotes a Minkowski addition\(^2\) and \( \mathcal{L} \) is the set of Lagrange remainders

\[ \mathcal{L}(\tau_k) = \left\{ \frac{1}{2} (z - z^*)^T \frac{\partial^2 f_i(\xi, w)}{\partial z^2} (z - z^*) | \xi \in \mathcal{R}(\tau_k) \times \mathcal{U} \right\}. \]

The Lagrange remainder covers all possible linearization errors when \( \xi \) may vary arbitrarily in the set of possible values of \( x \) and \( u \) given by the Cartesian product \( \mathcal{R}(\tau_k) \times \mathcal{U} \), see [12].

The linearization point is updated for each time interval \( \tau_k \).

A good linearization point is \( z^*(\tau_k) = \text{center}(\mathcal{R}(\tau_k) \times \mathcal{U}) \) (see [13]), where \( \text{center}() \) returns the the volumetric center of a set. Since the reachable sets \( \mathcal{R}(\tau_k) \) are not known in advance, the vector \( x^*(\tau_k) \) of \( \tau_k \) is obtained heuristically by state values \( x(t_k) \) of a simulation starting in the center of \( \mathcal{R}(0) \) under the input \( u(t) = \text{center}(\mathcal{U}) \).

Given the linearization points for each time interval, the conservative linearization is obtained as follows:

\[ A \oplus B = \{ a + b | a \in A, b \in B \} \]

\(^2\)A \oplus B = \{ a + b | a \in A, b \in B \}
1) Define a set of allowed linearization errors $\mathcal{L}(\tau_k)$ which should be a superset of the exact set of linearization errors.

2) Compute the reachable set $\mathcal{R}(\tau_k)$ of the linearized system $\dot{x} = f(z^*, u^*) + A(\tau_k) + B(\tau_k) \mathcal{L}(\tau_k)$ as shown in the previous subsection.

3) Compute the linearization errors $\mathcal{L}(\tau_k)$ based on $\mathcal{R}(\tau_k)$ according to [13].

4) Check if $\mathcal{L}(\tau_k) \subseteq \mathcal{L}$, otherwise abort and return unsafe.

5) Compute the refined set $\mathcal{R}(\tau_k)$ as in step 2 using $\mathcal{L}$ instead of $\mathcal{L}$.

6) Repeat this procedure for further time intervals.

The procedure for computing reachable sets of linear systems is described in the next subsection.

### B. Reachable Set Computation of Linear Systems

The reachable set computation for linear systems takes advantage of the superposition principle, allowing one to separately obtain the reachable set due to the initial state effect due to the propagation of overapproximations through successive time steps. In this work, zonotopes are used to represent reachable sets for which efficient reduction techniques exist [15], [16].

The Minkowski addition of $\mathcal{R}^h(t_{k+1})$ and $\mathcal{R}^l(t_{k+1})$ increases the representation order of the reachable set, which requires reduction methods causing the so-called wrapping-effect due to the propagation of overapproximations through successive time steps. In this work, zonotopes are used to represent reachable sets for which efficient reduction techniques exist [15], [16].

### C. Parallelization

Since the presented algorithms have to be faster than real time, we discuss which parts of the algorithm can be parallelized. All linearization points $z^*(\tau_k)$ are computed based on a single simulation as described in Sec. IV-A, so that they are known before computing reachable sets. From this follows that the linearized systems for each time interval $\tau_k$ can be obtained independently, i.e., the system matrices $A(\tau_k)$, the input matrices $B(\tau_k)$, and the constant inputs $f(z^*(\tau_k), u(\tau_k))$.

For each linearized system, the following expressions can be obtained in parallel: the matrix exponentials $e^{A(\tau_k)t}$, the interval matrices $\mathcal{F}(\tau_k)$ for the enlargement, and the input sets $\mathcal{R}^l(\tau_k)$ for the allowed linearization errors $\mathcal{L}(\tau_k)$.

The remaining computation steps require less computation time than the ones that can be parallelized, as later demonstrated in the numerical example. A crucial step which cannot be parallelized is the computation of the linearization errors $\mathcal{L}$, since they depend on the reachable set $\mathcal{R}(\tau_k)$. Usually, time-consuming interval arithmetic is used to overapproximate the set of linearization errors. In this work, we were able to take advantage of monotonicity properties of the Lagrange remainder, which make it possible to compute variable ranges of functions by simply evaluating the corner cases (see [17]).

The detailed discussion is skipped since it would require deriving all second-order derivatives $\frac{\partial^2 f(x,u)}{\partial x^2}$.

### V. SET OF OCCUPIED POSITIONS

The ultimate goal of the reachability analysis is to check if the vehicle stays on the road and if a crash is possible, which requires knowing the occupancy of the vehicle body on the road. The relevant variables from the reachability computation to determine the occupancy on the road are the $x$- and $y$-position $(s_x, s_y)$ and the orientation $\Psi$. We denote the projections of the reachable set onto the position coordinates as $\mathcal{R}_s$ (2-dimensional) and onto the orientation as $\mathcal{R}_\Psi$ (1-dimensional).

We model the vehicle body as a rectangle with width $b_w$ and length $b_l$. For each time interval $\tau_k$, the rectangle is oriented according to the center of possible orientations $\Psi_c = \text{center}(\mathcal{R}_\Psi)$. The deviation around this center $\Delta \Psi = \max_{\Psi_c \in \mathcal{R}_\Psi}(|\Psi^* - \Psi_c|) \geq 0$ is considered by enlarging the width and the length of the vehicle body as illustrated in Fig. 5. The length and width increase is

\[
\Delta b_l, \Psi = |(1 - \cos(\Delta \Psi))b_l - \sin(\Delta \Psi)b_w|, \\
\Delta b_w, \Psi = |(1 - \cos(\Delta \Psi))b_w - \sin(\Delta \Psi)b_l|.
\]

The uncertain position of the center of mass is also considered by enlarging the body size, while the center of the vehicle body is shifted to $\text{center}(\mathcal{R}_s)$. The enlargement due to uncertain positions can be obtained by rotating the set of positions by $-\Psi_c$ and computing an enclosing interval for each dimension. The box enclosure operation $\Box()$ can be efficiently done for zonotopes, which are used for reachable
The set of initial states for the considered maneuver is obtained.

\[
[-\Delta b_l,s, \Delta b_l,s] \times [-\Delta b_w,s, \Delta b_w,s] = \text{box}(T(R_s - \text{center}(R_s))),
\]

\[
T = \begin{pmatrix} 
\cos(-\Psi_c) & \sin(-\Psi_c) \\
-\sin(-\Psi_c) & \cos(-\Psi_c) 
\end{pmatrix}
\]

Once the set of possible occupation is obtained, one has to check if collisions with other vehicles or road boundaries exist, for which many efficient algorithms exist. In the previous work, the occupations at time intervals have been overapproximated by axis-aligned boxes, and only if axis-aligned boxes intersect, is the more elaborate collision check of oriented boxes computed [9]. Another method is to inscribe the occupied sets by several circles, which are the most efficient representation for collision checks [18].

VI. NUMERICAL EXAMPLE

In this section we present the usefulness of the reachable set computations for the online verification of traffic scenes. It is again mentioned that the reachability results can also be used to evaluate the performance of controllers under sensor noise and uncertain initial states.

The considered scenario presents an evasive maneuver of the autonomous car caused by a pedestrian who steps into the road without respecting oncoming traffic. In addition, the autonomous car has to avoid a collision with an oncoming car while respecting the road limits during the evasive maneuver. The first part of the maneuver is a combined braking and steering maneuver with lateral acceleration of ±0.8 g and longitudinal acceleration of −0.2 g, where g is the gravity constant. This part of the maneuver is at the limit of maximum possible tire force, whereas the second part induces smaller acceleration values, since it is only required to steer back into the original lane before hitting oncoming traffic.

The vehicle, sensor, and control parameters of the numerical example are listed in Tab. I. The vehicle parameters are taken from a 1986 Pontiac 6000 STE sedan [19] and the standard deviation \( \sigma \) of the sensor noise for \( u_x, u_y, \) and \( u_\Psi \) is taken from the Applanix POS LV platform, whose specifications can be found online. The standard deviation for the other noise sources are reasonably chosen. The interval of possible sensor noises is chosen as the \( 4\sigma \) interval, which corresponds to a probability of 0.99994 that the sensor noise is in the interval when it is assumed to be Gaussian. The set of initial states for the considered maneuver is

\[
\mathcal{R}(0) = [-0.02, 0.02] \text{ rad} \times [-0.05, 0.05] \text{ rad} \times [-0.3, 0.3] \text{ rad/s} \times [14.8, 15.2] \text{ m/s} \times [-0.2, 0.2] \text{ m} \times [-0.5, -0.1] \text{ m}.
\]

The body size of the autonomous car is \( b_l = 4.5 \text{ m}, b_w = 1.8 \text{ m} \) and the time step for updating the reference trajectory is \( r = 0.01 \text{ s} \).

<table>
<thead>
<tr>
<th>( k_1 )</th>
<th>( k_2 )</th>
<th>( k_3 )</th>
<th>( k_4 )</th>
<th>( k_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>2</td>
<td>1</td>
<td>10</td>
</tr>
</tbody>
</table>

\[ D_\text{veh} = \begin{pmatrix} 
-0.2 & 0.2 \\
-0.5 & 0.5 \\
108 & 108 \\
0.08 \text{ m} & 0.08 \text{ m} \\
0.02 \text{ m} & 0.02 \text{ m} \\
0 \text{ m/s} & 0.08 \text{ m/s} \\
\end{pmatrix} \]

The reachable sets for different projections are shown in Fig. 6. It can be seen that all example simulations are enclosed by the reachable set. The simulations indicate that the overapproximation of the position deviation \( \Delta x \) as well as the other coordinates is small. In Fig. 7, the occupancy of the autonomous car and the oncoming car are shown. For the oncoming car it is assumed that the maximum speed is 20% higher than the speed limit of 15 m/s, the maximum acceleration is 0.7 g, and the vehicle does not drive backwards. The initial longitudinal position and velocity are \([110, 120] \text{ m} \) and \([13, 15] \text{ m/s} \). It is assumed that the other vehicle only uses its own lane, but possibly occupies the full width of the lane. Due to braking, the vehicle may stop at 108 m, which marks the rightmost occupancy. Note that we compute all possible behaviors of the other vehicle within its acceleration bounds. Based on the occupancy set of both vehicles, it can be concluded that the autonomous car stays within the road limits from \(-1.75 \text{ m} \) to \(5.25 \text{ m} \) (lane width 3.5 m) and avoids a crash with the oncoming vehicle.

All computations have been performed on an Intel i7.
Processor with 1.6 GHz and 6 GB memory in MATLAB. The reachable set computation of the parallelizable part took 1.56 s (process A) using 4 cores and 2.24 s for the part that cannot be parallelized (process B). Since process B can start after process A has the result for the first time interval, the overall computation time for the reachable sets is 2.24 s. The computation for transforming the reachable set to the occupancy of the vehicle (process C) took 0.46 s and the collision check took 0.25 s (process D). However, process C and D are post-processing steps that can start as soon as the first reachable set has been computed, such that these two processes do not add computation time, so that only the 2.24 s of process B matter. Considering that the maneuver took 5 s, the current implementation is about 2 times faster than real time. By implementing the algorithm in C++ on a real vehicle, it is expected that the efficiency will be significantly improved.

VII. CONCLUSIONS AND FUTURE WORK

We have presented an algorithm that can predict all possible behaviors of an autonomous car given a dynamic model, a set of initial states, and bounds on sensor noise. The set of all possible trajectories of a vehicle makes it possible to detect crashes of traffic scenes. It has been demonstrated that the approach can be computed faster than real time, where further improvements can be expected by implementing the algorithms in C++. Other future work involves considering uncertain vehicle parameters, such as the tire-road friction coefficient, or the weight distribution due to loading the trunk or longitudinal accelerations.
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Fig. 7. Occupancy set for the evasive maneuver. The gray regions show the occupancies of the autonomous and the other car, the black lines shows the path the autonomous car should follow. The occupancy at selected times is indicated by black boxes.