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Abstract

Numerous geolocation technologies, such as GPS, can pinpoint a person’s or object’s position on Earth under ideal conditions. However, autonomous navigation of mobile robots requires a precision localization system that can operate under a variety of environmental and resource constraints. Take for example an emergency response scenario where a hospital building is on fire. This is a time sensitive life or death scenario where it is critical for first responders to locate possible survivors in a smoke filled room. The robot’s sensors need to work past environmental occlusions such as excessive smoke, debris, etc to provide support to the first responders. The robot itself also needs to effectively and accurately navigate the room with minimal help from other agents that might be present in the building since it is unrealistic to deploy unlimited robots for this task. The available resources need to be effectively used to best aid the rescue crew and ensure the safety of the rescue workers.

Scenarios such as this present a crucial need for solutions that can work effectively in the presence of environmental constraints that can interfere with a sensor while giving equal weighting to resource constraints that impact the localization ability of a robot. This thesis presents one such experimentally proven solution that offers superior accuracy, robustness and scalability demonstrated via several real-world robot experiments and simulations.

The geolocation technique explored uses a recently discovered sensor technology called the ranging radios that are able to communicate and measure range in the absence of line-of-sight between radio nodes. This provides a straightforward approach to tackle unknown occlusions in the environment and enables the use of range to localize the agent in a variety of different situations.

One shortcoming of range-only data created by these ranging radios is that they generate a nonlinear and multi-modal measurement distribution that existing estimation techniques fail to accurately and efficiently model. To overcome this shortcoming, a novel and robust method for localization and SLAM (Simultaneous Localization and Mapping) given range-only data to stationary feature/nodes is developed and presented here.

In addition to this centralized filtering technique, two key extensions are investigated and experimentally proven in order to provide a comprehensive framework for geolocation with range. The first is a decentralized filtering technique that distributes computational needs across several agents. This technique is especially useful in real-world scenarios where leveraging a large number of agents in an environment is not unrealistic. The second is a novel cooperative localization strategy, based on first principles, that leverages the motion of mobile agents in the system to provide better accuracy in a featureless environment. This technique is useful in cases where a limited number of mobile agents need to coordinate with each other to mutually improve their estimates.

The developed techniques offer a unified global framework for geolocation with
range that spans everything from static network localization to multi-robot cooperative localization with a level of accuracy and robustness which no other existing techniques can provide.
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Chapter 1

Introduction

To operate autonomously, mobile robots must know where they are. Whether the goal is navigation, map building, target tracking, or exploration, the precision of the localization system is vital to the success of any autonomous robot application. Mobile robot localization, the process of determining and tracking the position (location) of a mobile robot relative to its environment, has received considerable attention over the past few years. Accurate localization is a key prerequisite for successful navigation in large-scale environments, when global models, such as maps, drawings, and topological descriptions (Kortenkamp, Bonassi, and Murphy [34]), are used. As noted by Cox, using sensory information to locate the robot in its environment is the most fundamental problem to providing a mobile robot with autonomous capabilities [14]. This thesis explores the problem of geolocation from range and presents a robust framework that scales well to both large number of agents and large environments.

1.1 Problem Description

1.1.1 Robust Position Estimation

In robotics, the task of localization and SLAM (simultaneous localization and mapping) given relative observations between a mobile robot and stationary features is a common and well researched problem. In localization, the locations of the features are known and the robot must accurately localize itself as it measures some relative information to these features while it moves. In SLAM, the location of the features are not known ahead of time and must therefore be determined in addition to being used for localization of the robot. Hence our goal is to achieve a reliable and accurate estimate of pose for both the robot and the features in an environment.

In the field of sensor networks, an identical problem of localizing the sensors within a network has received considerable attention. This problem of mapping the locations of all the nodes in the network is also known as self-calibration or self-localization. Most sensor networks are capable of measuring relative bearing, range or in some cases both range and bearing between nodes within the environment.
1. Introduction

Figure 1.1: The use of different sensors and their corresponding uncertainty distributions are shown. The blue path represents the estimated robot’s path. The red triangle depicts the true location of the landmark. The blue and grey shaded regions represent uncertainty in the measurements. (a) Three bearing-only measurements (represented as cones extending from the robot’s path) to a specific landmark are shown. (b) Estimation of the same landmark if both range and bearing information (represented as ellipses near the landmark’s true location) is available for each measurement. (c) Reveals the result of estimating the landmark’s location given three range-only measurements (each represented as an annulus; their intersections indicate likely locations of the landmark).

This thesis spans the work done by both the robotics community as well as the sensor networks community. Thus the terms “network localization” and “SLAM” will be used interchangeably to describe the task of position estimation for a set of sensor nodes that can be either mobile (when equipped on a robot) or stationary (when used as static features). The primary goal is to maintain an accurate estimate of the pose of the mobile and stationary nodes at all times.

Figure 1.1 presents snapshots of three different types of sensors revealing the nature of information provided by each sensing model. The most common type of sensing, are the sensors that provide both range and bearing information to features, Figure 1.1(b). While these sensors are ideal for most applications, they often fail in environments with lots of clutter and the line-of-sight to the features cannot be guaranteed. For example, in the case of laser scanners, a smoke filled environment cripples its performance. Alternately, with recent development of better cameras, the use of bearing-only sensing has increased, Figure 1.1(a). Bearing measurements limit the uncertainty in localization to the bounds of a cone. The lack of range makes it difficult to determine the physical size of the network (i.e. the scale). Additionally, much like the range and bearing sensors, bearing-only sensors are limited by their visibility requirements. Thus they can only be applied to applications where the visibility to a feature is clear and occlusion free.

Of particular interest to the work proposed in this thesis is the range-only sensors depicted in Figure 1.1(c). Range measurements pose a much more challenging problem because they limit their localization uncertainty to an annulus. Furthermore, the joint distribution of merging
1.1. Problem Description

Recent development in range-only sensing technologies utilize radio frequency (RF) signals to measure range between nodes. The benefit of such “ranging radio nodes” is that it enables non-line-of-sight sensing. In other words, these radio nodes are capable of measuring range through obstacles such as smoke, walls and other similar objects, making them well suited for use in localization within environments in which other sensors fail. Due to these apparent benefits of range-only sensing, it is desirable to further explore the problem of range-only position estimation. In order to accurately represent the ambiguities in range measurements, it is necessary to develop estimation strategies that are specifically honed to model the naturally occurring nonlinear and multi-modal measurement distributions.

1.1.2 Efficient Network Localization

The recent growth in wireless communication and sensing technologies have enabled the development of large-scale networks for sensing devices. These network of devices have become increasingly pervasive, with applications ranging from sensor networks and mobile robot teams to emergency response systems. Often, the size of these networks grow too large such that collecting all the observations at a central location to perform the computation is often impractical. This is particularly true in the sensor networks domain, because the nodes have a limited battery life to communicate over a wireless network and perform the necessary computation. Instead, the nodes need to collaborate to solve the estimation task in a distributed manner. Such distributed estimation techniques are also necessary in online control applications, where nodes of the network are associated with actuators, and the nodes need estimates of the state in order to make decisions.

Distributed estimation, the problem of estimating the positions of the network nodes in a distributed manner, is a challenging problem. Since the observations are distributed across the network, nodes must coordinate to incorporate each other’s observations and propagate their estimates from one time step to the next. Online operation requires the algorithm to solve the global joint position estimation problem in pieces, independently by each node.

1.1.3 Scaling to Large Environments

While a distributed estimation algorithm addresses the problem of scalability in numbers, the problem of scaling to large environments requires a different strategy. Naively scaling to large environments demands the pre-deployment of numerous stationary features (radio nodes) within the environment. However, such extensive deployment is infeasible for truly large and unbounded environments. On the bright side, in environments with sparsely distributed stationary features, it is still possible to intelligently control the robot to remain within the range of those features such that its estimate remains bounded.

Mobile robots rely heavily on accurate knowledge of their position for high-level decision-making and control. However, even the most reliable estimation algorithm depends on a constant
stream of sensor data. If for example, the robot were to naively navigate away from feature-filled regions and into a completely empty, feature-less region, then regardless of the estimator the robot’s position estimate will drift. In these cases when a robot is operating in an environment with zero pre-deployed features (for example on the moon or mars, where pre-deploying radio nodes is not possible), the robot must turn to help from other mobile robots to estimate its position.

The use of multiple agents provides distinct advantages over single-agent systems in several contexts. One such benefit is their ability to limit the size of odometry errors when working in conjunction with one another. Easier said than done, achieving the desired reduction in odometry errors is challenging because tight coordination between the robots is necessary. Searching over the joint space of all the robot actions and estimate uncertainties is intractable for most real-world applications.

1.2 Formulation

This thesis examines the problem of geolocation with range-only measurements to features/nodes in the environment. The robustness of the solution is considered in developing an estimator capable of representing both nonlinear and multi-modal distributions. Extensions are proposed to address the problem of efficient computation in large networks and robot control for improving the estimate when scaling to larger environments.

The problem of range-only position estimation is first addressed by rethinking the representation and formulating the problem in polar coordinates. The relative-over-parameterized representation, presented in this thesis, exploits the linearity of the range measurements in the polar space to achieve a more accurate estimate of the true uncertainty distributions in the measurements. Additionally, a multi-hypothesis extension is suggested to deal with the multi-modalities that naturally arise within the estimate.

In order to adequately deal with an increasing state dimension and computational requirements of scaling to larger networks with 100’s and 1000’s of nodes, this thesis presents the use of an asynchronous belief propagation algorithm, more commonly known as “loopy” belief propagation. Loopy belief propagation is a distributed inference algorithm on graphs, that through the use of a message passing scheme propagates the local belief acquired by each node to its neighbors. This approach is tested on both large and small networks demonstrating its performance empirically. Unfortunately, the loopy belief propagation algorithm is only guaranteed to converge on graphs without any cycles. This implies that for any graph with cycles, which are common in most robotics and sensor networks applications, the solution provided by this approach might not converge. The work in this thesis will specifically address this limitation and will provide an approximation to the true graph inference problem with bounds on its approximation and guarantees on its convergence.

Scaling to large areas is another problem that this thesis explores. In particular, this thesis presents a multi-robot coordination algorithm that is specifically designed to address the problem
of exploration and tracking within a feature-limited or feature-less environment. The goal here is to tightly coordinate the movements of individual robots such that their joint global estimate does not drift due to the absence of globally static features. This thesis presents a solution that selectively assigns some of the mobile robots to act as “locally static features” to aid the estimation of the other mobile robots. The decision of which robots to stop and when to stop them is derived directly from the observability of the system. By intelligently switching the roles of individual robots to either stop or move, the global estimate of all the robots is shown to improve.

1.3 Thesis Statement

The current state-of-the-art of the range-only position estimation techniques do not provide a unified framework for achieving good localization under the variety of challenging scenarios considered in this thesis (see Chapter 2 for a more extensive review of the related literature). Without accurate modeling of the nonlinear measurement distributions that naturally arise from range data it is impossible to guarantee robustness. The lack of a good decentralized estimation and control strategy, makes it impossible to scale to larger teams of agents and environments necessary for many real-world applications. While each of these avenues of research have received some attention by prior research, this thesis aims to establish a comprehensive position estimation framework that leverages the key features of range-only data. To that end, in order to effectively solve the range-only geolocation problem, this thesis offers a holistic approach that considers the entire span from nonlinear and decentralized position estimation to intelligent control for aiding estimation, all in a robust, efficient and scalable manner.

The theoretical and experimental results along with the proposed framework for geolocation with range support the following thesis statement:

---

The use of polar parameterization in range-only systems provides robustness to SLAM in sparse networks. A decentralized implementation of such a method offers improved efficiency and enables scalability to large networks. Additionally, scalability to large featureless environments is achieved by tightly coordinating the behavior of the mobile agents in the system.

---

1.4 Applications

The general problem of position estimation is crucial to many real-world systems. Sensing and position estimation capabilities are key to enabling general purpose use of a variety of technologies; everything from autonomy in robots to safety systems to person location requires accurate geolocation of critical agents to perform reliably. While a wide array of geolocation strategies
are currently being used in many real world systems, certain challenging applications still require special sensing technologies and filtering techniques to provide reliable localization. In many currently employed systems, accurate localization is achieved by carefully designing/limiting the workspace of the various agents such that traditional sensors such as cameras, laser scanners and GPS provide reliable sensor data free of occlusions, interference and clutter. However, there are many cases where it is impossible to alter the workspace to achieve improved localization. Operating in an environment that is not specifically designed to accommodate traditional sensing technologies, requires the need for other, not commonly used, sensors such as the ranging radios, which provide range-only data, to achieve good localization.

1.4.1 Localization for Autonomy in Industrial Systems

The need for accurate localization is wide spread in many industrial applications. Failure to accurately localize critical agents in the various applications could lead to everything from degraded performance, failure to achieve the desired goal and even harm to humans. Figure 1.2 presents three different industrial applications where the position estimation techniques and range-only sensing technologies proposed in this thesis can be applied.

Figure 1.2: Importance of good localization in three different industrial applications: (Left) safety systems for large vehicles operating near humans, (Middle) localization for GPS-denied operation in mines, and (Right) precision localization for autonomous lawn mowing.

Safety Systems for Large Vehicles

In cases where humans and machines operate closely together, safety is a key concern. In such systems, it is necessary to utilize strategies that exploit any and all available sensing technologies to ensure that all agents (machines or human) in the environment can be tracked reliably such that accidents that lead to damage to equipment or harm to humans can be avoided. This is particularly important in construction, mining and other such applications where humans interact closely with heavy machines that could easily bring harm to humans without proper safety guidelines. In these applications, the use of cheap ranging sensors (carried by all agents operating in the environment) and intelligent filtering techniques (such as the ones presented in this thesis) offer a reliable solution for enabling a safe work environment.
GPS-denied Operation for Construction

GPS is perhaps one of the most commonly used sensor in many applications. It is preferred for its ease of deployment and existing infrastructure (i.e. satellites). However, an obvious drawback of GPS is its inability to provide localization environments where visibility to the satellites cannot be guaranteed. Mines are a good example of one such environment where GPS cannot easily be employed. An alternate to GPS that is commonly used in mining applications is laser scanners. While laser scanners offer a good solution, in some cases, it can be too expensive or infeasible to deploy (i.e. if we wish to localize human workers in a mine). In such cases, deploying a few range sensor nodes along the mine as it is built can significantly improve the localization and tracking capabilities of all agents in the mine.

Precision Localization for Lawn Mowing

A commonly overlooked application, where good localization is important, is the lawn mowing scenario. While recently autonomous solutions to the age-old chore of keeping our lawns trim have been developed and deployed in the real world, a critical problem in this application is precision and cost. Achieving precise localization here is important because the result of poor localization is visually unpleasant. And since lawn mowing is a service employed by many professional sports arenas, such as football, soccer, golf, etc., where the visual appearance of the environment is crucial to their revenue, it is necessary to guarantee precise and uniform performance at a low cost. Furthermore, it is not always possible to pre-deploy permanent infrastructure within the environment since it could interfere with the activities performed on the field. In this case, it is once again desirable to utilize the ranging radios and the estimation algorithm, proposed in this thesis, to provide an easily deployed (and removed), cheap and accurate localization solution for autonomous lawn mowing systems.

1.4.2 Indoor Person Tracking

As was mentioned earlier, a key drawback to GPS is its inability to operate in environments without line-of-sight to the satellites, such as inside buildings. When faced with the problem of achieving good localization in indoor applications, traditional sensors and strategies face two main challenges. Firstly, most indoor environments tend to be man-made and man-made structures are often symmetric and may appear “similar” to traditional sensors such as laser scanners and cameras. Secondly, in some special cases, such as the emergency response scenarios, occlusions from smoke and debris could further reduce the usability of traditional sensors. In such cases, the use of the ranging radios is a perfect fit since they offer non-line-of-sight sensing capabilities and unique identification of each measurement. Figure 1.3 depicts two applications for indoor localization.
1. Introduction

Tracking First Responders in Emergency Response Scenarios

In the emergency response and rescue scenarios it is easy to see the importance of tracking the first responders within the disaster environment/building. While providing the location information to the first responders themselves might not be feasible, providing such information to the incident commanders that plan the rescue efforts and keep track of the various emergency personnel operating within the disaster environment is crucial to ensuring the safety of the rescue workers.

Elderly and Patient Assistance

Unlike the rescue scenario, in the elderly assistance domain, the location information needs to be forward to the person that will use the information to navigate within a building. Additionally, multiple agents might need to know their own location at any given time. Therefore, it is desirable to develop a decentralized and distributed estimation technique to provide each of the many agents with an estimate of their position within the environment. The decentralized localization solution presented in this thesis offers one solution to providing good localization for multiple agents working within the same environment using range-only sensor.

1.4.3 Exploration and Search in Unknown Environments

Most applications presented so far benefit from the knowledge of some inherent information about the environment. Such cases enable the deployment of some stationary nodes that can be used as anchors for helping localization of any mobile agents within the environment. However, this is not always the case. Specifically, when exploring/searching an unknown environment, it is not always feasible to assume the ability to deploy stationary nodes that can assist in localization. Alternatively, it might be the case that other agents exist within the environment that also wish to localize their own positions. In such cases, it might be necessary for the various agents in
the environment to cooperate such that they can help localize one another. Figure 1.4 shows two applications where a team of agents operating within an unknown environment will need to cooperate to help localize one another.

Figure 1.4: Multi-agent teams require not just a good localization solution, but also a general framework for maintaining good localization as they traverse an unknown environment. Two applications where this need is emphasized are (Left) space exploration, and (Right) military squad missions.

**Planetary Exploration**

In the space exploration domain, planetary exploration is something that has received considerable focus in the past. The problem here is one of exploring and mapping an unknown environment, identifying important artifacts and localizing the positions of such artifacts within some global coordinate frame. When operating on an alien planet, it is not possible to get localization from GPS-like solutions, since the satellite infrastructure is only available on earth. Similarly, visibility to sufficient features in the environment for achieving good localization cannot always be guaranteed. However, if multiple agents are deployed within the environment, the agents can range to one another via ranging radios (even in the presence of visual occlusion) and keep themselves localized. The control strategy presented in this thesis provides a solution based on the idea of cooperative localization, where agents in the environment cooperate to achieve good localization of their pose.

**Military Applications**

Similar to the planetary exploration application, there are applications on earth where it might always be possible to assume existence of salient features that can be used to localize agents within an unknown environment. In military applications, it is not unreasonable to assume that the opposing force intentionally destroys features or adds clutter to the environment to reduce the ability for the friendly agents to localize their position. In such cases, it might be useful to be able to localize each others positions based on relative range information to each other. In such
cases, if we had a team of human and robotic agents, the control strategy proposed in this thesis could be used to control the robotic agents, which can in turn help localize the positions of the human agents and provide that information to central command or even to individual agents in the system.

1.5 Document Outline

The remainder of this thesis is organized as follows. First, a thorough literature survey of the related work in the fields of position estimation, distributed inference, and robot control for aiding position estimation is presented in Chapter 2. A survey of the literature shows that prior work does not provide a robust and light-weight technique for accurately modeling the nonlinear and multi-modal distribution encountered when working with range-only data. In addition, prior work does provide a unified framework that scales well to large networks and feature-less environments as described in this thesis.

Chapter 3 presents the use of the ROP parameterization for solving the range-only localization problem. The ROP parameterization is used to model both the nonlinear and multi-modal distributions of range data as well as the nonlinear distribution of robot motion. The proposed approach is validated using a diverse set of simulation and experimental data consisting of a variety of ranging sensors and robotic systems. The robustness of the method is demonstrated on the global localization sub-problem and through its ability to deal with sparse measurement data.

In Chapter 4, an extension of the ROP parameterization to the SLAM problem that appropriately deals with the correlations introduced by inter-node range data is presented. The approach is compared to several other existing range-only SLAM techniques and is shown to provide solutions with lower robot path and node map errors. The method is shown to provide reliable results even in the presence of incorrect data association and sparse measurement data. Additionally, the benefits of incorporating the proposed range-only SLAM technique to aid/improve the laser based SLAM is presented.

Chapter 5 introduces a variant of the SLAM problem found in the sensor networks domain, namely the network localization problem. Decentralized loopy belief propagation is applied to this domain and compared against its centralized counterpart. The proposed approach is designed to be asynchronous and adaptable to changes in the network graph. An extension to the traditional loopy BP algorithm which reduces the network graph to a spanning tree is shown to offer better convergence guarantees. The simulation and experimental results reveal that the proposed method accurately converges to the centralized solution with minimal computation performed at each node in the network.

Chapter 6 explores the problem of scaling to large environments with specific focus on the cooperative range-only target tracking problem. The observability analysis of a multi-agent system navigating within a feature-less environment is explored. The proposed singularity-index controller is derived directly from this analysis to solve the coordinated localization task. This formal control strategy presents a natural metric through which robust localization of all agents
in the system can be achieved in the absence of stationary features in the environment. The proposed method is compared against existing strategies for cooperative target tracking problem, and is shown to provide improved results in both simulation and real-world experiments.

Finally, Chapter 7 presents a summary of the contributions of this thesis and the possible directions of future work. The theoretical and experimental results presented in this thesis is used to highlight the characteristics of the problem of geolocation with range. This chapter also explores a wide range of next steps in range-only position estimation, distributed estimation and control, and cooperative localization.
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Chapter 2

Related Work

This thesis draws on the work from three major bodies of study: position estimation, distributed inference, and control for aiding estimation. This chapter provides an overview of the existing approaches and examines the state-of-the-art in each of these sub-areas. Through a comparison of previous methods with those proposed in this thesis, this section will show that no prior work provides a comprehensive framework necessary to solving the problem of geolocation from range.

2.1 Position Estimation

The general position estimation problem has been the subject of substantial research since the inception of robotics research community. A number of approaches have been proposed to address both the SLAM problem and also more the simplified localization problem. Virtually all existing position estimation algorithms extract a small set of features from the robots sensor measurements. Landmark-based approaches, which have become very popular in recent years, scan sensor readings for the presence or absence of landmarks to infer a robots position. Other techniques, such as most model matching approaches, extract certain geometric features such as walls or obstacle configurations from the sensor readings, which are then matched to models of the robots environment. The range of features used by different approaches to mobile robot localization and SLAM is quite broad. The information provided by the wide variety of features is determined by the type of sensor used. Most sensory systems can be grouped into three main categories: sensors that measure range, bearing, or both range and bearing to distinct features in the environment.

2.1.1 Range and Bearing Systems

The most common and well researched sensors are those that provide both range and bearing information to features in the environment. Initial work by Smith et al. [59] and Durrant-Whyte
2. Related Work

[18] established a statistical basis for describing relationships between landmarks and manipulating geometric uncertainty. A key element of this work was to show that there must be a high degree of correlation between estimates of the location of different landmarks in a map and that indeed these correlations would grow to unity following successive observations.

Soon after, in the key paper by Smith, Self and Cheeseman [58], the authors showed that as a mobile robot moves through an unknown environment taking relative observations of landmarks, the estimates of these landmarks are all necessarily correlated with each other because of the common error in estimated vehicle location. This paper was followed by work that developed a number of aspects of the essential SLAM problem [37]. The main conclusions of this work were two fold. Firstly, accounting for correlations between landmarks in a map is important if filter consistency is to be maintained. Secondly, that a full SLAM solution requires that a state vector consisting of all states in the vehicle model and all states of every landmark in the map needs to be maintained and updated following each observation if a complete solution to the SLAM problem is required.

More recently the feature-based estimation techniques for laser scanner based range and bearing systems have been replaced by more complete representations of the map. As such, the occupancy grid representation of the map and Rao-Blackwellized particle filters have been introduced as effective means to solve the range and bearing SLAM problem, [25] and [27]. These techniques, through their improved representations of the map and state, offer improved performance for the laser-based range and bearing localization problem.

2.1.2 Bearing-only Systems

Possible approaches for bearing-based network localization solutions have been explored [42], [36]. Marinakis and Dudek [42] present a technique to infer the topology and connectivity information of a network of cameras based on Markov models of observed motion in the environment. More recently, Lee and Aghajan [36] present methods for estimating the node positions based purely on relative bearing measurements between image sensors. They emphasize the use of a mobile agent (with or without a known position estimate) to improve the localization of the entire network based on coupled observations of the mobile agent by several nodes in the network.

Recently much research has focused on the problems introduced by linearization of the nonlinear bearing-only measurements. Tully et al. present an iterative filtering technique to help resolve inconsistencies introduced by linearization of bearing-only measurements [63]. Their proposed approach of modifying the traditional EKF update step, posing the problem as a Gauss-Newton minimization problem, prevents divergence due to linearization errors. Julier and Uhlmann also propose an alternate modification to the classical filtering strategies to help remedy the errors introduced by linearization of nonlinear measurement data. Deriving motivation from sample based representation of the state, the unscented transform that they present, generalizes directly to nonlinear systems without the need for traditional linearization steps [31]. While these and other similar prior work have focused on improving the filtering techniques used in bearing-only SLAM, other researchers have approached the same problem from a different view.
2.1. Position Estimation

Funiak et al. [21] address a more difficult but similar problem of tracking targets from camera networks where the locations and orientations of the cameras are not known. They demonstrate the use of a polar parameterization to model the nonlinear distributions that occur while estimating the pose of a camera observing a mobile target with bearing-only measurements. Civera et al. also address a similar problem in monocular SLAM where they utilize a hybrid estimation scheme to deal with the nonlinear distributions that occur when the camera is either stationary or rotating for a significant period of time [13]. These methods, much like the method proposed in this thesis, adopt an alternate parameterization that more accurately represents the nonlinear distributions encountered in position estimation task.

2.1.3 Range-only Systems

Of particular interest to the work presented in this thesis are the localization systems that use range to localize the network. For instance, the RADAR system, developed by Bahl and Padmanabhan, utilizes signal strength of packets in the commonly available 802.11b wireless networks for localization of network devices [3]. However, signal strength measurements are often erratic and can be affected by slight changes in the environment. Alternately, the Cricket system uses fixed ultrasound emitters and embedded receivers in the target object to localize the target [50], [57]. Another system, the Parrot sensors nodes [67], utilize radio frequency (RF) signals to communicate data and ultrasonic measurements to range between each other. Any of these localization systems, offer a low-cost means of ranging, suitable for localization in environments where standard localization systems such as GPS are not available or provide poor accuracy.

Some of the early work in localizing a sensor network with range-only information relied on solving a least-squares optimization problem. Methods such as Multi-dimensional Scaling (MDS) provide a good solution if the network is fully connected [5]. For a less connected network with sufficient connections to provide “rigidity” to the network, it is still possible to determine the map of the network. Moore et al. introduced the idea of the robust quadrilaterals as a way to avoid ambiguities in the solution [44]. In practice, however, rigidity is not easy to achieve and a high degree of connectivity between nodes of the network cannot always be guaranteed. Alternately, in this thesis, a probabilistic approach that can model the uncertainty of the estimate and provide solutions even when network rigidity is not available is presented.

Among others, Kantor et al. and Kurth et al. have presented single filter formulations to combine range measurements with dead reckoning and inertial measurements [32], [35]. These methods formulate the problem as an Extended Kalman Filter (EKF) using linearization in the Cartesian space. These early efforts generally assume that the tag locations were approximately known a priori. However, in some cases, even relatively modest errors in the prior estimate of the tags and noisy range-only measurements can cause the filter to diverge. Therefore, it is typically assumed that the initial conditions specified are “pretty good” and that the noise in the measurements are “normal”. Such assumptions are limiting. There is a need for a principled and robust method to use range data for localization and SLAM.

One such effort was presented by Leonard et al., in their use of a delayed state filter [38].
By utilizing a batch EKF update step on a set of collected measurements, this method avoids
the need for any prior information about the locations of the tags. The main drawback of such
an approach is its inability to determine when sufficient measurements have been collected to
safely linearize. Linearizing too early could allow the filter to choose the incorrect hypothesis
and diverge. Linearizing too late could lead the estimate to drift due to odometric errors. Olson
et al. addressed this by proposing the use of a separate pre-filtering step able to better identify
when sufficient measurements have been collected to accurately initialize each tag [45]. Their
method utilizes a hough transform to identify peaks within the likelihood distribution for a tag,
given a collection of measurements. When a single peak with a significantly higher likelihood
is detected, it is decided that enough measurements have been collected to initialize the tag.
However, in the presence of large measurement/odometric error and sparse data, the peaks within
the hough transform become blurred and form a “ridge”. This blurring forces the initialization of
the tag to be further delayed, and with sufficient odometry error it is possible that the distribution
never converges to a single peak.

We have previously investigated the use of other filters to address the problem of range-only
SLAM [15], [16]. One such method, Monte Carlo localization, or particle filtering, provides a
method of representing multimodal distributions that naturally occur with range-only data. How-
ever, these sample based methods become intractable (for real-time applications) when model-
ing the cross-correlation terms sometimes necessary in SLAM. If the sample count is reduced to
maintain real-time computation, sample depletion causes the filter to diverge.

Stump et al. present a set-valued approach to estimation that overcomes limitations due to
nonlinearities [61]. While their method provides an accurate estimate of the true distribution by
processing measurements in a high dimensional space, the complexity involved with projecting
the filter’s state into the xy-space is expensive. This makes it difficult to incorporate even a
simple motion model (linear in the Cartesian space) into the filter. While the method proposed
in this thesis also adopts a higher dimensional parameterization, the parameters chosen by the
proposed method is better suited to incorporate standard motion models.

Additionally, unlike much of the existing methods that linearize the measurements in the
Cartesian space, the proposed method operates in the polar space where the linearization is much
improved. As such, the method presented in this thesis does not require a prior nor does it
perform a batch process to identify the linearization point. Furthermore, the proposed method is
able to model multi-modal distributions that naturally occur with range measurements.

2.2 Distributed Inference

Often, it is necessary to address the problem of scalability in numbers when dealing with the sen-
sor network localization task. It becomes necessary in these cases that the nodes in the network
need to perform probabilistic inference to combine a sequence of local, noisy observations into a
global, joint estimate of the system state. While in some applications it is acceptable to perform
such inference at a central location, many more applications require the need for a distributed
2.2. Distributed Inference

Inference algorithm where each node in the network performs a small part of the computation. In the past, a number of researchers have worked in problems that are essentially different forms of the distributed estimation problem with differences regarding the types of sensors, the properties of the graphs, and the levels of communication required.

Distributed inference has received some attention in the literature. For example, particle filtering (PF) techniques have been applied to these settings: Zhao et al. [68] use (mostly) independent PFs to track moving objects, and Rosencrantz et al. [52] run PFs in parallel, sharing measurements as appropriate. However, Pearl’s belief propagation (BP) [46] algorithm is one of the main methods for performing probabilistic inference. Pearl showed that the BP algorithm produces posterior probability distributions equivalent to centralized algorithms when run on networks without loops. One may try to run this algorithm on networks with loops, using multiple iterations of passing messages around the network. The resulting algorithm is called loopy belief propagation (LBP). In loopy networks the beliefs are not guaranteed to converge, and if they do converge they might not converge to the correct posterior distribution. Nevertheless, empirical results have shown that in a large number of cases, the algorithm converges to approximately correct posterior beliefs in a short amount of time (Pfeffer and Tai [48]). Thus LBP has emerged as one of the most competitive algorithms for approximate inference. Due to this reason and the fact that loopy BP is an asynchronous algorithm, we adopt a modified variant of loopy BP algorithm to solve our decentralized network SLAM problem.

Ihler et al., in [30], extend the loopy BP framework to non-parametric belief representations (such as particle filters). While their approach lends itself to a distributed implementation and accommodates nonlinear estimate distributions, it represents the state using samples, which could lead to divergence in the absence of sufficient samples. Additionally, their approach assumes a negative information model to reduce the uncertainty and improve estimation, thereby reducing the number of samples necessary to achieve stability in their distributed implementation. In most real-world applications, the lack of a measurement could be due to a variety of reasons, making it difficult to accurately model negative information. In this thesis, an extension to the loopy BP framework is adopted to achieve the desired distributed inference. In contrast to existing methods, the proposed method scales well to large uncertainty distributions without the need to use negative information and produces better approximations of the centralized solution.

When implementing any distributed inference algorithm on a real system, it is crucial note a few important criterion. Namely, it is necessary for any proposed algorithm to be decentralized and asynchronous. If a distributed inference problem is not decentralized, then there can exist a single point of failure (e.g., a “master” node). In such a case, if a failure were to occur then the entire system would fail to function. Similarly, synchronicity introduces the requirement that every agent in the network coordinate their communication, which could add undesirable delays to the estimates reported by the nodes. Cao et al. among others have focused on this problem of achieving consensus between multiple agents in an asynchronous manner [10, 11].

Another common approximate inference method is the Boyen-Koller algorithm (BK) [6]. In this approach, the state variables are factored into clusters. Instead of maintaining a joint distribution over all the variables, distributions over the clusters are maintained. The joint distribution
is approximated by the product of the cluster distributions. In essence, it entails performing belief propagation on a modified graph called a junction tree. The basic premise is to eliminate cycles by clustering them into single nodes. Funiak et al., in [21], present one such approach of using the BK algorithm along with a junction tree decomposition to cluster the nodes.

Other researchers have also explored the distributed inference problem deriving motivation from other fields of research. Looking at the problem from the data fusion point of view, Makarenko and Durrant-Whyte have presented a Bayesian decentralized data fusion (BDDF) algorithm [41] that provides a convergent solution in a general Bayesian network. In the controls community, Yang et al. [66] and others have looked at the use of a consensus filter to arrive at a consensus on a parameterized internal state, which can later be transformed to extract the filter state.

2.3 Control for Aiding Estimation

It is often the case that position estimation is decoupled from any high-level control or planning algorithm. However, in real-world situations, reliable localization may not always be feasible given an arbitrary robot trajectory. Understandably, considerable research in this field has focused on generating proper controls and trajectories to help maintain an accurate estimate of the robot’s position.

One popular approach often applied to control a mobile robot is gradient descent. These methods generally command the robot to move in the direction of the gradient for given utility function. The most common form of this utility function is the maximum-likelihood information gain or the minimum expected entropy. These methods have substantial computational efficiencies, in that the information gain need only be computed for the robot’s current position. Sim and Roy, among others, have presented variations of this simplest of control strategies, [56]. The major disadvantage to the gradient-descent approach is that it is subject to local minima. The gradient-descent approach also has no notion of “closing the loop” and cannot model long paths with large payoffs in map certainty at the end of the path.

Frew, in [20], extends the simple gradient descent strategy and uses a receding time horizon strategy for optimal planning and control of UAVs. By varying the length of the look-ahead, it is possible to generate longer paths while limiting the computational requirements. Leung et al. extend this method to the active SLAM and exploration domain and present an “attractor” based control strategy that switches between exploration, improving localization (estimate of the robot), and improving the map (estimate of the features) [39].

Active SLAM and exploration are both specific instances of a more general framework, known as the Partially Observable Markov Decision Process presented by Sondik [60]. While the Markov Decision Process computes the optimal action to take for any state, the POMDP policy provides the optimal action for any distribution over states. Conventional POMDP approaches are wildly computationally intractable, but good approximation algorithms have emerged recently.
The Augmented MDP (AMDP, also known as Coastal Navigation) algorithm developed by Roy and Thrun ([55]) is particularly relevant, in that it provides an efficient approximation to the POMDP if the distributions are Gaussian, such as provided by a Kalman filter. In the AMDP approach the idea of an “information volume” is introduced. Each voxel in this volume represents the robot pose and associated map entropy (inversely proportional to the information gained from the voxel). Given a transition function relating a voxel and action to some posterior voxel, the planning problem would just be a shortest-path problem to the “lowest” reachable voxel in the information volume.

Gonzalez et al., in [24], extended this idea to deal with changes in the environment through the use of a dynamic replanner. The main disadvantage to these approaches is that computing the expected transitions in the information volume is infeasible for reasonable-sized maps. Any improvements in performance is usually gained at the cost of simplifying the motion and measurement models, which in turn leads to less than optimal trajectories.

In the topic of cooperative localization, there are several key contributions in literature that related to this thesis. Rekleitis et al. propose the use of a heuristic multi-robot exploration strategy that explicitly deals with the need to compensate both for odometric error and for sensing the accuracy, which deteriorates with increasing distance, for a multi-robot team equipped with LOS limited range sensors [51]. Alternately, Tully et al. present a heuristic “leap-frog” path design for a team of three robots to perform cooperative localization while performing a coverage using bearing data [64]. Both these techniques present heuristic strategies that rely on selectively “stopping” some robots while others move using the stopped robots as stationary landmarks. In this thesis, a formal control strategy based on the observability condition of a multi-robot team is proposed to generate behaviors similar to these heuristic “leap-frog” strategies.

Alternately, several researchers have chosen to approach the cooperative localization problem from the observability point of view. A system is said to be observable when it is possible to reconstruct its initial state by knowing, in a given time interval, the control inputs and the outputs. In localization, observability implies that the error in localization can be bounded, where the value of the bound depends on the accuracy of the sensors and the models used in the system. Roumeliotis and Bekey present the observability conditions for a multi-robot system equipped with encoder and sensors able to provide an observation consisting of the relative configuration between each pair of robots [54]. The analysis was performed through the linear approximation. The main result of this observability analysis was that the system is not observable and it becomes observable when at least one of the robots in the team has global positioning capabilities. Additionally, Zhou and Roumeliotis also present the observability analysis for a two robot relative pose estimation problem with range-only measurements between the robots [69]. This analysis was carried out by applying the observability rank condition introduced by Hermann and Krener for nonlinear systems [28]. As in many nonlinear systems, they found that in some cases while the associated linearized system is not observable, the system is observable. This was an important observation because this nonlinear observability analysis dictates the conditions upon which any localization result of a multi-agent system can be bounded.

The work presented in this thesis is strongly inspired by the nonlinear observability analysis
2. Related Work

and its implications to range-only systems. The proposed method will directly address many of
the challenges encountered by the current state-of-the-art methods, including dealing with the
special case of only having other mobile robots as features in the environment. Tight coordi-
nation between the robots is necessary to ensure that all of their estimates remain bounded as
they explore the environment. The additional challenge introduced in this control for multi-robot
estimation problem is the increased dimensionality of the joint search space. Thus the proposed
method will be aimed at developing strategies that generate near-optimal trajectories with com-
putational requirements similar to that of the gradient descent or receding horizon strategies.

2.4 Comparison of Related Work

Figure 2.1 gives a comparison of the related work using several metrics. The comparison assigns
“+” or “++” to work that satisfies each metric. This table demonstrates that no single existing
work provides a comprehensive solution to address all the metrics considered in this thesis. In
addition, only a few existing methods scale to large environments. Even among the methods
that scale to large environments, none of them specifically deal with feature-less environments,
which the proposed work will explicitly address.
### 2.4. Comparison of Related Work

Figure 2.1: Comparison of related work. “+” denotes that the work addresses each metric. “++” denotes that the work handles the metric particularly well. “o” denotes that the work was designed under an assumption that simplified the metric. “Proposed” denotes proposed work for this thesis, yet to be completed.

<table>
<thead>
<tr>
<th></th>
<th>Position Estimation</th>
<th>Distributed Inference</th>
<th>Control Strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kurth et al., Kantor et al.</td>
<td>o</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Leonard et al., Olson et al.</td>
<td>o</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Djugash et al.</td>
<td>o</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Funiak et al.</td>
<td>+</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Stump et al.</td>
<td>++</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Pfeffer and Tai</td>
<td>o</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Ihler et al.</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Makarenko et al.</td>
<td>o</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Yang et al.</td>
<td>o</td>
<td>++</td>
<td>+</td>
</tr>
<tr>
<td>Sim and Roy</td>
<td>o</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Frew</td>
<td>o</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Leung et al.</td>
<td>o</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Tully et al.</td>
<td>+</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Zhou et al.</td>
<td>o</td>
<td>+</td>
<td>++</td>
</tr>
<tr>
<td>Roy and Thrun</td>
<td>o</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Gonzalez et al.</td>
<td>o</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td><strong>This Thesis</strong></td>
<td>++</td>
<td>++</td>
<td>++</td>
</tr>
</tbody>
</table>
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Chapter 3

Localization

This chapter examines the problem of robust range-only localization of a mobile robot. The goal of localization is to accurately estimate the position and heading of a mobile robot using odometry from the robot and measurements to stationary nodes in the environment. In localization, the locations of the stationary nodes are known and the mobile robot must accurately localize itself as it measures range to the stationary nodes while it moves. Range data presents a nonlinear measurement distribution that requires special care when filtering to properly deal with the ambiguities correctly.

The next section begins by first exploring the characteristics of range-only data in detail. Following which, a polar parameterization is presented to better deal with the nonlinear measurement distributions that the range data provide. The approach presented here can be used to solve several variations of the position estimation problem, including global localization and target tracking. In global localization, the robot’s initial pose is unknown and the proposed method is able to properly deal with such a case through its improved accuracy in representing the nonlinear distributions in range data. In target tracking, the mobile robot is substituted with a mobile agent without any odometry information. This variation simply requires a change to the motion model used by the proposed method to provide a robust estimate of the target’s pose.

While the proposed polar parameterization was designed to exploit the characteristics of range data, an alternate motion model is also proposed to better represent the nonlinear distributions in robot motion. This proposed motion model is shown to provide significantly better performance than existing models in challenging scenarios such as when only sparse observations to landmarks are available to correct odometry drifts.

A comprehensive evaluation of this parameterization and the filtering process is also presented on a variety of different real-world experiments and systems. The proposed method is tested for robustness to poor/no initialization, noisy measurements and missing/sparse data. In each of the datasets used to evaluate the proposed method, the robot travels over several kilometers and has highly accurate positioning for ground truth. The proposed method is shown to be more efficient, accurate and robust than the current standard.
3. Localization

3.1 Characteristics of Range

Range-only sensors present an unique and challenging problem unlike the problems encountered when working with most of the commonly used sensors such as laser scanners, radar, cameras, etc.. Most currently available range sensors provide three types of information. First and foremost is the actual range measurement between two nodes within an environment. And since this range is commonly calculated by transmitting and receiving signals (whether it is RF or sonar signals) between the nodes, most range-only sensors also provide the unique address of either the sender, receiver or both. And finally, some range-only sensors also provide some additional information along with each measurement, such as the signal strength or variance of the measurement. In this thesis, we will assume that the range sensors provide the range and unique ID’s of the two nodes that measured the range. Additionally, it is assumed that a constant variance model or a pre-calibrated PDF (probability distribution function) is available for the range sensor that is being used by the system.

In addition to the other benefits provided by range-only sensors discussed earlier (such as non-LOS ranging), there is yet another benefit that is revealed under the assumptions listed above. Namely, the otherwise challenging task of measurement correspondence is trivially solved, when the unique IDs of the two nodes that observed the range measurement is known. In other words, given that each node is identified with an unique ID and each observation provides the IDs of the two nodes involved in generating the measurement, we also know with perfect certainty to which pair of nodes the range observation corresponds. This is usually not the case in other localization problems. It is generally necessary to include a data association step to identify which landmark a particular observation belongs to prior to processing the observation. Note that not all ranging sensors have the ability to communicate unique IDs along with range measurements. However, all the ranging radio sensors considered in this thesis are capable of uniquely identifying each measurement. While it might seem that this assumption simplifies the range-only localization problem, there are still many other challenges that need to be addressed before the range-only localization problem can be solved.

Under the assumptions stated above, given a single range measurement between a stationary node/landmark and a mobile robot, the robot’s position uncertainty can be represented by an annulus, as shown in Figure 3.1(a). Adding a second measurement can help reduce the annulus into two distinct regions of uncertainty, Figure 3.1(b). This reveals that not only are the distributions generated by range measurements nonlinear (annulus or crescent shaped), but they can also be multi-modal. Furthermore, even incorporating a third measurement does not force the uncertainty distribution to be unimodal, Figure 3.1(c). These observations are important because, they require that any filtering technique designed to solve the range-only localization problem needs to accurately model both nonlinear and multi-modal distributions. This requirement makes it challenging to develop techniques to accurately localize a mobile agent with range-only sensors, thus limiting the use of such sensors in real-world applications.
3.2 Cartesian Parameterization

Here we explore in detail and examine if, where and why standard range-only localization techniques fail. One of the most commonly used methods for range-only localization is the standard Extended Kalman Filter (EKF), which we call the Cartesian EKF. The standard implementation of the EKF is preferred by many for its simplicity in representation and its light computational complexity. The Cartesian EKF presented here is formulated similar to the method presented by Djugash et. al. [16] and Olson et. al. [45]. Odometry and gyro measurements are used in the state propagation or the prediction step, while the range measurements are incorporated in the correction step. The method presented here will be used as a baseline comparison for our proposed method described in the next section. While many alternative filtering techniques for performing range-only localization exists (such as particle filtering and batch optimization techniques), we will use the standard Cartesian EKF since it is by far the most similar to the method proposed in this thesis.

3.2.1 Cartesian Motion Model

Let the robot state (position and orientation) at time $t$ be represented by the state vector $q_t = [x_t^r, y_t^r, \phi_t^r]^T$. The dynamics of the wheeled robot used in our system are best described by the following set of nonlinear equations:

$$q_{t+1} = f(q_t, u_t) + \nu_t = \begin{bmatrix} x_t^r + \Delta D_t \cos(\phi_t^r + \Delta \phi_t) \\ y_t^r + \Delta D_t \sin(\phi_t^r + \Delta \phi_t) \\ \phi_t^r + \Delta \phi_t \end{bmatrix} + \nu_t, \quad (3.1)$$
where $\nu_t$ is a noise vector, $\Delta D_t$ is the odometric distance traveled, and $\Delta \phi_t$ is the orientation change. Figure 3.2 presents an illustration of the components in robot motion. For every new control input vector, $u(t) = [\Delta D_t, \Delta \phi_t]^T$, that is received, the estimates of robot state and error covariance ($\Sigma_{t+1}$) are propagated using the standard EKF prediction equations:

$$\Sigma_{t+1}^- = A_t \Sigma_t A_t^T + B_t G_t B_t^T + Q_t,$$

(3.2)

where $A_t$ is the system matrix, $B_t$ is the input gain matrix, $G_t$ is the input noise matrix and $Q_t$ is the input biasing noise matrix.

### 3.2.2 Cartesian Measurement Model

The range measurement received at time $t$ is modeled by:

$$z_t^b = h^b(q_t) = \sqrt{(x_t^r - x^b)^2 + (y_t^r - y^b)^2} + \eta_t$$

(3.3)

where, $\hat{z}_t^b$ is the estimate of the range from the stationary node $b$ to the robot’s current state, $(x^b, y^b)$ is the location of the node from which the measurement was received and $\eta_t$ is zero mean Gaussian noise. The measurement is linearized and incorporated into the state and covariance estimates using the standard EKF update equations.

$$K_{t+1} = \Sigma_{t+1}^- H_{t+1}^T (H_{t+1} \Sigma_{t+1}^- H_{t+1}^T + R_{t+1})^{-1}$$

(3.4)

$$q_{t+1} = q_{t+1} \hat{z}_t^b - \hat{z}_t^b$$

(3.5)

$$\Sigma_{t+1} = \Sigma_{t+1}^- - K_{t+1} H_{t+1} \Sigma_{t+1}^-.$$  

(3.6)
3.3 Relative Over Parameterization

Figure 3.3: A linearized range measurement in the standard Cartesian EKF. The blue square is the stationary node’s location, the red diamond is the true location of the robot, the green shaded region is the true uncertainty distribution of the range measurement and the green elongated ellipse is the linearized measurement ellipse. The purple ellipse represents the prior estimate of the robot’s pose, the linearization point (shown by the red cross) is highly dependent on the robot’s prior pose. Thus, if the robot’s prior is incorrect, the linearization point and therefore the linearized measurement ellipse will not correctly capture the true robot location. Note that the green linearized measurement ellipse is actually an infinitely elongated ellipse, but for clarity of visualization it is shown as a smaller elongated ellipse.

The measurement matrix $H$ can be written as:

$$H = \left. \frac{\partial h}{\partial q_t} \right|_{q=q_t} = \begin{bmatrix} \frac{x_r^t - x^b}{\sqrt{(x_r^t - x^b)^2 + (y_r^t - y^b)^2}} & \frac{y_r^t - y^b}{\sqrt{(x_r^t - x^b)^2 + (y_r^t - y^b)^2}} & 0 \end{bmatrix} (3.7)$$

As can be seen, the measurement matrix $H$ is dependent on the prior state $[x_r^t, y_r^t]$. Figure 3.3 presents an illustration of how the range measurement is linearized by the standard Cartesian EKF. If the prior is incorrect, the linearization of the range measurement will cause the filter to diverge. Thus, it is necessary for the initial estimate of the state to be “close” to the true location in order for the filter to converge to the correct solution. This condition is crucial to the assumption that the measurement model can be linearized within an EKF.

3.3 Relative Over Parameterization

While the Cartesian EKF described above operates in the Cartesian space, we formulate our problem in polar coordinates. At each time step, $t$, the state of the robot is represented by $q_t = [c_{x,t}^r, c_{y,t}^r, r_t^r, \theta_t^r, \phi_t^r]^T$. The robot’s estimate is represented in a polar coordinates (similar to [21]), where $(c_{x,t}^r, c_{y,t}^r)$ are the origin of the polar coordinate frame, $(r_t^r, \theta_t^r)$ are the corresponding
range and angle values and $\phi^c_r$ is the heading of the robot. The use of this parameterization
derives motivation from the polar coordinate system, where annuli, crescents and other ring-like shapes can be easily modeled. This parameterization is called Relative Over Parameterized (ROP) because it over parameterizes the state relative to an origin. Similar to the Cartesian EKF described above, at each time step, we get some set of motion and range observations, $u_t$ and $z_t$ respectively. Our filtering algorithm iteratively computes the belief state at time $t+1$ using the previous belief state at time $t$. Specifically, in our implementation the belief state is represented by a mean vector $q_t$ and a covariance matrix $\Sigma_t$, and it is computed using an Extended Kalman Filter (EKF).

3.3.1 Measurement Model

When the robot and a node $j$ are within a given range to each other, a range observation is generated which is represented by, $z^j_t$. This observation depends on the position of the robot and node $j$:

$$z^j_t = h^j(q_t) + \delta.$$

$$z^j_t = \sqrt{(\hat{x}_r^t - x^j)^2 + (\hat{y}_r^t - y^j)^2},$$

$$\hat{x}_r^t = \hat{c}_{x,t} + \hat{r}_r^t \cdot \cos(\hat{\theta}_r^t),$$

$$\hat{y}_r^t = \hat{c}_{y,t} + \hat{r}_r^t \cdot \sin(\hat{\theta}_r^t).$$

where $\delta$ is zero-mean Gaussian noise and $(\hat{x}_r^t, \hat{y}_r^t)$ is the projection of the estimate for robot $r$ from the ROP parameterization into Cartesian xy-space. The range measurements can now be incorporated into the state and covariance estimates using the EKF update equations. The new measurement matrix for the ROP parameterization, used in the EKF update, is given by the Jacobian $H$:

$$H_t = \frac{\partial h^j_t}{\partial q_t} = \begin{bmatrix}
\frac{(x_r^t - x^j)}{z^j_t} \\
\frac{(y_r^t - y^j)}{z^j_t} \\
\cos(\theta_r^t) \frac{(x_r^t - x^j)}{z^j_t} + \sin(\theta_r^t) \frac{(y_r^t - y^j)}{z^j_t} \\
\sin(\theta_r^t) \frac{(x_r^t - x^j)}{z^j_t} - \cos(\theta_r^t) \frac{(y_r^t - y^j)}{z^j_t}
\end{bmatrix}.$$
3.3. Relative Over Parameterization

parameterization, a simple ellipse in polar coordinates transforms into an nonlinear annulus when projected into the xy-space. It must also be noted that the elongated ellipse in the polar coordinate extends past the range of the true distribution. This extended tail of the Gaussian ellipse, when projected into the xy-space appears curled up within the estimated annulus, as can be seen in Figure 3.4(b).

Thus far, we have assumed an unimodal Gaussian model, capable of approximating the non-linearities within single range observations. We have also presented a probabilistic filtering method that is well suited for an EKF-based robot localization system. While this approach deals with non-linearities of an annulus, it fails to adequately deal with the multi-modal distribution of the system ((Figure 3.4(d))). Without a proper model to account for these naturally occurring ambiguities, the filter could easily pick the incorrect mode causing it to diverge. In order to properly deal with multi-modal distributions, we extend our approach to a multi-hypothesis representation, [62]. While particle filters are typically used to approximate multi-modal distributions, our approach uses the multi-hypothesis representation of the EKF to maintain the multi-modal distributions.

3.3.2 Multi-Hypothesis Filter

As we have seen upon observing a single range measurement to a known landmark, the robot’s position is represented by an annulus-like prior distribution. When a second range measurement that intersects the annulus at two distinct locations is observed the new distribution for the robot’s position is a multi-modal distribution with two distinct modes (peaks/local maxima in the distribution). We refer to this as the flip ambiguity in range-only estimation tasks. These multi-modal distribution can be modeled using separate filters/hypotheses for each mode. To elaborate, whenever an annulus is split into separate modes, we simply duplicate the filter and adjust the mean of each hypothesis to represent the two distinct intersection points. It should be noted here that this duplication only occurs if the new measurement is “novel”, compared to the initial measurement that initialized the robot to an annulus-like distribution. Novelty of measurements, in this case, is directly correlated to the difference in the locations of the stationary nodes making the two range observations. Thus, if the distance between the node that made the new observation and the original observation is larger than a threshold, the new observation is used to generate a hypothesis. If the distance between the two nodes is less than the threshold, the measurement is used only to perform an EKF measurement update on the existing hypothesis.

Upon duplicating the filter and creating a second hypothesis, it is necessary to adjust the mean of both the hypotheses. The new mean for each of the two hypotheses are calculated by triangulation, using the locations of the two stationary nodes that made the observation. Then, by performing a measurement update using the new mean, we are able to appropriately update the covariance terms within the filter. The simple case of splitting a single annulus into two separate modes given a new range observation is shown in Figure 3.4(d) and (e). Figure 3.4(f) shows the Gaussian ellipses (blue ellipses) for the dual-modes overlaid on top of the true distribution (green shaded rectangles) in polar coordinates. The mean of the two modes can be determined
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Figure 3.4: Blue squares represent observing nodes, whose location is known. Red diamonds represent the true location of the observed node/robot, whose position is being estimated and green circles represent the mean(s) for each mode of the estimated node. Green shaded regions (in (a),(b),(d),(e)) represent the true uncertainty distribution and blue ellipses (in (b),(c),(e),(f)) represent the estimated uncertainty distribution. The dashed gray lines and circles (in (c),(f)) represent the observed range measurements. (a) The true distribution (an annulus) of a single range observation. (b) The true distribution of an annulus (shaded rectangle), shown in polar coordinates, along with the unimodal Gaussian approximation (ellipse) of the true distribution. (c) The projection of the unimodal Gaussian ellipse from polar coordinates, shown in (b), to Cartesian xy-space. Note that the elongated Gaussian in polar coordinates, when projected into the xy-space maintains a tail (curled up within itself), which helps make the distribution uniform along $\theta$ (in the range $[0, 2\pi]$). (d) The true (dual mode) distribution of two unique range observations. (e) The true multi-modal distribution (shaded region) and its multi-modal Gaussian approximation (ellipse), shown in its native polar coordinates. (f) The projection of the multi-modal Gaussian approximation, shown in (e), into the xy-space.

easily using triangulation, given the location of the two observing nodes, as described in [19]. At the end of each update, we check the (normalized) likelihood of each hypothesis, given all the measurements, and retain hypotheses with likelihoods above a certain threshold (relative to
the likelihoods of all existing hypotheses). Additionally, in our implementation, we remove any duplicate hypotheses. A hypothesis is considered duplicate, when it has a mean and covariance similar to another hypothesis. This can be checked using a distribution comparison metric such as the Kullback-Leibler distance (KL-distance) \[4\]. KL-distance is a non-symmetric measure of the difference between two probability distributions. In our case, by measuring the KL-distance between two hypotheses, we can decide if they are similar/duplicate or distinct. When two hypotheses are found to be similar, one of the two hypotheses is removed from the multi-hypothesis filter.

The ROP parameterization and multi-hypothesis filter proposed here are designed to accurately represent the nonlinear distributions that are generated by range-only observations. However, it is important to remember that while the distributions generated by the parameterization is still a linearized version of the true distribution. In other words, the proposed method, while capable of more accurately representing the nonlinear distributions (such as an annulus or crescent), still uses a Gaussian distribution to represent the distribution. It is for this reason that when creating a second hypothesis, the mean of both the hypotheses need to be adjusted. The adjustment, usually only in the \(\theta^r\) parameter, highlights the point around which the linearization takes place. Failing to properly adjust the means of the two hypotheses could cause the filter to take longer to converge or even diverge. While this drawback has little effect in the performance of the filter when addressing the localization problem, we will tackle other more challenging problems in the next few chapters where special care needs to be taken to avoid the linearization effects to drastically affect the quality of the filter’s estimate.

3.3.3 Visualizing the Nonlinear ROP Distributions

Anytime a new parameterization is proposed, it is important to dedicate some time to describe techniques for properly visualizing the nonlinear distributions that the parameterization might generate. Here we will describe two different techniques for visualizing the nonlinear distributions represented by the mean vector \(q_t\) and covariance matrix \(\Sigma_t\) in the ROP-EKF. The results presented in this thesis will always employ one of the two approaches described below to visualize the estimates of the ROP-EKF. The projected 4D ellipsoid is used where ever it is necessary to emphasize the true nonlinear distribution captured by the filter. However, for clarity of visualization, the conservative approximate ellipsoid will be used when little accuracy is lost by adopting the approximation in light of the clarity of the resulting visual.

**The Projected 4D Ellipsoid:** The first approach that can be employed is a straight forward approach to visualizing a high-dimensional ellipsoid in 2D. First, we compute the set of points that lie on the 4D ellipsoid using the 4D covariance matrix much the same way it is done for the 2D case using the eigen values and vectors of the covariance matrix \[2\]. Upon computing the set of 4D points, \([c_x, c_y, r, \theta]^T\) that lie on the desired confidence ellipsoid, we can then project those
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Figure 3.5: Two different techniques for visualizing a 4D ellipsoid that can be represented using the proposed ROP-EKF in the Cartesian 2D space is shown. The blue ellipse is an accurate projection of the 4D ellipsoid onto the 2D Cartesian space. The artifacts in the plot that produce additional lines (or “clutter”) are effects of projecting the surface of the 4D ellipsoid onto the 2D Cartesian space. The red ellipse is a conservative approximation of the same 4D ellipsoid, which reduces the “clutter” in the plotting. The ellipses represent the 3-sigma uncertainty bound of the estimate $q = [0, 0, 15, \frac{\pi}{4}]^T$ and $\Sigma = \text{diag}(\{0.4, 0.4, 1, 0.4\})$.

points into their 2D Cartesian equivalent points using the relation:

\[
x_{\text{Cartesian}} = c_x + r \cos(\theta) \quad (3.10)
\]

\[
y_{\text{Cartesian}} = c_y + r \sin(\theta) \quad (3.11)
\]

The resulting set of 2D points can then be plotted to visualize the nonlinear distributions represented by the 4D covariance matrix. Figure 3.5 shows an example of plotting a 4D ellipsoid in 2D using this method (shown in blue). As can be seen, the resulting ellipsoid, while accurately capturing the nonlinear shape of the distribution, is fairly “cluttered” due to the artifacts of projecting a 4D ellipsoid upon a 2D plane.

**The Conservative Approximate Ellipsoid:** The alternate approach that can be employed is an approximation that is sufficient to use when the Cartesian component of the 4D covariance matrix is fairly small and nearly uniform across its x and y terms. Here, we begin by extracting the $2 \times 2$ sub-matrix corresponding to the polar components, $(r, \theta)$, from the full 4D covariance matrix. Then, we add a constant value to the variance of $r$, equivalent to the maximum variance of the $(c_x, c_y)$ terms. In other words, if $\Sigma_{\text{cart}}$ and $\Sigma_{\text{polar}}$ correspond to the $2 \times 2$ sub-matrices of
the full 4D covariance matrix, we create a new 2D covariance matrix by:

$$
\Sigma_{newPolar} = \Sigma_{polar} + \max(\Sigma_{cart}^{11}, \Sigma_{cart}^{22}) \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}
$$

(3.12)

where $\Sigma_{cart}^{11}$ and $\Sigma_{cart}^{22}$ correspond to the marginalized variance of the $(c_x, c_y)$ terms. Upon computing this new 2D covariance matrix $\Sigma_{newPolar}$, we can now treat it as a purely polar covariance matrix and compute the set of points that lie on its desired confidence ellipse. Then following the same approach as above, we can project this set of “polar” points into the 2D Cartesian space:

$$
x_{Cartesian} = r_{newPolar} \cos(\theta_{newPolar})
$$

(3.13)

$$
y_{Cartesian} = r_{newPolar} \sin(\theta_{newPolar})
$$

(3.14)

By plotting the resulting set of 2D points, we now visualize an approximation of the true non-linear distributions represented by the 4D covariance matrix. Figure 3.5 shows an example of plotting a 4D ellipsoid in 2D using this method (shown in red). As can be seen, the resulting ellipsoid, is only an approximation compared to the ellipse plotted by the previous method. However, the ellipse produced by this method is offers more clarity by reducing the “clutter”.

### 3.4 Robot Motion Models

While we have presented the use of the ROP parameterization to improve the accuracy in representing the uncertainties in the range-only measurement models, we have not explained how the motion model for the robot is handled. Focusing now on the problem of how the robot motion is modeled within our parameterization, several questions come to our attention. Can existing motion models be easily implemented with the new over parameterized state? And does the new parameterization offer any benefits to improve the accuracy of modeling nonlinear robot motion?

First, due to the nature of the ROP parameterization, it is straight forward to implement any existing Cartesian motion models. This is because, two of the four states of the ROP parameterization is directly related to the Cartesian states. Therefore, any Cartesian motion model can be naively implemented with the ROP parameterization by applying the motion to the $(c_{x,t}, c_{y,t}, \phi_t)$ states. However, by ignoring the polar components we fail to utilize the potential of the ROP parameterization in modeling the robot motion. In section 3.2, we already presented a very simple Cartesian motion model. In this section, we first present a purely polar motion model. Following that we present our proposed hybrid motion model that exploits the polar components of the parameterization to present a better solution for dealing with nonlinear robot motion.

#### 3.4.1 Purely Polar Motion Model

While the Cartesian parameterization and motion modeling have been utilized the most, it is necessary to examine the other relatively uncommon polar parameterization to see if it offers any
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Figure 3.6: The components of the purely polar motion model.

useful characteristic that can help capture the nonlinearities in motion. In a polar parameterization, the robot state is represented by the state vector $q_t = [r_t, \theta_t, \phi_t]^T$. The relationship between this parameterization and the Cartesian parameterization is straightforward (i.e. $x_t = r_t \cos(\theta_t)$ and $y_t = r_t \sin(\theta_t)$). Using this relationship, we can write the nonlinear robot dynamics equations in their polar form as follows:

$$
\begin{bmatrix}
    r_{t+1} \\
    \theta_{t+1} \\
    \phi_{t+1}
\end{bmatrix} =
\begin{bmatrix}
    \sqrt{x^2 + y^2} \\
    \arctan(y/x) \\
    \phi_t + \Delta \phi_t
\end{bmatrix} + \nu_t^p
$$

(3.15)

where $\nu_t^p$ is the noise vector. Once again the noise is injected into the control inputs. However, similar to the Cartesian motion model, the input gain matrix transforms the noise proportionally into the state variables. Figure 3.6 shows an illustration of the various components of the polar motion model.

It should be noted here that by applying the polar motion model, the uncertainty growth due to motion is now linear in the polar space. While this might lead to representing uncertainty distributions that appear “crescent-like” (when visualized in the Cartesian space), the inability to shift the origin of the polar coordinates makes it difficult to accurately represent uncertainty growth from a point other than $[x, y] = [0, 0]$ (the origin of the polar coordinate frame). It is necessary to model such uncertainty growth in robotics because it is identical to the case where a measurement from an exteroceptive sensor drastically collapses the uncertainty of the robot’s pose to a point other than the origin. Therefore, we must turn to an alternate parameterization that
can accurately capture both the “crescent-like” (nonlinear) distributions as well as accommodate uncertainty growth from a point other than the polar coordinate origin.

### 3.4.2 Hybrid Motion Model

As we have seen earlier, the proposed ROP parameterization offers the unique ability for us to capture the nonlinear “crescent-like” uncertainty distributions using the polar state parameters \((r_t, \theta_t)\), while allowing us to easily shift the origin of the polar coordinates using the Cartesian state parameters \((c_{x,t}, c_{y,t})\). Utilizing the four parameters in our representation, we can now write the robot dynamics equation for the new hybrid motion model:

\[
\begin{bmatrix}
    c_{x,t+1} \\
    c_{y,t+1} \\
    r_{t+1} \\
    \theta_{t+1} \\
    \phi_{t+1}
\end{bmatrix} =
\begin{bmatrix}
    c_{x,t} + \Delta D^c_t \cos(\phi_t + \Delta \phi_t) \\
    c_{y,t} + \Delta D^c_t \sin(\phi_t + \Delta \phi_t) \\
    \sqrt{(\hat{x}_p)^2 + (\hat{y}_p)^2} \\
    \arctan(\frac{\hat{y}_p}{\hat{x}_p}) \\
    \phi_t + \Delta \phi_t
\end{bmatrix} + \nu_t
\]  

(3.16)

where, \(\Delta D^c_t\) and \(\Delta D^\theta_t\) correspond to the Cartesian and polar portion of the total distance traveled respectively. Here, \(\nu_t\) is the noise vector, which represents the transformed components of the noise injected into the control inputs. Figure 3.7 shows an illustration of the various components of the proposed hybrid motion model.
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By applying the motion in both the Cartesian and polar terms, we are able to model the robot motion with both Cartesian and polar components within the same motion model. This hybrid representation offers a more accurate and robust approximation of the true nonlinear distributions generated by robot motion. However, looking more closely at the above formulation, we find that determining the values of the variables $\Delta D^c_t$ and $\Delta D^p_t$ is not easy. This is due to the fact that there does not exist a single ratio/equation that can determine their values based on the control inputs $\Delta D_t$ and $\Delta \phi_t$. Their relationship can however be written simply as:

$$\Delta D_t = \Delta D^p_t + \Delta D^c_t$$  \hspace{1cm} (3.17)

Re-writing this relationship, we get:

$$\Delta D^c_t = (1 - \alpha)\Delta D_t$$ \hspace{1cm} (3.18)

$$\Delta D^p_t = \alpha \Delta D_t$$ \hspace{1cm} (3.19)

Given the above relationship, it is not possible to determine a single pair of values for the two variables that achieves the best result independent of the dataset. However, applying a strategy that dynamically selects/tunes the proportional factor $\alpha$ over time might provide significant gains in overall performance of the filter. Lacking such a method, we must manually search for an ideal value for the parameter $\alpha$. It should be noted here that if $\alpha = 0$, this hybrid motion model is equivalent to the well known unicycle model used commonly with the standard Cartesian parameterization. Likewise, if $\alpha = 1$, then our motion model is “similar” to applying a unicycle-like model on a purely polar parameterization (where $q_t = [r_{t+1}, \theta_{t+1}, \phi_{t+1}]^T$). However, applying these equivalent models on the Cartesian and purely polar parameterizations and applying the hybrid motion model with $\alpha$ set to 0 and 1 respectively on the ROP parameterization might not always produce the same results. This is because the ROP representation is more expressive and is able to capture correlations between the Cartesian and polar terms via measurement updates and the input biasing noise matrix $Q_t$ (utilized in the EKF prediction step Eq. 3.2).

Experimental results presented in the next section reveal that there exists a wide range of values of $\alpha$ that produce nearly equivalent results. Additionally, the results also reveal that in the set of robotic systems and datasets we tested on, using the value $\alpha = 1$ produced a generally good result. A more in depth discussion of this finding can be found in Section 3.5.2.

### 3.5 Mobile Robot Localization Results

In this section, we present simulation and experimental results that demonstrate the effectiveness of the ROP parameterization and filter. First, simulation results that evaluate the accuracy in representing the nonlinear distributions produced by robot motion of the proposed hybrid motion model are shown. Following this, extensive experimental results are provided to validate the performance of both the motion model and the parameterization on a variety of range-only localization systems. In addition, we present some numeric comparison of the proposed approach.
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Figure 3.8: Each row shows temporal progress of the estimate, using different motion models: (Row 1) Cartesian Motion Model, (Row 2) Purely Polar Motion Model similar to and (Row 3) Hybrid Motion Model with $\alpha = 1$. In the figure, the green lines are the estimated path of the robot, the blue lines are the true path of the robot, the red ellipses represent the uncertainty of the estimate and the black dots are the particles within the particle filter. Each column presents snapshots of the filter at various times. (Col 1) shows the uncertainty ellipse of the robot’s position at times $t = 150, 300, 400$. (Col 2) corresponds to times $t = 600, 900, 1600$. (Col 3) show the same timesteps as in (Col 2), however, the robot’s initial position was $[x, y] = [0, 200]$. It can be observed that while the Cartesian model (Row 1) does a reasonable job predicting the mean of the distribution, it fails to accurately capture the nonlinearities in the uncertainty distributions. Additionally, when the robot is initialized to the location $[0, 200]$, the polar motion model is unable to correctly represent the uncertainty in the motion. This limitation of the polar motion model is due to its inability to move the origin of its coordinate frame.

against several existing methods on the same datasets. Finally, the robustness of the proposed approach is tested on the problem of global localization (where the initial pose of the robot is unknown) and in the case of sparse sensor data.
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3.5.1 Simulation Results of Robot Motion Models

In this section, we compare the results of using the different motion models presented above. First we perform some simulated experiments testing the different methods for their ability to model nonlinear distributions from motion alone. Next, we evaluate the methods on some real-world experimental data, where we show results from incorporating range-only and bearing-only measurement data into the system in addition to the odometry data. In all our experiments, we test four distinct methods: 1) Cartesian motion model with an EKF, 2) Polar motion model with an EKF, 3) Hybrid motion model with an EKF, and 4) Hybrid motion model with an UKF.

Our first examination of the motion models will evaluate the performance of each model in the absence of any measurement information. In other words, using only the control inputs, we want to see how well the different motion models capture the true uncertainty distribution of the system. In order to evaluate the different methods, we turn to the KL-divergence metric. Computing the KL-divergence of an estimate requires a baseline method/result to compare against (i.e. something equivalent to a true distribution that is expected). In our tests, we use the result of a particle filter (with 1000 particles) as our near-groundtruth result that can accurately model the true nonlinear distributions that occur within the system.

Computing the KL-divergence between a particle set and a Gaussian filter requires some additional work. Mathematically, the metric that we use in our evaluation can be written as: \( KL(kde(Particles)||Gaussian) \). Here, \( kde(Particles) \) stands for the kernel density estimate of the particle set. The kernel density estimate is a non-parametric technique for estimating the probability density function of a random variable. By utilizing a kernel density estimate of the particle set, we are able to extrapolate the particle data to a continuous probability distribution over the entire state space, allowing for a more accurate evaluation of the KL-divergence metric against the Gaussian provided by our filter [29]. It should be noted here that the KL-divergence is a non-symmetric metric, thus the order of the operation is important. Therefore, by computing the KL-divergence of the particle set given the Gaussian estimate, we are able to penalize the Gaussian estimate for not capturing the non-Gaussian behavior in the particle distribution.

Figure 3.8 presents snapshots of the filter at different timesteps for the case where only odometry control inputs are provided to the filter. Each row in the figure presents the estimate uncertainty ellipse using different motion models. (Row 1) Cartesian Motion Model, (Row 2) Polar Motion Model and (Row 3) Hybrid Motion Model with an EKF. Note that the ellipses shown in Row 3 are projections of the true 4-dimensional ellipse into the 2-dimensional Cartesian space. It is due to this projection that the ellipses appear "filled-in". However, as can be seen, the outer boundary of these projected ellipses still accurately capture the particle distributions. Each column in the figure presents temporal snapshots of the filter. (Col 1) shows the uncertainty ellipses of the robot’s position at times \( t = 150, 300, 400 \). (Col 2) presents the times \( t = 600, 900, 1600 \). (Col 3) also shows the same times as in (Col 2), however, the robot’s initial position at time \( t = 0 \) was \( [x, y] = [0, 200] \). Figure 3.9 presents the KL-divergence error plotted against time for the different methods and two distinct scenarios (i.e. initial robot position at \([0, 0]\) and \([0, 200]\)). In Figure 3.9(Left) we see that the Cartesian motion model performs poorly when compared against
Figure 3.9: The figures show the plot of the KL divergence over time between different parametric motion models and a particle filter representation of the state estimate. (Left) The robot starts at position $[0, 0]$ and as a result the polar-only parameterization performs equally as well as the hybrid models. (Right) The robot starts at position $[0, 200]$ and as a result the polar-only parameterization fails to accurately represent the true distribution due to the offset between the robot’s initial position and the polar coordinate’s origin.

The other methods. Furthermore, as can be seen in Figure 3.8, it is never able to accurately capture the nonlinearities in the uncertainty distributions. And while the polar motion model in the beginning ($150 \leq t \leq 600$) has a higher KL-divergence value, it achieves a similar divergence value as the hybrid motion models when the uncertainty in the system grows larger.

Turning to Figure 3.9(Right) we see that there is a period ($900 \leq t \leq 2000$) when the polar motion model performs poorly and even worse than the Cartesian model. This is a result of the inability of the polar-only parameterization to shift the origin of the polar coordinates. Looking once again at Figure 3.8, it is easy to identify the inaccuracy of the estimate represented by the polar motion model. The performance of the polar motion model when initialized at $[0, 200]$ is shown in (Row 2, Col 3). It can be observed here that the polar motion model is unable to correctly represent the uncertainty in the motion. The estimate here is grossly inaccurate, since the crescent (ellipse) is literally turned around (the uncertainty ellipse remains “curved” toward $[0, 0]$). This limitation of the polar motion model is due to its inability to move the origin of its coordinate frame since the unaltered polar coordinate frame is always centered at $[0, 0]$. Thus it is unable to capture the crescent that is centered around $[0, 200]$.

### 3.5.2 Experimental Results

We tested our method on data collected from a mobile robot that traversed long paths in an outdoor field. The objective is for the robot to localize itself using only its own odometry and range-only to nodes placed in the environment. The system used to perform the experiments was an instrumented autonomous robot with highly accurate (2cm) positioning for ground truth using RTK GPS receivers as well as a fiber optic gyro and wheel encoders. With this setup, we collected three kinds of data: the groundtruth path of the robot from GPS and inertial sensors, the path from dead reckoning, and the range/bearing measurements to the nodes. The path from dead reckoning is computed by integrating over time incremental measurements of change
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Figure 3.10: KL-Divergence of the different methods plotted against a varying lengths of odometry segments. As the lengths of the odometry segments becomes longer, the hybrid motion models out perform the other motion models. In each odometry segment the starting pose of the robot is different, thus the need for shifting the origin of the polar coordinate causes the polar-only motion model to inaccurately represent the true distribution.

in the robot’s heading from a KVH gyro (with a drift rate of 30 deg/hr) and incremental distance traveled measurements from the wheel encoders. The range measurements are acquired through either the radio tag system (Pinpoint [65]) or the ultra-wide-band ranging radio system (Multi-Spectral Solutions Inc. [1]), which measure the range between stationary tags/nodes and a moving transponder/node placed on the robot.

Figure 3.11 shows two of the five different datasets used to evaluate our proposed range-only localization method [17]. The datasets were designed to present a variety of robot paths, each with a distinct dead reckoning drift.

Robot Localization Results

The Table 3.1 shows robot path errors from performing localization with the Cartesian EKF and the proposed ROP-EKF methods described above along with two other existing techniques commonly utilized in the field, the particle filter [15] and a batch optimization technique [33]. As can be observed from the table, the performance varies over the different datasets and different methods. While error values reported for the batch optimization and particle filter methods could be reduced by increasing either the number of iterations (in the optimization) or the number of particles (in the particle filter), doing so will result to significant increase in their computation times. In their current implementation, we perform 10,000 iterations with the batch optimization algorithm and utilize 1000 particles with the particle filter. The results also reveal that the
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Figure 3.11: The robot’s true path is shown in blue along with its dead reckoning position in green and the true tag/node locations for two different datasets. The numbers next to each tag presents the number of measurements received by the robot from the tag. (Left) Gesling #1: the robot traveled 3.7 km receiving 2749 range measurements. (Right) Plaza #1: the robot traveled 1.9 km receiving 3529 range measurements.

Cartesian EKF slightly worse than the other two filters, however given the nature of the EKF, it requires far less computation than either the batch optimization or particle filter techniques. Finally, turning to the ROP-EKF, it can be observed that the it provides the lowest errors, over all the datasets. Therefore, it can be concluded that linearizing the range measurements in the polar space offers a better solution to the range-only localization problem than linearization in Cartesian coordinates (as done in the Cart. EKF and batch optimization). The results of running ROP-EKF on two of the five datasets presented in the table can be seen in Figure 3.12.

**Experimental Results of Robot Motion Models**

Here, we reevaluate our proposed hybrid motion model by first closely observing the effects of varying the parameter $\alpha$ on different experimental datasets. Figure 3.13 presents the error of running the proposed ROP-EKF with the hybrid motion model on five different and large datasets. Three out of five of these datasets were collected with an autonomous golfcart and the
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<table>
<thead>
<tr>
<th>Method</th>
<th>Gesling 1</th>
<th>Gesling 2</th>
<th>Gesling 3</th>
<th>Plaza 1</th>
<th>Plaza 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cart. EKF</td>
<td>0.97m</td>
<td>0.52m</td>
<td>0.63m</td>
<td>0.51m</td>
<td>0.85m</td>
</tr>
<tr>
<td>Batch Optim.</td>
<td>0.84m</td>
<td>0.53m</td>
<td>0.81m</td>
<td>0.41m</td>
<td>0.62m</td>
</tr>
<tr>
<td>Particle Filter</td>
<td>0.93m</td>
<td>0.46m</td>
<td>0.73m</td>
<td>0.49m</td>
<td>0.6m</td>
</tr>
<tr>
<td>ROP EKF</td>
<td>0.71m</td>
<td>0.33m</td>
<td>0.37m</td>
<td>0.39m</td>
<td>0.58m</td>
</tr>
</tbody>
</table>

Table 3.1: Comparison of the errors (in meters) from various localization algorithms. The table presents the mean Cartesian error.

Figure 3.12: (Top) ROP-EKF Localization results for two different datasets are shown. The plot of the estimated robot’s path (red) is shown along with the ground truth (blue). The location of the nodes (black stars) is known at the start of localization. (Bottom) The corresponding robot path errors over time are plotted.
other two were collected with an autonomous lawn mower, thus offering some variation to the system that is utilized. In this figure, to help identify the benefits of proper motion modeling, we limit the range measurement frequency to $0.5Hz$. In other words, we only process one measurement every $2sec.$, and any measurements received within the $2sec.$ period are ignored. This helps amplify the effects of the motion model. As can be observed from the figure, some values of $\alpha$ are better than others for each dataset. Additionally, we can see that in general all the datasets report a lower localization error when $\alpha$ is close to 1.

Figure 3.13: A plot revealing the effects of varying the parameter $\alpha$ in the proposed hybrid motion model on the localization error on different datasets is shown. To help identify the benefits of proper motion modeling, we limit the range measurement frequency to $0.5Hz$. This helps amplify the effects the parameter $\alpha$ has on the accuracy of the estimate.

In all these experiments, we find that using the value, $\alpha = 1$, provides reasonable results for all the datasets. Note that this particular choice of value, forces the motion to lie completely in the polar parameters, similar to the purely polar motion model described earlier. However, the presence of the additional Cartesian parameters in the state vector enables the filter to shift origin of the polar coordinates anytime a measurement update is performed. Thus allowing the filter to shift its polar coordinate origin whenever the estimate uncertainty might be reduced.

As our results indicate, the specific choice of $\alpha = 1$ used in our experiments might be suitable for the class of robotics applications where the uncertainty in the robot’s heading is much larger than the uncertainty in its distance traveled. However, further examination of the proposed method on a wider variety of robotics systems is necessary to fully validate this observation.

Recall that the covariance matrix update within the EKF motion prediction step is written as:

$$
\Sigma_{t+1} = A_t \Sigma_t A_t^T + B_t G_t B_t^T + Q_t
$$

where, $B_t$ is the input gain matrix and $Q_t$ is the biasing noise matrix. Note that by choosing $\alpha = 1$, the input gain matrix, $B_t$, in the ROP-EKF will have zeros for the Cartesian components of the state $(c_{x,t}, c_{y,t})$, as shown below:
Thus, the Cartesian terms of the robot’s state will never change or accumulate uncertainty from the motion, becoming ever more confident as measurements are folded into the filter. However, as mentioned earlier, the Cartesian parameters need to move in order to allow the origin on the polar coordinate frame to shift when necessary (e.g., when a measurement update is performed). Therefore, it is necessary to introduce some additional biasing noise, via $Q_t$, to the Cartesian components to allow them to shift when measurement updates occur. This additional biasing noise should be kept much smaller than the noise in the odometry inputs because, adding too much noise can make the filter estimate under-confident.

Let us now explore the true performance of the proposed parameterization and motion model by first examining the performance of the different motion models on varying lengths of odometry-only segments. First, the odometry data from the various datasets are split into segments. The length of the segment is then varied to provide sets of segments with varying path lengths. Each segment’s starting pose is determined by the true groundtruth pose of the robot. Thus, the starting pose is different for each segment in the set. We now apply the different motion models of each of the different segments and acquire the plots shown in Figure 3.10. The figure reveals that as the segment length increases, the KL-divergence of the Cartesian and Polar motion models increases. This is expected for the Cartesian motion model, since with a longer odometry segment, the nonlinearity in the distribution also increases. Failing to capture the nonlinearity causes the KL-divergence to grow. In the case of the Polar motion model, the non-zero starting pose in each segment causes the model to fail since the model forces the origin to be always at $[0, 0]$. Note that in the hybrid motion models, the origin is shifted to the start of the segment before the motion model is applied to each segment.

While it is good to observe the performance of the motion models on purely odometry data, it is also necessary to test the performance when measurement data is also introduced into the system. To do this, we show some results with varying amount of input measurement data provided to the system. This is done by randomly dropping a percentage of the input measurements. Figure 3.14 shows the effects of varying the input measurement frequency on the Euclidean error of the estimate. These figures reveal that with dense measurement data, both the Polar and Hybrid motion models are sufficient to accurately estimate the robot’s path. This is because with large amount of measurements, the true distribution rarely grows large enough for the motion model to affect it. However, as the measurements become sparse, the performance of the polar motion model degrades more than the hybrid motion models. It should also be noted here that the origin in the hybrid models, in this test, is automatically shifted by the measurement updates in the filter. This is due to the biasing noise added to the Cartesian parameters in the hybrid model.
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Figure 3.14: Euclidean error of different methods plotted against varying amount of range-only data frequency provided to the system. To generate each data point, the filter is re-run with measurement data forced to the specified frequency by ignoring measurements that arrive faster than expected data rate.

Additionally, we present results of applying three different filters on the data (ie. EKF, UKF and IKF [63]) to show how the different measurement update process in these filters affect the origin shift.

**Bearing-only Extension** While the main focus of this thesis is dealing with range-only data, let us briefly deviate from this to present results of adopting the proposed ROP parameterization and hybrid motion model to solve the bearing-only localization problem. Note that a straightforward change to the measurement model necessary in order to deal with bearing-only data. Upon implementing the bearing-only version of our proposed approach we tested it on bearing data collected with the camera system developed by Roth and Singh [53]. Figure 3.15 once again shows the effects of varying the input measurement frequency on the Euclidean error of the estimate. As can be observed, the UKF implementation of the motion model shows improved performance with bearing-only data compared with the range-only data results shown in Figure 3.14.

**Global Localization**

The specific localization problem studied here is known as *global localization*, where a robot is placed somewhere in the environment and has to localize itself from scratch. Localization problems are characterized by the type of knowledge that is available initially and at run-time. The results presented above can be classified as solutions to the relatively easier *position tracking*
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Figure 3.15: Euclidean error of different methods plotted against varying amount of bearing-only data frequency provided to the system. To generate each data point, the filter is re-run with measurement data forced to the specified frequency by ignoring measurements that arrive faster than expected data rate.

problem. Position tracking assumes that the initial robot pose is known. However, in global localization, the initial pose of the robot is unknown. The robot is initially placed somewhere in its environment, but it lacks knowledge of where it is. Approaches to global localization cannot assume boundedness of the pose error. Global localization is more difficult than the position tracking; in fact, it subsumes the position tracking problem.

The use of standard Cartesian EKF requires good initialization and is not capable of solving the global localization problem. Thus, for the Cartesian EKF to converge correctly, the starting estimate of the robot needs to known and cannot be too far from its true location. However, we find that the need for initialization can be relaxed significantly with the use of the ROP representation. In particular, when employing the ROP-EKF, the problem of global localization can be solved trivially by initializing the robot’s initial position using the first measurement. This will cause the uncertainty of the robot’s position initially to be an annulus-like distribution. It should be noted here that the robot’s initial heading $\phi_t$ can be initialized to zero with a large uncertainty, similar to the $\theta_t$ parameter. Since the heading is an angle measurement and is bounded by within the range $[0, 2\pi)$, this approximation is acceptable for global localization.

Figure 3.16 presents the results of localization with incorrect initialization ($3m$ translational and $20^\circ$ rotational offsets) with the standard Cartesian EKF along with the un-initialized global localization result of ROP-EKF. The Cartesian EKF was initialized with $2m$ standard deviation in $(x, y)$ and $2^\circ$ standard deviation in orientation. As can be observed from the figure, the ROP-EKF is able to accurately estimate the robot path without any prior information about the robot’s starting position. The initial mean of the robot’s pose (indicated by the green circle in the figure)
Figure 3.16: Robot path estimates and ground truth robot path and tag locations are shown for (Left) the standard EKF and (Right) ROP-EKF. The green circles indicate the estimate of the robot’s pose at the start of the run. In the standard EKF the initial pose was set manually initialized to a slightly incorrect estimate: $3m$ translational and $20^\circ$ rotational offsets. In the ROP-EKF the initial pose was automatically initialized by the filter upon receiving the first measurement.

is simply the mean of the annulus formed by the first measurement from a stationary node. As additional measurements are observed, this annulus collapses into a smaller Gaussian that accurately depicts the robot’s position.

### 3.6 Chapter Summary

This chapter proposed the use of the ROP parameterization for solving the range-only localization problem. The ROP parameterization was used to model both the nonlinear and multi-modal distributions of range data as well as the nonlinear distribution of robot motion. The proposed approach was validated using a diverse set of simulation and experimental data consisting of a variety of ranging sensors and robotic systems. The proposed method was compared against other existing methods in literature.

The localization results reveal that the ROP-EKF, due to its improved representation of the uncertainty distributions, was robust to the various difficult scenarios evaluated in this thesis, including global localization and sparse measurement data. The later case was explored in detail to better reveal the benefits of the proposed hybrid motion model. The hybrid motion model utilizes the ROP parameterization to provide better approximation of the nonlinear robot motion. The improved representation of the robot motion, in turn, provides improvements to the overall localization result. The combined effect of the ROP parameterization and the improved motion
and measurement modeling, allows the proposed framework to produce reliable localization results (when no initialization information is available) and improved mapping results (without the need for a separate pre-filter/batch processing to initialize the nodes).
Chapter 4

Simultaneous Localization and Mapping

In this chapter, we examine the problem of simultaneously localizing a mobile robot and mapping the locations of stationary nodes (SLAM) given range-only data between. Unlike the localization scenario discussed in the previous chapter, here we consider the case where the location of the stationary nodes are not known ahead of time and must be determined while their current time estimates are being used for localization of the mobile robot. Hence achieving a reliable and accurate estimate of the pose of both the mobile robot and stationary nodes is crucial. This is a variant of the well known problem of SLAM for a robot using both range and bearing data (such as those provided by laser scanner) to both build a map of the environment and localize itself. In our variation of the classical SLAM problem the “map” is defined by the set of nodes observed within the environment and their locations.

The ROP-EKF localization method presented in the previous chapter is adopted and extended to solve the SLAM problem. The proposed method is tested for robustness on a variety of datasets and systems. A detailed comparison of the proposed ROP-EKF SLAM method and other existing state-of-the-art methods for range-only SLAM is also presented. Following which, the utility of combining range-only SLAM techniques to other broader estimation paradigms is explored. Specifically, the proposed range-only SLAM approach is used to reinforce a traditional laser-based range and bearing SLAM method. This joint filter is tested on a large office environment and is shown to produce significantly better results even when the traditional range and bearing SLAM method alone fails to achieve an accurate solution.

4.1 Characteristics and Variations of the Range-only SLAM Problem

As described above, the primary difference between localization and SLAM is the initial knowledge of the location of the stationary nodes in the localization case. Estimating the map (locations of the nodes) in SLAM is a chicken and egg problem. When the robot moves through the environment, it accumulates errors in odometry, making it gradually less certain of where it is.
Localization techniques, such as the ones described in the previous chapter, help determine the robots pose given a map of the node locations. Likewise, estimating the node locations (the map) when the robots poses are known is also fairly straightforward. In the absence of both an initial map of the node locations and exact pose information of the robot, however, the robot has to do both: estimating the map relative to its pose while simultaneously localizing itself relative to its current estimate of the map.

This difference between localization and SLAM causes an interesting behavior in SLAM. Namely, observing a node does not just improve the position estimate of that single node, but that of all other nodes observed previously by the robot as well. In other words, observing a node improves the robot’s pose estimate, and as a result it eliminates some of the uncertainty of nodes previously seen by the same robot. The amazing effect here is that, when employing an EKF SLAM technique, we do not have to explicitly model past poses to achieve this desirable behavior. Instead, this dependence is captured in the Gaussian posterior, more specifically, in the off-diagonal covariance elements of the matrix $\Sigma_t$. Since most of the uncertainty in earlier nodes is related the robot’s pose, and this very uncertainty persists over time, the location estimates of those nodes are correlated. When gaining information on the robots pose, this information spreads to previously observed nodes. This effect is probably the most important characteristic of SLAM. Any information that helps localize the robot is also propagated through map, and as a result improves the localization of other nodes in the map.

### 4.1.1 Incorporating Inter-node Range Data

One particular variation of the general SLAM problem, that is of interest to us, is when inter-node range data is available. Inter-node range data refers to the range data that can be observed between two stationary nodes in the map. These measurements much like any other measurement introduces correlation between the states of the two nodes that at involved in measurement. This implies that, in our SLAM algorithm, the covariance matrix of the estimated positions of the nodes should properly account for and capture the correlations between the nodes introduced by these measurements.

One approach to incorporating inter-node measurements into the SLAM algorithm is to simply use those measurements to update the states of the nodes that generated the measurement. This requires that the measurement model in the filter be modified to deal with both the inter-node and robot-to-node measurements. The estimation process then proceeds via a standard application of the EKF SLAM algorithm. It should be noted here that inter-node measurements, in general, offer significant performance boosts to any estimation algorithm. This is because, each inter-node measurement provide a range measurement from a distinctly different location. Therefore, these inter-node measurements are much more informative than the robot-to-node measurements. For example, if a robot observes a two range measurement to a specific node after moving a short distance between them, then the information gained from the second measurement is much less than if the second measurement was made by another node from a location much farther than the short distance the robot had moved. In most scenarios and experiments we...
present in this and following chapters, we will assume the presence of inter-node measurements. However, lacking this additional information will not significantly affect the overall formulation of the methods presented.

### 4.1.2 The Atlas Example

Consider a simple and familiar example: constructing a map from a table of distances between cities known as an *atlas*. If one wished to know: how far to the east and north city X is to cities A and B? He/she need only refer to this table of distances to find the relative location of city X to cities A and B. This has significant relation to our current problem of SLAM, where we wish to locate the location of city X with respect to cities A and B.

<table>
<thead>
<tr>
<th>City A (Dallas)</th>
<th>City B (Los Angeles)</th>
<th>City C (Seattle)</th>
<th>City D (Minneapolis)</th>
<th>City E (New York)</th>
<th>City F (Orlando)</th>
<th>City G (Pittsburgh)</th>
<th>City H (Salt Lake City)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>1738</td>
<td>2330</td>
<td>1194</td>
<td>1930</td>
<td>1352</td>
<td>1481</td>
<td>1395</td>
</tr>
<tr>
<td>1738</td>
<td>-</td>
<td>1334</td>
<td>2144</td>
<td>3452</td>
<td>3088</td>
<td>2979</td>
<td>824</td>
</tr>
<tr>
<td>2330</td>
<td>1334</td>
<td>-</td>
<td>1951</td>
<td>3375</td>
<td>3555</td>
<td>2961</td>
<td>962</td>
</tr>
<tr>
<td>1194</td>
<td>2144</td>
<td>1951</td>
<td>-</td>
<td>1434</td>
<td>1822</td>
<td>1012</td>
<td>1382</td>
</tr>
<tr>
<td>1930</td>
<td>3452</td>
<td>3375</td>
<td>1434</td>
<td>-</td>
<td>1312</td>
<td>473</td>
<td>2773</td>
</tr>
<tr>
<td>1352</td>
<td>3088</td>
<td>3555</td>
<td>1822</td>
<td>1312</td>
<td>-</td>
<td>1157</td>
<td>2686</td>
</tr>
<tr>
<td>1481</td>
<td>2979</td>
<td>2961</td>
<td>1012</td>
<td>473</td>
<td>1157</td>
<td>-</td>
<td>2313</td>
</tr>
<tr>
<td>1395</td>
<td>824</td>
<td>962</td>
<td>1382</td>
<td>2773</td>
<td>2686</td>
<td>2313</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4.1: A table of distances (in kilometers) between the cities much like what one would find in an atlas.

Assume that the Table 4.1 is table much like the table from an atlas with distances between cities. And since “distance” is a symmetric metric, the table is symmetric along the diagonal. Let us now assume that we are interested in mapping the relative locations of the cities [A-H]. One technique that can be used to map the locations of the cities is multi-dimensional scaling (MDS). Applying MDS on the distances in Table 4.1 generates the result shown in Figure 4.1. As can be seen this is a valid reconstruction of the locations of the cities. However, while this reconstruction is valid and sufficient for reconstructing the relative locations of cities from an atlas table, when faced with the problem of autonomous mobile robot navigation, there are a few additional challenges that must be overcome.

First, unlike the table available in an atlas, any table of distances generated from measuring range with range-only sensors will have noisy and missing data (note that this is because not all nodes can range to all others given sensing range limitations). While it is reasonable to assume that there might be some noise in the distances reported in an atlas due to measuring resolution,
Figure 4.1: Result of running MDS on Table 4.1. The cities are shown with a circle and letter representing their identity. The green dashed lines represents that the corresponding distance data was available in the table.

the scale of the distances reported in an atlas will make any error in the distances negligible (the measuring error might be in the order of several meters while the distances reported might be in the order of several kilometers). However, this is often not the case in mobile robot SLAM where we operate on a smaller scale and are faced with noise that is large within our relatively small environment. Second, the atlas example deals with estimating the position of a “static” system (i.e. the cities do not move), however, in our scenario the robot moves. One trivial solution to this dynamic system is to simply re-solve the “static” solution repeatedly. While this might work in some cases, it leads us to the final difference between the atlas example and SLAM, it is not always possible to measure all the distances available in the table of an atlas. This could be either due to the fact that we simply cannot compute as many range measurement within a single time slice before the robot moves or because of some occlusion in the environment that blocks the measurement from being computed. These differences make the problem significantly more challenging and near-impossible for MDS-like methods to produce a correct solution.

Table 4.2 presents the case where the table in an atlas is incomplete and noisy. Figure 4.2 reveals two solutions (out of the many possible solutions) generated by MDS upon re-running the method with slightly different initial conditions. The initial conditions provided to MDS are randomly generated positions of the cities. As can be expected with different initial guesses of the city layout, any of the multiple solutions can be reached by the local refinement that MDS performs. Both solutions shown in the figure are valid given the range data provided in Table 4.2, however, only one is correct. And since both solutions are equally likely and MDS can arbitrarily provide either of the solutions, reasoning based on the solutions it provides can be difficult. This reveals the need formulating a representation that more accurately captures the ambiguities/uncertainties within the system and produces a solution that is truly representative of the many possible MDS solutions.
Table 4.2: An incomplete table of distances, with the addition of noise, between the robot and nodes. While this is not very similar to a table found in an atlas, it resembles the types of missing and erroneous data expected from range measuring sensors.

<table>
<thead>
<tr>
<th></th>
<th>City A (Dallas)</th>
<th>City B (Los Angeles)</th>
<th>City C (Seattle)</th>
<th>City D (Minneapolis)</th>
<th>City E (New York)</th>
<th>City F (Orlando)</th>
<th>City G (Pittsburgh)</th>
<th>City H (Salt Lake City)</th>
</tr>
</thead>
<tbody>
<tr>
<td>City A (Dallas)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1194</td>
<td>-</td>
<td>1352</td>
<td>1481</td>
<td>1395</td>
</tr>
<tr>
<td>City B (Los Angeles)</td>
<td>-</td>
<td>-</td>
<td>1334</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>824</td>
</tr>
<tr>
<td>City C (Seattle)</td>
<td>-</td>
<td>1334</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>962</td>
</tr>
<tr>
<td>City D (Minneapolis)</td>
<td>1194</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1434</td>
<td>-</td>
<td>1012</td>
<td>1382</td>
</tr>
<tr>
<td>City E (New York)</td>
<td>-</td>
<td>-</td>
<td>1434</td>
<td>-</td>
<td>1312</td>
<td>473</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>City F (Orlando)</td>
<td>1352</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1312</td>
<td>1157</td>
<td>-</td>
<td>2313</td>
</tr>
<tr>
<td>City G (Pittsburgh)</td>
<td>1481</td>
<td>-</td>
<td>1012</td>
<td>473</td>
<td>1157</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>City H (Salt Lake City)</td>
<td>1395</td>
<td>824</td>
<td>962</td>
<td>1382</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 4.2: Two possible solutions of running MDS on Table 4.2 with slightly different initial condition. The cities are shown with a circle and letter representing their identity. The green dashed lines represents that the corresponding distance data was available in the table. Both solutions are correct with respect to the data provide in the table, however, only the (Left) solution agrees with the true solution shown in Figure 4.1.
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4.2 Extending the ROP Parameterization

The SLAM algorithm presented here is in many ways parallel to the ROP-EKF localization algorithm presented in the previous chapter, but with one key difference. In addition to estimating the robot pose $q_r^t$, the ROP-EKF SLAM algorithm must also estimate the coordinates of all landmarks/nodes encountered along the way. This makes it necessary to include the coordinates into the state vector. This combined state vector is given by:

$$q_t = \left[ \begin{array}{c} q_r^t \\ q_1^t \\ q_2^t \\ \vdots \\ q_N^t \end{array} \right] = \left[ c_{x,1}^t, c_{y,1}^t, r_1^t, \theta_1^t, \phi_1^t, c_{x,2}^t, c_{y,2}^t, r_2^t, \theta_2^t, \phi_2^t, \ldots, c_{x,N}^t, c_{y,N}^t, r_N^t, \theta_N^t, \theta_r^t, \phi_r^t \right]^T \quad (4.1)$$

Here $q_r^t = [c_{x,t}^t, c_{y,t}^t, r_t^t, \theta_t^t, \phi_t^t]$ denotes the robots pose at time $t$ and $q_i^t = [c_i^t, c_{x,t}^i, c_{y,t}^i, r_i^t, \theta_i^t]$ is the position of the $i$-th node, for $i = 1, \ldots, N$. The dimension of this state vector is $4N + 5$, where $N$ denotes the number of nodes in the map.

The robot motion models described in the previous chapter for localization can be applied directly to perform the motion updates on the robot’s state, $q_r^t$. However, dealing with the measurement model requires a slight change to properly deal with the addition of the node positions into the state vector. When two nodes $i$ and $j$ are within a given range to each other, a range observation is generated which is represented by, $z_{i,j}^t$. Note that observations between the robot and a node can be modeled in the same way as is done for observations between two stationary nodes shown here. The observation $z_{i,j}^t$ depends on the position of the nodes $i$ and $j$:

$$z_{i,j}^t = h_{i,j}(q_t) + \delta.$$  

$$z_{i,j}^t = \sqrt{ (\hat{x}_k^t - \hat{x}_i^t)^2 + (\hat{y}_k^t - \hat{y}_i^t)^2 }. \quad (4.2)$$

$$\hat{x}_k^t = \hat{c}_{x,t}^k + \hat{r}_k^t \cdot \cos(\hat{\theta}_k^t).$$

$$\hat{y}_k^t = \hat{c}_{y,t}^k + \hat{r}_k^t \cdot \sin(\hat{\theta}_k^t).$$

where $\delta$ is zero-mean Gaussian noise and $(\hat{x}_k^t, \hat{y}_k^t)$ is the projection of the estimate for node $k$ from the ROP parameterization into Cartesian xy-space. The range measurements can now be incorporated into the state and covariance estimates using the EKF SLAM update equations. The new measurement matrix for the ROP parameterization, used in the EKF SLAM update, is given.
4.2. Extending the ROP Parameterization

by the Jacobian $H$:

\[
H = \frac{\partial h_{i,j}}{\partial q_t} = \begin{bmatrix}
\vdots \\
\frac{(x_i-x_j^t)}{z_{i,j}^t} \\
\frac{(y_i-y_j^t)}{z_{i,j}^t} \\
\cos(\theta_i^t)\frac{(x_i-x_j^t)}{z_{i,j}^t} + \sin(\theta_i^t)\frac{(y_i-y_j^t)}{z_{i,j}^t} \\
r_i^t(\cos(\theta_i^t)\frac{(y_i-y_j^t)}{z_{i,j}^t} - \sin(\theta_i^t)\frac{(x_i-x_j^t)}{z_{i,j}^t}) \\
\vdots \\
-\frac{(x_i-x_j^t)}{z_{i,j}^t} \\
-\frac{(y_i-y_j^t)}{z_{i,j}^t} \\
-\cos(\theta_i^t)\frac{(x_i-x_j^t)}{z_{i,j}^t} + \sin(\theta_i^t)\frac{(y_i-y_j^t)}{z_{i,j}^t} \\
-r_i^t(\cos(\theta_i^t)\frac{(y_i-y_j^t)}{z_{i,j}^t} - \sin(\theta_i^t)\frac{(x_i-x_j^t)}{z_{i,j}^t}) \\
\vdots 
\end{bmatrix} 
\]

The proposed ROP-EKF SLAM algorithm does not require the node locations to be initialized for the filter to converge properly. And since no prior information is available, it is usually assumed that the robot starts at the pose $q_{r^t} = [0, 0, 0, 0, 0]$, with very low uncertainty. When the robot first encounters a previously unseen node, the first range measurement is used to initialize the node in the filter with an annulus-like distribution. And once again, similar to the localization case, a second observation of the same node might require the hypothesis to be duplicated to represent the two possible solutions for the node’s position. It should be noted here that, unlike the localization case, in SLAM, there can be more than two hypothesis necessary to accurately capture the true distribution of any given node in the environment. The full extent of the multi-modal distributions that can be generated in SLAM is explored next.

4.2.1 Complexity of the Multi-Hypothesis Filter

Looking closer at the SLAM scenario, with specific focus on the creation of new hypotheses, we find that the number of hypotheses that can be generated by the filter is dependent of several factors. The most important of which is the number of nodes in the map. Based on what we observed with the localization problem, a single node in the map can generate a dual mode distribution as a result of the flip ambiguity discussed in Section 3.3.2. This in turn results in two hypotheses to be represented within the multi-hypothesis filter. As additional nodes are added to the map, each of those nodes would themselves generate a dual mode distribution, thus requiring two more hypothesis for each node. This implies that the multi-hypothesis filter needs to track at least $2N$ hypotheses, where $N$ is the number of nodes in the map.
However, in the presence of inter-node measurements, it is easy to see that $2N$ is not the maximum number of hypotheses that need to be tracked by the filter. For example, let us first assume that the filter currently has an estimate of the robot’s pose and one other node’s estimate. This other node, which we will label “node $A$”, has a dual mode distribution. The ROP-EKF SLAM filter, presented above, stores this dual mode distribution with two hypotheses. At this point, if a new measurement to a previously unseen node $B$ is observed by the robot, then this new node will be initialized to an annulus-like distribution within both the existing hypotheses. Now, consider what happens next if node $A$ observes a range measurement to node $B$. When the second range measurement to node $B$ from node $A$ is observed, the annulus-like distribution is split into a dual mode distribution. However, given that the filter already contains two hypotheses and each of those hypotheses have an annulus-like distribution for node $B$, each of those two hypotheses need to be split into two new hypotheses. In other words, the filter will now contain four hypotheses. Each hypothesis capturing one of the four combinations of permuting the two possible modes for each of the two nodes $A$ and $B$.

The example described above demonstrates the simple case, where adding a second node to the system grows the two hypothesis filter to a four hypothesis filter. It is easy to see the ramifications of this growth in the hypotheses. Each new node added to the filter could possibly double the number of existing hypotheses. Formally, for each new node $B$ added to the system, if there was $\Omega$, number of modes/hypotheses, in the filter, then the observed node $B$ can generate $\Omega$ additional hypotheses. Thus, for a $N$-node system (excluding the robot), the maximum number of hypotheses needed to capture all possible multi-modal distribution is $2^N$. As might be expected, in an under-constrained system, where only sparse connectivity exists among nodes, the number of hypotheses needed to be represented by the filter will grow quickly. Furthermore, it should be noted that this bound is worse if we wish to merge two multi-hypothesis filters acquired by two different robots. In the worst case, given two robots (each with their own multi-hypothesis filters) with no commonly mapped nodes in their estimates, the maximum number of hypotheses required to fully capture the complete multi-modal distribution is $\Omega_1 \cdot \Omega_2$ (where $\Omega_1$ and $\Omega_2$ are the number of hypotheses maintained by each robot/filter).

It is easy to see that, in the worst case, this solution doesn’t scale well to the addition of more nodes with sparse connectivity. Thus, intelligently deciding when to add new hypotheses and delete duplicate or unlikely ones could help limit the excessive growth of hypothesis count. In our implementation, at each iteration when the belief state is updated, we remove any duplicate/unlikely hypotheses. A hypothesis is considered duplicate, when it has a mean and covariance similar to another hypothesis and can therefore be removed from the filter. This can be checked using a distribution comparison metric such as the Kullback-Leiblter distance (KL-distance). In addition, at the end of each update, we check the (normalized) likelihood of each hypothesis, given all the measurements observed. Then, we retain the hypotheses with likelihoods above a certain threshold (relative to the likelihoods of all existing hypotheses), thus greatly reducing the number of hypotheses. This two step pruning of hypotheses, offers a means by which we can limit the number of hypothesis represented by the filter. Additionally, it is also possible to delay the creation of new hypotheses by simply waiting until the hypothesis count of
the filter is below some threshold before a newly discovered node’s estimate can be split, generating additional hypotheses. This approach is not ideal, because by delaying the “splitting” of hypotheses, the “current”-time estimate of the filter is less accurate.

4.3 Mobile Robot SLAM Results

While the task of localizing a robot within an environment given the location of the stationary tags has its own challenges, the problem becomes even more difficult when no prior information about the tag locations is available. Hence our goal now is to estimate the locations of these stationary tags, in addition to estimating the position of the mobile robot, using only the range measurements between the robot and the tags. This is a variant of a well known problem of SLAM (Simultaneous Localization and Mapping) for a robot using both range and bearing data to both map an environment and localize itself. In the range-only scenario, most existing methods require a fairly large amount of data and a batch pre-processing step to initialize the tags within the filter to properly deal with the nonlinear and multi-modal distributions that naturally occur with range measurements. These batch pre-processing steps often lack the ability to know exactly how much data is sufficient to achieve a good initialization of the tags, thus making them prone to failure if the tags are initialized prematurely.

Figure 4.3 shows the output of the proposed ROP-EKF SLAM on each of the three datasets along with the robot path error over time. Table 4.3 shows robot path and node mapping errors from performing localization and SLAM with the proposed and several traditional methods. The table reveals that for localization the proposed ROP-EKF performs better. It should be noted that when comparing the SLAM results it is best to observe errors in the final segment (we report the path errors over the final 10%) of the robot path, instead of the full robot path to illustrate the performance after the tag locations have converged. Note that heuristically we stop updating the location of the tags once their uncertainty falls below a threshold (0.3 m in the experiments described).

In SLAM, not knowing the positions of the stationary nodes initially, the mobile robot cannot compute its position within a global coordinate frame (e.g. the coordinate frame used to define the node locations in the localization case). This implies that, the solution provided by any SLAM algorithm will be relative to the robot’s initial position (i.e. the solution will be in the robot’s coordinate frame). While this might not seem particularly important, it presents a challenge when one attempts to evaluate/compare the accuracy of one SLAM solution with another. Therefore, a simple affine transform (consisting of only a rotational and translational component) needs to be performed on both the map and path estimates. The transform that is applied, is chosen to best align the final estimated map of the node locations to the real ground truth surveyed map. This provides a reasonable metric by which we can evaluate the accuracy of the SLAM solution.
Table 4.3: Comparison of the errors (in meters) from various SLAM algorithms. The table presents the mean Cartesian error for the final 10% of the path. It should be noted that when comparing the SLAM results we observe/report errors in the final segment (ie. final 10%) of the robot path, instead of the full robot path to illustrate the performance of the methods after the node locations have converged.

Figure 4.3: (Top) ROP-EKF SLAM results for two different datasets are shown. The plot of the estimated robot’s path (red) is shown along with the ground truth (blue). The location of the nodes (black stars) is unknown at the start of SLAM, thus the estimate node locations are shown (red cross). The path and node estimates shown include an affine transform that re-aligned the local solution into the global coordinate frame. (Bottom) The corresponding robot path errors over time.
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4.3.1 Dealing with Bad Correspondences

While our sensor system trivially solves the correspondence problem by sending an unique ID along with the transmitted signal, we show how this method performs even if the data association is significantly degraded by artificially corrupting data association. Figure 4.4 presents the tag mapping errors of SLAM using both the methods described above for increasing percentages of incorrect data association. We note that even with severe errors in data association, the ROP-EFK maps tags with relatively high accuracy. Figure 4.5 shows that the path error of the two methods is comparable when the data association is perfect but that the ROP-EKF is significantly better in estimating paths in the presence of significant data association error. Intuitively, this is because, given a better approximation of the true distribution, measurements that significantly differ from the expected measurements can be rejected/ignored with simple measurement gating techniques (such as a sigma gate or a chi-square gate).

![Figure 4.4: Mean node mapping errors of SLAM using both the methods described above for increasing amount of measurements with incorrect data associations.](image)

![Figure 4.5: (Top) Plot of the mean path error over time for both Std. EKF and ROP-EKF with perfect data association (DA) is shown. (Bottom) Plot of the mean path error over time for the same two methods with 20% incorrect DA with Std. EKF in blue and 30% incorrect DA with ROP-EKF in red is shown.](image)

4.3.2 Sparse Measurement Data

It is generally understood that sensor noise and bias are often the primary source of error and uncertainty in SLAM. However, in this section we examine a commonly overlooked source of error
in position estimation, measurement sparseness. Sparse measurement data can be caused by a variety reasons; sensor and communication failures, environmental occlusions and other unknown interferences are generally to blame for sensors reporting data at less than ideal measurement frequency.

Here we examined the performance of the proposed method with a varying amount of input data. We do this by randomly dropping a percentage of the range measurements from our datasets. Figure 4.6 shows that the ROP-EKF consistently maps the tags with higher accuracy (50-100%) than the Cartesian EKF. With extremely sparse data ($\leq 30\%$ of the dataset), both methods performs poorly. This is because with few measurements, positions of tags are under-constrained and the robot’s estimate of its own position drifts with odometric errors.

Figure 4.6: (Top) Mean tag mapping errors of SLAM using the two methods described above for a varying percentage of data used by the filter. We do this by randomly dropping a percentage of the total 2749 range measurements. (Bottom) Shows the number of tags initialized by each filter given varying amount of data. The standard EKF is not able to initialize all the tags with too little data, thus the mean mapping errors (Top) are computed over the initialized tags only.

4.3.3 Range-only SLAM and Laser Mapping

We demonstrate the effectiveness of our proposed network mapping algorithm on two types of experiments. The first experiment is the “static” mapping experiment where all the nodes are
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stationary. Here, we assume the knowledge of a few nodes’ true position (ie. anchors) to help provide a rigid reference to the global coordinate frame and to reduce the ambiguities within the system. The second experiment extends the “static” mapping experiment to include a single mobile node to the network. The mobile node moves within the limits of the stationary nodes but rarely has line-of-sight to more than a couple stationary nodes at a time. Here, given the information provided by the mobile node, we show that it is possible to accurately estimate the nodes’ position with even fewer anchors.

In all our experiments we deployed the nodes in an outdoor environment between and around several buildings. Figure 4.7 shows the floor plan map of the environment where the nodes were deployed. The nodes have a maximum range of 120m in an open area with line-of-sight (LOS). Additionally, the nodes provide range measurements even through some obstacles like thin walls (usually noisier than LOS measurements). The presence of such “unmodeled” noise in our measurements introduces an additional challenge to our network SLAM problem.

Figure 4.7: Map of the area in which our experiments were conducted. The blue shaded region indicate the free-space and the red dots indicate the locations of the stationary nodes placed within the environment. The size of the workspace is 55m x 70m.

Noise Characteristics

In the following experiments the nanoLOC ranging radio nodes from Nanotron Technologies [23] were utilized. Figure 4.8 presents the noise characteristics of these ranging radios in an open field with direct LOS between all nodes in the environment. Calibrating for a linear correction of the measured range, it can be seen that the noise model of these radios is approximated by a zero-mean Gaussian with a $1.7m$ standard deviation. While operating in environments with
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Figure 4.8: Noise Characteristics of range data collected using the nanoLOC ranging radios in an open field with direct LOS between all nodes. [Left] Plot of measured range plotted against true range (surveyed with GPS data) along with the $y = x$ line and a linear fit of the data points. [Right] Histogram of the error in range measurements after a linear fit. The data fits a zero-mean Gaussian noise model with a standard deviation of 1.7m.

direct LOS between all the nodes is sufficient for some applications, in our desired experimental environments, LOS between radios nodes cannot always be guaranteed.

The nanoLOC radio nodes also provide range measurements through some obstacles, such as thin walls. Unfortunately, in the presence of occlusions that limit the LOS between radio nodes, the noise characteristics of the radio nodes also changes. Figure 4.9 presents the noise characteristics of the same radio nodes in an environment with many obstacles that restrict the LOS between the nodes. Note that in environments with obstacles that occlude direct LOS ranging, the maximum range of the nodes is limited (in our experiments it was limited to 30m). As can be observed from the figure, in the presence of occlusions, a significant portion of the range data are subject to additional “unmodeled” noise. This additional noise introduces a positive offset to the range data causing a “second” peak in the noise histogram (seen in Figure 4.9). The presence of such “unmodeled” noise in our measurements introduces an additional challenge to the network SLAM problem. It is therefore, necessary to include proper measurement gating techniques, such as a chi-square filter [7], to properly identify and remove/ignore/correct any measurements that do not fit the noise model of our sensor nodes.

Static Mapping

Figure 4.10 presents the results of our proposed method on a static network. The network consists of 16 nodes that are sparsely connected due to the obstacles in the environment. Additionally,
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Figure 4.9: Noise Characteristics of range data collected using the nanoLOC ranging radios in an obstacle filled environment with no guarantee of LOS between the nodes. [Left] Plot of measured range plotted against true range (surveyed with GPS data) along with the $y = x$ line and a linear fit of the data points. The maximum range is limited due to the occlusions in the environment. [Right] Histogram of the error in range measurements after a linear fit. A “second” peak in the histogram is evidence of noisy data caused by measuring range through obstacles in the environment.

some of the range measurements are extremely noisy due to environmental effects such as multi-path. A particular challenge with static network mapping in sparse networks is determining if a given measurement is either a good, multi-path, non-LOS (through thin obstacles) or outlier measurement and then dealing with it properly. As can be seen from our results, the proposed method was able to accurately reason about the noisy measurements it encounters due to its improved representation of the nonlinearities in the estimate uncertainty.

Mapping with a Mobile Robot

To test the influence of mobile nodes on the network mapping problem, we introduced a mobile node into the static network. In addition to the mobile node, there were 11 stationary nodes (a subset of the 16 nodes used in the static mapping experiment) deployed for this experiment. Figure 4.11 shows the estimated node positions and path of the mobile node using our proposed method. As can be seen, the resultant laser map that is generated by overlaying the laser scans from the mobile node on top of the estimated path is very similar to the true floor plan map shown in Figure 4.7. Note that the map generated by overlaying the laser scans on the estimated robot path provides a good visual evaluation of the accuracy of the estimate provided by the filter. In addition to revealing any errors in estimating the mobile node’s position, the map overlay also
Figure 4.10: Estimated node positions for the static mapping scenario. The nodes are plotted with their estimate uncertainties. The true positions of the four anchors nodes are known a priori to provide rigidity to the solution. The gray lines indicate the presence of range measurements between two nodes.

highlights errors in estimating the heading of the mobile node. It can be observed that much of the error in the resultant map (e.g. blurring of wall edges) is due to errors in estimating mobile node’s heading correctly. This is because, in general, heading is difficult to estimate given range-only data. It should be noted here that the laser scans, used to generate the map in Figures 4.11, are only used to visualize the accuracy of the estimated position and heading of the mobile node (i.e. the laser scans are not used to improve the estimate). Alternately, Appendix A explores the idea of fusing the laser data with the range data such that the position estimate of the robot is updated jointly by both laser and range measurements. This examination helps identify the benefits that range data can provide to the classical laser mapping problem.

Additionally, we can compare the result of our approach to the laser map generated by a simple scan matching algorithm (available in CARMEN [43]), Figure 4.12. The scan matching algorithm fails in this environment due to the lack of features in each scan. This is because the laser scanner had a maximum range of 8m and in certain areas was only able to see one wall within the environment. Note that the use of a laser scanner with a maximum range of 8m is not ideal for this environment, and comparing the result of using such a sensor (clearly unsuited for this environment) against our proposed method is most definitely unfair. However, it is also equally important to note that utilizing a laser scanner with a short range in the small environment shown here is analogous to using a laser scanner with a large range in a larger environment. And as such, comparing the proposed ranging radio-based map against the laser scan matching based map highlights the benefits and utility of using ranging radios as a complimentary sensor to other more commonly used sensors, such as laser scanners, in large environments.
Figure 4.11: The laser map generated by overlaying the laser scans from the mobile node on top of the estimated path of the mobile node using our proposed method. The proposed method assumes only two anchors, whose positions were known a priori. The resulting map looks closer to the true map and highlights the proposed method's position and heading accuracy.

Table 4.4 presents the numeric results comparing the proposed method against several other strategies, including an initialized version of SLAM, where the static mapping result (shown in Figure 4.10) is used to initialize the state of the nodes when performing SLAM with a mobile node. The node errors reported in the table above were calculated based on manually surveyed ground truth node locations. The “laser map” errors reported in the table were calculated based on extracting corner features from the estimated map and comparing it against the locations of those same features within the ground truth floor plan, supplemented with manual measurement of those corner features within the actual environment. For this environment, a total of 23 corner features and 11 node positions were examined to produce the results shown in the above table. In the cases when a corner feature was blurred within the estimated laser map, the worse case position of the corner was used. In other words, if the corner in an estimated map is blurry (i.e. the multiple laser scans of the corner are not properly aligned), the corner extracted from the laser scan that was the farthest from the true corner location was used to compute the error.

The results in table reveal that the addition of motion information from a mobile node significantly improves the overall node mapping accuracy. Additionally, it can be seen that the average node position error for performing SLAM initialized with the static mapping solution (which used 4 anchors) is noticeably lower than the error achieved by performing SLAM from scratch with the same 4 anchors. While the reason for this improvement might not be obvious at first,
it is caused by two key factors. Firstly, the measurements used to compute the initial static mapping solution provide some extra information to the filter, thereby improving the estimate a little. However, the second more important factor responsible for the reduction in the observed error is the fact that the initialized node estimates help limit the error in the mobile node’s position caused by drift in its odometry. When no initialized node estimates are available, the mobile node’s estimate is used to initial the non-anchor nodes when they are first observed causing any error due to odometry drift is carried over to the stationary nodes’ estimates. Thus, the error accumulated from odometry drift is never corrected when performing SLAM without any initialization. In contrast, when the static mapping solution is used to initialize SLAM, drifts in the odometry can be corrected from the very beginning. It can therefore be concluded that it is better to compute a static mapping solution prior to deploying a mobile node and executing SLAM.

Lastly, Figure 4.13 shows the performance of our algorithm as the number of anchors in the environment is varied. As can be expected, when the number of anchors increases, the error in the position of the nodes in the environment decreases. In particular, looking at the effect of adding a single mobile node to the network, it can be observed that the additional information provided by the odometry of the mobile node significantly helps improve the overall node mapping error.
4.4. Chapter Summary

An extension of the ROP parameterization, proposed in Chapter 3, to the SLAM problem that appropriately deals with the correlations introduced by inter-node range data was presented in this chapter. A brief discussion of the growth of the hypotheses within the multi-hypothesis filter is also presented, along with a bound on the maximum number of hypothesis that can be expected given an N-node system. The proposed SLAM algorithm was compared to several other existing range-only SLAM techniques and was shown to provide solutions with lower robot path and node map errors. The method was shown to provide reliable results even in the presence of incorrect data association and sparse measurement data. Additionally, the results revealed that by adding a single mobile node into an otherwise static network of nodes, the overall node mapping error can be reduced considerably.

Comparing the results of the proposed approach to laser based scan matching techniques, it was shown that while the proposed range-based mapping solution has difficulty estimating heading in some cases, it offers a good complimentary solution to traditional laser based mapping techniques. In particular, when mapping environments that are challenging for existing laser based techniques due to its scale and lack of environmental features, the proposed range-based mapping solution is a good alternative. Lastly, the effects of adding anchors nodes with known prior location to assist in mapping other nodes was examined. The results revealed that while adding additional stationary nodes improves performance, adding a single mobile node offers a
Figure 4.13: The effect of varying the number of anchors in the environment are shown. Both the static network mapping of 16-nodes (blue squares) and 11-node mapping with a mobile node improve as the number of anchors is increased. Additionally, given the odometry information from the mobile node, the network localization is improved with few anchors.

more significant improvement.
Chapter 5

Decentralized Network Localization

In this chapter we consider the case in which range is measured between the nodes of a network and the task is to efficiently estimate the location of the nodes. In the network localization problem, we are no longer faced with a singly self-oriented estimation task, but rather a more global task of estimating the positions of all the nodes within a large network. In this case, all the nodes in the network are assumed to remain stationary and inter-node measurements are used to estimate the locations of the nodes given little or no prior information.

Adopting our previously proposed SLAM technique to this “static mapping” problem (where none of the agents are moving) may seem fairly straight forward and trivial. However, in truly large network of nodes, a naive centralized implementation of any SLAM technique might prove to be both computationally expensive and perhaps even infeasible given the limited processing capabilities available on a single node in the network. It is for this reason, in this chapter, we proposed a decentralized extension to the previously presented position estimation algorithm. A loopy Belief Propagation (BP) framework is adopted such that each node can create a map of the other nodes with minimal communication to its neighbors. The mapping problem is then solved in pieces, by each node, independently, through the use of message passing operations that propagates every node’s local belief to its neighbors. The gains of this approach in computational costs and its convergence to the centralized method’s solution is shown using both simulation and real-world experiments.

5.1 The Problem

The approach we have developed, in the previous chapter, does not scale well to large networks for two reasons. First, as was discussed in Section 4.2.1, the use of the multi-hypothesis filter results in an exponential growth in the number of hypotheses as additional nodes are added to the state without resolving existing ambiguities. This in turn significantly increases the memory required to store the full state of filter (mean and covariance of each hypothesis). Second, the computation requirement of the filter also grows as more and more nodes are added. This is
because, each hypothesis within the filter will process every newly observed measurement. Thus, for a $N$ hypothesis filter, the computation required to process a set of measurements will be $N$-times that of a filter with a single hypothesis. This variability in the computation times, makes it difficult for a real-time implementation of the method on low-end processors (typically available on sensor network nodes) for any reasonably large network. Thus it is necessary to develop an alternate strategy that provides a light-weight solution which preserves the same accuracy and robustness provided by its more extravagant counterpart described in Chapter 4.

It would be ideal if the solution to this problem, utilized the large number of nodes in the network to aid in sharing the computation and memory requirements of the task. By adopting a distributed estimation strategy, where a single node performs only a small portion of the task, we can hope to share the computational load among all the nodes in the network. However, this introduces an additional challenge to the network localization problem, namely communication. Given that each node does part of the work necessary to compute the full solution, the results of any such work needs to be shared to the other nodes in the network. As more of the nodes in the network do the work, more information needs to be communicated across the network. Therefore, it is necessary to develop a strategy that not only reduces the computation done on any given node, but also reduce the amount of communication required to share the results of distributing the work across many nodes. To achieve such a goal, we adopt a decentralized strategy that distributes the computation across many nodes and additionally limits the communication and memory requirements for each node in the network.

A decentralized filtering method that builds upon the belief propagation framework is presented next. Belief propagation, also known as the sum-product algorithm, is an iterative algorithm for performing inference on graphical models. In our network localization problem, the nodes in the graph directly correspond to the physical sensor nodes and the vertices in the graph correspond to the presence of range measurements between a pair of nodes. BP is an efficient and exact inference algorithm on trees and has demonstrated empirical success for general graphs including network localization, Ihler et al. [30].

5.2 Decentralized Estimation

Here we propose a simple scheme for formulating the estimation algorithm presented in the previous chapter in a decentralized manner. Let us assume that each node is able to share messages to its immediate neighbors (nodes that have connectivity to this node). In these messages, each node shares the part of its belief state that encodes information about its own estimate that is novel to each of its neighbors. Node $i$ computes its belief at time $t$ by merging its local observations (if any) with the messages from its neighbors, denoted $\Gamma_i$:

$$p(X_{i,t} | Z_{i,t}, m_{i-1}^{k,i}) = \alpha p(X_{i,t-1} | Z_{i,t}^i) \prod_{k \in \Gamma_i} m_{k,i}^{k,i}$$

(5.1)

where, $X_{i,t}$ is the belief of node $i$ at time $t$, $Z_{i,t}^i$ is the set of measurements observed by the node $i$ at time $t$ and $\alpha$ is the normalization constant (necessary to avoid the degenerate convergence to
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Here $m_{i-1}^i$ is the set of all messages $m_{k,i}^{k,i-1}$ to node $i$ from nodes $k \in \Gamma_i$. The message $m_{i,j}^i$ from the node $i$ to $j$ at time $t$ is computed by the marginal:

$$m_{i,j}^i = \alpha \int p(X_{j,t} | X_{i,t}) \left( p(X_{i,t-1} | Z_{i,t}^i) \prod_{k \in \Gamma_i \setminus j} m_{k,i}^{k,i-1} \right) dX_i$$  \hspace{1cm} (5.2)

where, $\Gamma_i \setminus j$ is the set of observed neighbors to node $i$ excluding node $j$ and $p(X_{j,t} | X_{i,t})$ represents node $i$’s belief of node $j$’s position. To clarify the messages and their representation within our system, let us first take a look at Eq. 5.2 in detail. A message from node $i$ to node $j$ is simply the marginal belief of node $j$ computed with respect to node $i$’s belief. To put it simply, each message contains the distribution that represents “node $i$ estimate of node $j$’s position”. Upon receiving each such message, each node updates its estimate based on the messages, before performing any future measurement updates as shown in Eq. 5.1. This allows for proper flow of information through the network. The inherent distributed nature of this message-passing algorithm, lends itself to a decentralized implementation where the problem of global network localization is solved independently, in small parts, by each individual node. Figure 5.1 presents an illustration of what information and messages from neighbors are used to compute the local belief of node $i$, $X_{i,t}$, as well as what information and messages are encoded within a message from node $i$ to node $j$, $m_{i,j}^i$.

![Figure 5.1](image-url)

Figure 5.1: (Left) An illustration revealing the which messages (local measurements and messages from neighbors) are combined to generate each node’s local belief $X_{i,t}$. (Right) An illustration revealing which messages are combined to form the marginalized belief sent to node $j$ from node $i$ in the message $m_{i,j}^i$.

The key difference in our approach, compared to standard loopy BP algorithm (originally presented by Pfeffer and Tai [48]) is in the state that is being estimated by each node. It is common practice that each node in the network maintains and estimates a common state vector consisting of the positions of all the nodes in the network. In this case, upon convergence, the state vector of each node will be identical and the computation and memory requirements would be no less than the centralized solution. This approach, also known as the “trivially decentralized” method, is not ideal for its large memory and computation requires placed on each node.
in the network. However, in our implementation, the state vector of each node is a subset of the full state vector and contains only the position of the node itself and its immediate 1-hop neighbor’s positions. In other words, node $i$ maintains an estimate of node $j$ in its state vector as long as there exists connectivity between node $i$ and node $j$. And since connectivity in the graph is directly correlated with the presence of range measurement between the two nodes, it is straightforward to identify if a given node’s position is represented within another node’s state vector. Upon convergence, node $i$’s position will be known and stored within the state of itself and its immediate 1-hop neighbors. An illustration of how our proposed decentralized loopy BP algorithm can better capture the cross-correlations represented within the centralized EKF is shown in Figure 5.2. As shown in the figure, the traditional approach only captures the strictly block diagonal elements of the centralized covariance matrix. However, our approach captures a much large portion of the covariance matrix, thereby achieving a better approximation of the centralized solution.

Figure 5.2: An illustration highlighting the components of the “full” covariance matrix represented in the centralized EKF that are also represented by each node within the proposed decentralized loopy BP algorithm. (Left) The graph of the network revealing the connectivity between the nodes is shown. (Middle) The traditional loopy BP approach, where each node only maintains an estimate of its own pose will result in the block diagonal covariance matrix shown. (Right) The covariance matrix for our proposed approach, which requires that each node maintains an estimate of both its own and its immediate neighbors’ pose, is shown. The individually colored blocks reveal the component of the full covariance matrix that is represented within the local estimate at each node. For example, node A will have a local belief which contains and estimate of nodes A,R,B,C. Its corresponding covariance matrix is shown in “red”. As can be seen, the union of each individually colored covariance matrices captures a bigger portion of the centralized equivalent covariance matrix than the traditional loopy BP approach.

The belief maintained by each node is represented by a mean vector and covariance matrix. This belief is updated using an EKF and the motion and measurement models described in Chapter 4. Adopting this formulation, it is easy to see that the memory requirement on each
node for maintaining only its own and immediate neighbor’s position is considerably lower than
the “trivially decentralized” approach. However, one might consider going one step further and
only storing each node’s own position within its state vector. While this might seem to require
the minimal amount of memory, it has a critical drawback.

Only storing each node’s own position within its state vector, we fail to capture the cor-
relations between the different nodes in the network. This will treat each node’s position as
completely independent of the positions of other nodes in the network. This is approximation is
not valid because, it ignores the correlation between the nodes’ position introduced by the range
measurements. Failing to properly represent these correlations could yield a suboptimal solution
in many cases. By maintaining all neighbor’s estimate within each node’s state vector, the in-
formation encoded within the cross-correlation terms of the covariance matrix in the EKF is not
completely lost. By applying this extension, we not only gain a benefit in computation costs (as
compared to the trivially decentralized approach) but the extra information encoded within the
cross terms of the covariance matrix provides a better estimate of the true distribution.

One particular drawback of extending the belief of each node to include its neighbor’s esti-
mate is that in a fully connected network, the computational requirement for each node will be
equivalent to running the centralized filter at each node. Fortunately, in most real-world appli-
cations, it is near-impossible to achieve a fully connected network. Even guaranteeing rigidity,
which requires the average degree of connectivity to be four, is difficult and not always possi-
ble. Therefore, the decentralized filter presented here is suitable to most real-world applications
where a high degree of connectivity between the nodes cannot be guaranteed.

Revisiting Eq. 5.1 and 5.2, we can observe the following. Node $i$’s belief can be written as follow:

$$
p(X_{i,t}|Z_{i,t}^j, m_{i,t-1}^j) \sim \mathcal{N}(q_{i,t}, \Sigma_{i,t})
$$

(5.3)

$$
q_{i,t} = \begin{bmatrix}
q_{i,t}^1 \\
\vdots \\
q_{i,t}^j \\
\vdots \\
q_{i,t}^k
\end{bmatrix},
\Sigma_{i,t} = \begin{bmatrix}
\Sigma_{i,t}^i & \cdots & (\Sigma_{i,t}^i)^{T} & \cdots \\
\vdots & \ddots & \cdots & \vdots \\
\Sigma_{i,t}^j & \cdots & \Sigma_{i,t}^j & \cdots \\
\vdots & \cdots & \cdots & \ddots
\end{bmatrix}
$$

(5.4)

where $q_{i,t}$ and $\Sigma_{i,t}$ are the mean and covariance of the belief maintain by node $i$ and $q_{i,t}^j$ and $\Sigma_{i,t}^j$
are the mean and covariance of node $j$ as estimated by node $i$ for all $j \in \Gamma_i$. If we marginalize
over node $i$, the message from node $i$ to node $j$ can be written as:

$$
p(X_{i,t}|Z_{i,t}^j, m_{i,t-1}^{i*,j}) = \alpha p(X_{i,t-1}|Z_{i,t}^j) \prod_{k \in \Gamma_i \backslash j} m_{i,t-1}^{k,j}
\sim \mathcal{N}(q_{i,t}^{*,i}, \Sigma_{i,t}^{*,i})
$$

(5.5)

$$
m_{i,t}^{i,j} \sim \mathcal{N}(q_{i,t}^{j*,i}, \Sigma_{i,t}^{j*,i})
$$

where $q_{i,t}^{*,i}$ and $\Sigma_{i,t}^{*,i}$ are the mean and covariance of the belief maintain by node $i$ given mea-
surements from time $t$ and messages from time $t - 1$ from all neighbors except node $j, \Gamma_i \backslash j$.  
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Therefore, $q_{i,t}^j$ and $\Sigma_{i,t}^j$ are the marginalized mean and covariance of node $j$ as estimated by node $i$ given messages from all nodes $k \in \Gamma_i \setminus j$. The messages shared between nodes are simply a mean vector and covariance matrix representing the position of node $j$ as estimated by node $i$.

There are a few important things that must be clarified for implementation of the above described loopy BP on real systems. First, in the above formulation, loopy BP necessarily iterates many times until the messages passed between nodes converge. In implementation, we simply enforce a limit in the number of iterations to ensure that the filter does not continue to oscillate forever in case of nonconvergence. Additionally, when implementing this algorithm on a real system, it is impossible to ensure that all possible measurements within the network can be observed at a single instant, time $t$. This makes it difficult to generate the graph needed to perform inference. In practice, in order to ensure seamless integration of the loopy BP algorithm with a real system, it is necessary to initially collect/gather measurements for a short period of time such that all (if not a majority) of measurements within the network can be observer at least once before attempting to share messages across the graph. After this initial phase, messages can be shared across the links of the graph without worry. In a dynamically changing network, this graph can be recomputed over a window, in the background, to ensure that any changes to the network graph is properly dealt with when performing loopy BP.

While the approach described here provides satisfactory results in most cases, there is no guarantee that this method will converge to the correct solution. In the loopy BP, the convergence of the belief is only guaranteed for trees. In other words, in the presence of loops (as is the case in most sensor network applications) some information can be counted twice, making it less likely to accurately converge to the centralized solution.

### 5.2.1 Effects of Linearization on Merging Beliefs

Extending the loopy BP framework present above to the ROP parameterization presented in the previous chapters is fairly straightforward. However, as was briefly mentioned in Chapter 3, care must be taken when linearizing the range measurements in certain cases. Note that in the formulation above, each node maintains within its state vector an estimate of its own position and its immediate neighbors. Also note that the messages shared from node $i$ to node $j$ is an estimate of node $j$’s position. Consider the scenario where we wish to merge the message sent from node $i$ to node $j$ with node $j$’s belief. We might be then faced with the problem of merging two Gaussian ellipses in the ROP-space.

One might be tempted to treat the message from node $i$ as a measurement observing the position of node $j$ and simply perform an EKF measurement update on node $j$ estimate (or equivalently perform a covariance intersection with the two Gaussians). Figure 5.3(a) demonstrates the effect of performing this naive merging of beliefs. As can be seen, the ellipse that you get from performing this measurement update between two overlapping Gaussian is grossly incorrect. This might be puzzling at first glance. However, it is important to remember that the two Gaussians ellipses that are being shown are simply the “projections” of their true 4D ellipsoids. In other words, while the two Gaussians appear to be “close” to one another in their 2D
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Figure 5.3: A illustration demonstrating the effects of naively merging beliefs between two nodes. (a) Naively merging two Gaussians (blue and green) in the ROP-space with an EKF measurement update where the resulting Gaussian (red) is not the desired solution. (b-c) represent two possible ways to merge the two Gaussians by carefully dealing with linearization in the ROP-space given two different linearization points. (b) Shows the result of merging with respect to Gaussian A. (c) Shows the result of merging with respect to Gaussian B.

projections, they are in reality far from one another in their 4D space. This is primarily due to the effects of linearization.

Let us consider if you will the actual mean vector and covariance matrix for the two Gaussians shown in the figure.

\[
q^A = \begin{bmatrix} 0 \\ 0 \\ 15 \\ 0 \end{bmatrix}, \quad \Sigma^A = \begin{bmatrix} 0.1 & 0 & 0 & 0 \\ 0 & 0.1 & 0 & 0 \\ 0 & 0 & 1.0 & 0 \\ 0 & 0 & 0 & 0.4 \end{bmatrix}
\]

\[
q^B = \begin{bmatrix} 30 \\ 0 \\ 15 \\ \pi \end{bmatrix}, \quad \Sigma^B = \begin{bmatrix} 0.1 & 0 & 0 & 0 \\ 0 & 0.1 & 0 & 0 \\ 0 & 0 & 1.0 & 0 \\ 0 & 0 & 0 & 0.4 \end{bmatrix}
\]

where \( q^A \) and \( q^B \) are the mean vectors and \( \Sigma^A \) and \( \Sigma^B \) are the covariance matrices of the two Gaussians. It is clear the see that a straightforward execution of the covariance intersection technique on the two Gaussians produces the following:

\[
q^C = \begin{bmatrix} 15 \\ 0 \\ 15 \\ \pi/2 \end{bmatrix}, \quad \Sigma^C = \begin{bmatrix} 0.05 & 0 & 0 & 0 \\ 0 & 0.05 & 0 & 0 \\ 0 & 0 & 0.5 & 0 \\ 0 & 0 & 0 & 0.2 \end{bmatrix}
\]

This is precisely the same merged result shown in the figure. It is easy to see that naively merging the two beliefs in the ROP-space is not the correct solution problem we are faced with. Since
each of the two Gaussians A and B are linearized with respect to different points, it is difficult to merge them such that the resulting projection onto the 2D Cartesian space is correct.

In order to achieve an acceptable solution, we propose to treat the messages from node \( i \) to node \( j \) as measurements that provide both range and bearing to a “virtual node”. In other words, given a message with the following mean and covariance below:

\[
q^m = \begin{bmatrix}
    c^m_x \\
    c^m_y \\
    r^m \\
    \theta^m
\end{bmatrix}, \quad \Sigma^m = \begin{bmatrix}
    \Sigma^m_{xx} & (\Sigma^m_{xy})^T & \Sigma^m_{xr} & \Sigma^m_{x\theta} \\
    (\Sigma^m_{xy}) & \Sigma^m_{yy} & (\Sigma^m_{yrr} & \Sigma^m_{y\theta} \\
    \Sigma^m_{xr} & \Sigma^m_{yrr} & \Sigma^m_{rr} & \Sigma^m_{r\theta} \\
    \Sigma^m_{x\theta} & \Sigma^m_{y\theta} & \Sigma^m_{r\theta} & \Sigma^m_{\theta\theta}
\end{bmatrix}
\]

We treat this message as a measurement from a “virtual node” at position \([c^m_x, c^m_y]\) with uncertainty \(\Sigma^m_{xy}\) observing node \( j \) and generating a range and bearing measurement \(z^m = [r^m, \theta^m]^T\) with uncertainty \(\Sigma^m_{r\theta}\). Note that this ignores the correlation between the Cartesian and polar components of the message. However, in practice, we find that this approximation results in negligible errors because the covariance matrix \(\Sigma^m\) is mostly block diagonal.

By adopting this approximation to merge the beliefs acquired by different nodes in the network, we are able to properly deal with the effects of linearization in the network localization case. Figure 5.3 (b-c) demonstrate the effect of applying this technique for merging two ROP parameterized Gaussians. As can be seen, depending on which of the two Gaussians is chosen to be the “reference”, the resulting merged Gaussian is different. In practice, the “reference” estimate is chosen based on whichever Gaussian has a lower uncertainty (i.e. \(\det(\Sigma^i)\)).

5.3 Convergence in Belief Propagation

The idea of propagating messages in loopy graphs was first proposed in the early days of the field, in parallel with the introduction of the first exact inference algorithms [47]. As was noted early in the field, when loops are present, the network is no longer singly connect and local propagation scheme will invariably run into trouble. Ignoring the existence of loops and permitting the nodes to continue communicating with each other as if the network were singly connected, will cause messages to circulate indefinitely around the loops and the process may not converge to a stable equilibrium.

As a consequence of this, one of the main problems with loopy BP is nonconvergence. Several approaches have been used for addressing this nonconvergence issue. Some are fairly simple heuristics. A common observation with loopy BP is that, often, nonconvergence is a local problem. In many practical cases, most of the beliefs in the network do converge, and only a small portion of the network remains problematic. In such cases, it is often quite reasonable simply to stop the algorithm at some point (for example, when some predetermined amount of time has elapsed) and use the beliefs at that point, or a running average of the beliefs over some time window. This heuristic is particularly reasonable when we are not interested in individual beliefs, but rather in some aggregate over the entire network (e.g. temperature estimation of a room with a
network of temperature sensing nodes). However, this is not the case for our network localization problem, where we want all the nodes’ beliefs to converge.

It is for this reason, we turn to look at a variant of BP that operates on tree, rather than a graph, and schedules messages in a synchronous and guided way to ensure proper convergence of the solution.

### 5.3.1 Synchronous Belief Propagation

To better analyze the convergence property of Loopy BP we turn to a variant of BP called synchronous BP. This simplest form of BP is designed for the special case when the network graph is a tree (i.e. no cycles/loops). In this case the algorithm computes exact marginals, and terminates after two steps. Before starting, the graph is oriented by designating one node as the root node. Any non-root node which is connected to only one other node is called a leaf node. Each node in a tree has zero (i.e. leaf node) or more child nodes, which are below it in the tree. A node that has a child is called the child’s parent node. A finally, node has at most one parent.

In the first of two steps, messages are passed inwards: starting at the leaves, each node passes a message along the (unique) edge towards the root node. The tree structure guarantees that it is possible to obtain messages from all other adjoining nodes before passing the message on. Therefore, each node waits to receive all messages from its child nodes before merging their messages with its own local measurements and then sending a message to its parent node. This continues until the root node has obtained messages from all of its child nodes. The second step involves passing the messages back out. Starting with the root node, messages are passed in the reverse direction. Each node, upon receiving a message from its parent node, then computes and sends a message to its child nodes. The algorithm is completed when all leaves have received their messages from their parent nodes.

The message structure remains the same as in loopy BP described above in Eq. 5.2. A message from a node to its parent, in the first step, will consist of an estimate of the parent’s position given any local measurements the node observed and the messages from its child nodes. Similarly, in the second step, a message from a node to its child nodes will consist of an estimate of the child’s position given any local measurements the node observed, the message from the node’s parent and the messages from its other child nodes. Adopting this strategy guarantees that upon completion of the two steps, all the nodes in the graph will have converged to the correct centralized-equivalent solution.

Comparing synchronous BP described here and the loopy BP discussed earlier, we can see a couple of key differences. First, synchronous BP, as the name indicates, requires synchronization of the message passing while loopy BP is asynchronous in nature. This is an important feature because, in most real systems it can be difficult to precisely synchronize messages without experiencing some uncharacterized delay. This delay can limit the use of such synchronous approaches in applications were synchronization cannot be achieved. Second, synchronous BP is limited to network graphs that are trees. While this might seem like a major drawback, it is precisely due to this limitation that synchronous BP is always able to guarantee convergence.
Furthermore, as we noted earlier, a key drawback of loopy BP is that in graphs with cycles/loops the solution might not converge. In contrast, it can be shown that in a tree, loopy BP will converge to the same solution as synchronous BP within a number of iterations equal to the diameter of the tree. Therefore, it is clear that, to gain the best of both worlds, we must devise a strategy to reduce an arbitrary network graph into a tree to gain the same convergence property that synchronous BP provides while maintaining the same asynchronous nature of loopy BP.

### 5.3.2 Tree Decomposition of Graphs

As is the case with most robotics or sensor networks applications, cycles/loops are fairly common in a network of sensor nodes. In these cases, as we have discussed, loopy BP only offers an approximation to the true solution with *no guarantees* on the convergence of the solution. On graphs with cycles, information from a node can loop back to itself resulting in “double-counting” of some information. Not knowing what and how much information is ignored or “double-counted”, makes the use of loopy BP on graphs with cycles unreliable.

Figure 5.4 presents an example case of a graph with a cycle, where the arrows depict the information flow from the “red” node. As can be seen, in a cycle the information sent by the red node loops back to itself causing it to be incorporated into the estimate a second time. This double-counting of information can lead the estimate to become over-confident in itself. A tree decomposition of the graph to produce a spanning tree will break the cycle(s) (by removing the dashed edge), thus, guaranteeing that no information is double-counted. This in turn improves the accuracy of the estimate.

![Figure 5.4: An example of a graph with a cycle (Left) and a sample tree decomposition of the graph (Right). The green and red circle represent the nodes and the solid lines represent the edges in the graph. The arrows show the flow of information originating at the red node. In graphs with cycles (Left), the information from the red node will loop around the cycle and arrive back to the red node causing it to double-count some information. A tree decomposition of the graph (Right), achieved by removing the dashed edge, stops the looping of information, ensuring that no information is double-counted.](image)

When computing a spanning tree of a graph, it is necessary to first ask the following ques-
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If it is necessary to break some edges in the graph, are some edges better to break than other? if so, how do we decide which edges are better to break? Chow and Liu [12] present a metric by which, the usefulness of any edge in the graph can be computed. By using such a metric coupled with an algorithm to compute the minimal spanning tree (such as Prim’s algorithm [49]), it is possible to decompose a graph with cycles into maximally informative tree sub-graph. However, while this offers a reasonable metric to compute the minimal spanning tree, computing the weight/usefulness of a given edge might prove to be expensive.

Remembering that the convergence time for loopy BP on a tree is related to the diameter of the tree, we propose to utilize a much simpler metric to compute the spanning tree of a graph. Since a quicker convergence time is always desirable, choosing a spanning tree that has the minimal diameter is ideal. Therefore, we adopt a distributed algorithm for computing the minimal diameter spanning tree proposed by Bui et. al. [8]. At the start of the loopy BP algorithm, it is now necessary for us to compute the minimal diameter spanning tree using Bui’s algorithm. Once the graph is reduced to a tree, loopy BP can be applied directly on the tree, as described in the previous section.

By adopting this strategy, it becomes possible to provide guarantees on the loopy BP’s solutions even for graphs with cycles. It should be noted here, the graphs in our system are derived directly from the topology and connectivity of the sensor nodes in our network. In other words, the edges in our graph correspond directly to the range measurements observed within the network. Thus, it is highly likely that this graph might change if the network localization problem is performed over a period of time. If the initially computed minimal spanning tree is no longer valid because an edge in the network graph is no longer connected, then it is necessary to recompute the minimal diameter spanning tree for the new graph. However, in most sensor network and robotics applications, the network graph is does not change every time step. Although in the worst case, it becomes necessary for us to recompute the minimal diameter spanning tree every time step, thus, adding extra computation to the algorithm.

5.4 Network Localization Results

In this section, we evaluate the performance of the proposed decentralized network localization algorithm on a variety of sensor networks. First, a detailed examination of the proposed loopyBP algorithm is done on a small 18-node network in simulation. A head-to-head comparison against the centralized and synchronous counterparts is also presented for this network. To test the scalability of our proposed algorithm to larger networks, we also present the results of our approach in simulation for 50-node and 100-node networks. Lastly, results of applying the loopyBP algorithm on a real-world sensor network is also presented. In this experiment, in addition to the stationary network of nodes, a single mobile node is also included to show the robustness of our proposed approach to some motion within the network.
5.4.1 Simulation Results

Let us begin our evaluation of the proposed loopy BP algorithm by first looking at a fairly small network example in simulation. Figure 5.5 shows the results of running the loopy BP algorithm on an 18-node network. The gray connectivity graph shown in Figure 5.5 (Row 2, Column 3) shows the true connectivity between the nodes. The graphs shown in each of the other frames, represent minimal spanning tree used by the corresponding algorithm to share messages. Additionally, nodes 1 and 2 are assumed to have absolute positioning capability. Thus, their positions are initialized accurately with low uncertainty. Figure 5.5 (Row 1) shows the estimate snapshots of the filter at several iterations (1, 3, and 5) of the loopy BP algorithm. At each iteration the loopy BP algorithm computes new messages to send to its neighbors based on the messages it received from its neighbors in the previous iteration. As information from nodes 1 and 2 propagates across the network, the estimates of the other nodes in the network converge. It should be noted here that while the estimates of some nodes appear to be “missing” in some frame in Figure 5.5 (Row 1), this is not the case. Their estimates simply lack a global reference. Thus, we choose not to plot them for clarity of results. In reality, each node’s assumes that it is initially at the origin of its local coordinate frame with large uncertainty. This initial belief is collapsed when information in the global coordinate frame (from anchor nodes 1 & 2) arrives to each node via messages from its neighbors. This results in the behavior observed in Figure 5.5 (Row 1).

Figure 5.5 (Row 2) presents the final “converged” solution of the loopy BP algorithm, along with the result produced by the synchronous BP and centralized network localization methods. As can be seen, while the loopy BP and synchronous BP algorithms approximate the centralized solution. Additionally, note that the uncertainties in the result of the loopy BP and synchronous BP is lower than the centralized; indicating that the two BP algorithms are overconfident. This is due to the approximation used to merge beliefs when dealing with different linearizations in the ROP parameterization (see Section 5.2.1). Lastly, it should be noted here that the loopy BP algorithm only takes 10 iterations in this example to fully converge. This is equivalent to the diameter of the spanning tree used by the algorithms. Thus for any arbitrary network, the number of iterations necessary for the loopy BP algorithm to converge will vary depending on the diameter of the resulting spanning tree.

In order to see the strengths and limitations of the proposed approach, we evaluated the method on different randomly generated networks with varying average node connectivity. Figure 5.6 shows a simple network with 2 anchors and a node connectivity of 2. As can be seen, the estimate produced by the proposed algorithm is not very accurate and fails to estimate the position of one of the nodes (node 5). This is because, anytime a node’s uncertainty in its position is large, its estimate is not used to update the positions of a neighboring node. In other words, if node A’s estimate uncertainty is large (e.g. prior to globally aligning itself or when its estimate uncertainty is an annulus), it does not send any messages about its belief to any of its neighbors. This ensures that node B’s (a neighbor of node A) estimate does not become dependent (through linearization in the ROP space) on an inaccurate estimate of node A’s position. It is due to this constraint imposed during implementation, that in Figure 5.6 the estimate of two of the nodes
Figure 5.5: An illustration of the decentralized loopy BP algorithm on a small 18 node network, compared against the centralized and synchronous BP methods. (Row 1) Shows a few intermediate steps (iterations 1, 3 and 5) of the proposed loopy BP algorithm. (Row 2) Shows the final loopy BP solution (Column 1), along with the synchronous BP (Column 2) and centralized network localization (Column 3) results. The edges shown in centralized solution’s plot shows all possible range measurements in the system while the edges in the other plots show the spanning along which messages are passed. In this experiment, the positions of nodes 1 and 2 are known initially (Note only one of the two possible solutions are shown here for clarity, the other solution is simply the “flipped” about the line formed by nodes 1 and 2). The gray connectivity graphs shown in each frame, indicates the graph along which messages are passed for the decentralized approaches. The gray connectivity graph shown in the last frame (Row 2, Column 3) represents the true connectivity of the network, which also indicates the presence of range measurements between the connected nodes. The loopy BP algorithm converges to the synchronous BP solution within a few iterations. The differences observed between the centralized and synchronous BP solutions are due to the approximation used in merging the beliefs from two different nodes (discussed earlier in the chapter), each utilizing a different linearization point.
Figure 5.6: Plot of the estimate for a simple 5-node network with two anchors (nodes 1 and 2) [orange diamond] and a node connectivity of 2. The estimate of two of the nodes (nodes 3 and 4) remain annuli [magenta and blue] and their common neighbor (node 5) lacks a globally aligned solution since it does not receive any messages from its neighbors and did not have any additional apriori information (thus its estimate is not plotted in the figure).

Figure 5.7: Plot exploring the relationship between the maximum node connectivity of a graph and the average node mapping error. For each of the different node connectivity values, 10 different networks each with 40 nodes and 5 anchors were randomly generated and used to compute the plot. Anytime a node’s estimate cannot be globally aligned, its error is not included in the computation of the average node mapping error. It can be observed that increasing node connectivity decreases the average mapping error.

(nodes 3 and 4) remain annuli and their common neighbor (node 5) lacks a globally aligned solution since it does not receive any messages from its neighbors and did not have any additional apriori information (thus its estimate is not plotted in the figure). Note that in this case, a node \( i \) is considered “globally aligned” when its uncertainties in the states \( [c_{xi}, c_{yi}] \) are less than a threshold.

Figure 5.7 show a plot further exploring the relationship between the maximum node connectivity of a graph and the average node mapping error. For each of the different node connectivity values, 10 different networks each with 40 nodes and 5 anchors were randomly generated and used to compute the plot. Note that anytime a node’s estimate cannot be globally aligned (due to cases similar to the one described above), its error is removed from the computation of the average node mapping error. However, in our experiments we only generated graphs were, at least 80% of the nodes can be globally aligned given the required maximum connectivity of the graph. As can be seen from the figure, with a higher node connectivity, the mapping accuracy in-
creases. And furthermore, since the proposed algorithm computes the minimum depth spanning tree, the depth of the tree decreases, reducing the number of iterations required for the algorithm to converge. However, as can be expected, with a higher connectivity between the nodes in the network, the state stored by each node in the network also grows, increasing the memory requirement for storing the mean vector and covariance matrix.

To test the scalability of the proposed loopy BP algorithm to large networks, we present two additional simulation experiments with 50 and 100 nodes. In these large networks, the nodes are sparsely connected (with each node connected to at most 5 other nodes), making it difficult to achieve an unimodal estimate for all the nodes. Figure 5.8 shows the final result achieved by loopy BP for each of the two large simulated networks.

<table>
<thead>
<tr>
<th>Method</th>
<th>Simulation</th>
<th>Real-World</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 Nodes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Centralized</td>
<td>2.18m</td>
<td>0.55m</td>
</tr>
<tr>
<td>Decent. Loopy BP</td>
<td>2.41m</td>
<td>0.64m</td>
</tr>
<tr>
<td>100 Nodes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Centralized</td>
<td>2.06m</td>
<td>0.43m</td>
</tr>
<tr>
<td>Decent. Loopy BP</td>
<td>2.06m</td>
<td>0.43m</td>
</tr>
<tr>
<td>14 Nodes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Centralized</td>
<td>2.06m</td>
<td>0.43m</td>
</tr>
<tr>
<td>Decent. Loopy BP</td>
<td>2.06m</td>
<td>0.43m</td>
</tr>
</tbody>
</table>

Table 5.1: Node mapping errors (in meters) for both simulated and real-world experiments and robot path errors for the real-world experiment with both the Centralized and Decentralized Loopy BP Implementations.

Table 5.1 presents some numerical results that compare our proposed decentralized loopy BP algorithm with the centralized implementation. These results reveal that while the decentralized approach does not fully converge to the centralized approach, it provides a reasonable accuracy in our experiments. In particular, the error in the final mapped locations of the nodes in the loopy BP approach is very close to the centralized result, and the estimated path of the robot is only slightly less accurate.

### 5.4.2 Experimental Results

The real-world experiment presented here is a variant of the traditional network localization problem, where not all the nodes in the network remain stationary. Therefore, the “network” in this experiment consists of all the stationary nodes in the environment and a single mobile node/robot. The robot was equipped with a ranging node (an ultra-sound based ranging node was used in this experiment [67]) placed on top of the robot at about 1 ft. above the floor. The robot was driven around within a large indoor office area with partial clutter. Ground Truth of the robot’s position was estimated using a SICK laser scanner and the Adaptive Monte Carlo Localization (AMCL) algorithm within the Player/Stage ([22]) code repository. In addition to the node that was placed on the robot, 13 other nodes were placed around the environment on top of stands, 1 ft. above the floor. Sparse connectivity between the nodes, makes it impossible to achieve an unimodal localization result without motion of the mobile robot. The locations of these nodes were accurately surveyed to allow proper evaluation of the accuracy of our mapping results. The robot was also
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Figure 5.8: Results of performing loopy BP on a 50 node and 100 node network. The nodes are sparsely connected (with each node connected to at most 5 other nodes), making it difficult to achieve an unimodal estimate for all the nodes. [Left] Shows the true connectivity of the network represented by the green lines (also indicating the presence of range measurements between the connected nodes) and the spanning tree used by loopy BP to share messages between nodes (black lines overlayed on top green dashed lines). [Right] Shows the estimated locations of the nodes (red cross marks ×) and the error lines (solid red) connecting the estimates to the true location of the nodes (black dots). The yellow squares highlight the anchors nodes whose true location is known apriori. In both these example networks, some nodes in the network had multiple solutions, the results shown here correspond to the hypothesis with the lowest variance. Note that the nodes with high error also correspond to the nodes with high uncertainty in position due to limited range connectivity to the other nodes.
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Figure 5.9: Result of performing loopy BP on a real system with a single mobile agent is shown. The map of the environment for the real-world example is overlaid on top of the true node locations and path. As the robot moves, the loopy BP solution from the previous time step is used as prior for each consecutive time step. (Left) Shows the true locations of the nodes ($\ast$), all the inter-node measurements received (dashed black line) and the true path the robot (ID #1) took (dotted green line). (Right) Shows the error lines connecting true and estimated positions of the nodes along with the estimated path of the robot (solid gray line). The red cross marks ($\times$) the estimated location of a node and the error lines (solid red) connect the estimates to the true location of the nodes (black dots).

Running a low level obstacle avoidance scheme that avoided collisions while attempting its best to keep to the planned trajectory.

Figure 5.9 shows the final localization result achieved by our method when the mobile node moves within the environment. A particular challenge with using real hardware, namely the Parrot nodes, is the slow rate of range measurements. Since the hardware doesn’t support instantaneous range observations from several nodes at once, special considerations must be made to ensure that sufficient constraints exist to resolve ambiguities. To do this, we collect measurements over a period of 1 second and process them together, in order to retain correlations within the sequential observations. Additionally, it should be noted here that in this real-world experiment, achieving an accurate estimate of the full network is impossible, without the mobile node, due to the lack of rigidity and sparse connectivity within the network. The numeric mean robot path error and node mapping errors are reported in Table 5.1.

Figure 5.10(Left) shows the mean mapping error of the nodes over time as the mobile node moves around in the environment. Figure 5.10(Left) shows the mean uncertainty in the position estimate of the nodes over time. We see that the decentralized loopy BP approach initially has a low mean uncertainty but the error in the solution is high. This is because the estimates of the isolated nodes, maintained independently by each node, drift at the start in the absence of sufficient measurements. It is only after the mobile node travels within range of the isolated nodes can their estimates be fixed within the joint coordinate frame (without which their estimates
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Figure 5.10: (Left) Mean position error and (Right) Mean uncertainty (i.e. mean variance) of all the nodes in the real-world experiment for both the centralized (dashed red line) and decentralized (solid blue line) implementations. In the decentralized approach, the estimates of the isolated nodes drift at the start in the absence of sufficient measurements, increasing its mean error. In contrast, the centralized method has to deal with more ambiguities (large multi-modal distributions) at the start when fewer measurements are available. And since the method tries to jointly estimate the positions of all the nodes within the same coordinate frame, the estimates of the isolated nodes do not drift.

5.4.3 Computation Complexity

Table 5.2 reveals the average dimension of the state vector maintained by each node in the network and the average computation time utilized by each node while running on separate threads on a 2.4GHz Intel Quad core Processor. The decentralized filtering code is not fully optimized and so the computation times reported here can be further improved if the code is fully optimized. Looking closer at the numerical values, we see that the computation times required at each node by the decentralized filter is much lower than the centralized filter. Additionally, if the connectivity of the network remains the same with the addition of more nodes, the computational requirement for each node in the network remains the same in the decentralized filter. In contrast the computational requirements for centralized filter increases as more and more nodes are added to the network regardless of the connectivity.
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<table>
<thead>
<tr>
<th>Method</th>
<th>Simulation</th>
<th>Real-World</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg. # of Nodes</td>
<td>Computation</td>
</tr>
<tr>
<td></td>
<td>in State Vec.</td>
<td>Time/Node</td>
</tr>
<tr>
<td>Centralized</td>
<td>50</td>
<td>97.61 sec</td>
</tr>
<tr>
<td>Decent. Loopy BP</td>
<td>4.12</td>
<td>9.33 sec</td>
</tr>
</tbody>
</table>

Table 5.2: The decentralized method while it requires additional communication between each node, it offers significantly improvements in computational times and reduced state dimension per node.

5.5 Chapter Summary

In this chapter, the centralized SLAM algorithm proposed in Chapter 4 was extended to provide a decentralized network localization solution. A decentralized loopy belief propagation was applied to the network localization domain and compared against its centralized counterpart. The proposed loopy BP approach adopts a message passing framework, that efficiently stores and computes part of the global network localization problem at each node, achieving accuracy similar to the centralized solution with little computation performed on each node in the network. The proposed approach was designed to be asynchronous and shown to be adaptable to changes in the network graph. An extension to the traditional loopy BP algorithm which reduces the network graph to a spanning tree was also presented to offer better convergence guarantees.

The scalability of the proposed approach was tested on several large and small networks, including a 100 node network and on a smaller 14 node real-world sensor network. It was shown that in all these networks, the loopy BP algorithm requires significantly little computation to be done on each in the network, compared to the computation required for the centralized approach. Additionally, it was shown that in the presence of a single moving node, which dynamically alters the connectivity of the network graph over time, the proposed algorithm was able to accurately estimate both the path of the mobile node and the positions of the other stationary nodes.
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Chapter 6

Scalability through Cooperation

In this chapter, we explore the problem of range-only position estimation in large/unbounded environments. While traditionally research in localization and SLAM have assumed the existence of stationary landmarks/features used to refine the estimate of the robot’s position, in most large-scale, real-world applications, it is not reasonable to expect the presence of such landmarks throughout the environment. In these cases, it is often necessary to rely on other mobile agents to enable team to localize themselves within the group relative to one another. However, the problem now becomes one of maintaining global consistency. While it is more or less straightforward to achieve relatively accurate estimates of all the mobile agents to one another, maintaining the global accuracy of the estimates given only relative measurements between the mobile robots is difficult. Here we present a novel strategy that enables a team of mobile robots to cooperatively localize one another while maintaining an accurate and globally consistent solution. This strategy, derived directly from the observability analysis of the system, is shown to provide a better globally accurate solution. We compare this strategy against two commonly utilized strategies in the field of active localization/SLAM: entropy minimization and heuristic “leap-frog”.

6.1 Scaling to Large Environments

In the simple case of mobile robot localization, the mobile robot needs to be able observe measurements to stationary nodes (features) at a specific rate in order to contain the growth of the robot’s uncertainty as it moves within the environment. As the distribution of the nodes in the environment becomes sparse, it becomes necessary for the robot to intelligently select its path in order to limit the growth of its uncertainty and reduce its accumulated error. The task of selecting a proper control for the robot such that its uncertainty is reduced is more commonly known as the Active Localization problem. Much of the existing methods formulate this problem as an optimization problem, where the cost function that is minimized is simply the entropy (uncertainty) of the system. The suggested optimization techniques can vary from the simple gradient descent to the more elaborate receding horizon planners. While any of these methods are acceptable, they are all limited to the area covered by the pre-deployed stationary nodes.
The problem of position estimation in an *unbounded* environment, however, still remains unsolved. This problem is similar to the tracking or exploration tasks where given only mobile robots, a globally consistent estimate of the robot and target positions is desired. The existing methods that naively attempt to reduce the entropy of the system fail to adequately bound the growing global uncertainty caused by the motion of the robots moving within a featureless environment. Therefore, an alternate control strategy that can better limit the growth in global uncertainty is required.

In the absence of stationary landmarks densely populating a large area, we propose that accurate navigation can be obtained by coordinated control between all available mobile nodes is necessary to help maintain estimate accuracy. Much of the research in the area of generating control for improving estimation has focused on reducing the estimate uncertainty. However, in SLAM it is a known fact that even when a perfect relative map (with low uncertainty) is computed, the absolute robot estimates will have non-zero steady state error (i.e. the offset between the global coordinate frame and the estimate’s coordinate frame); unless full observability is guaranteed. This important fact implies that while simply reducing the uncertainty is sufficient to achieve a relatively accurate solution it does not necessarily imply that the solution will be globally consistent. Therefore, when dealing with a purely dynamic system it is important to coordinate the motion between the robots in order to maintain full observability between the robots.

### 6.1.1 Sensing Range and Coverage

When looking to address the problem of scaling to large environments with limited resources (e.g. number of agents/nodes in the system), it is first important to examine the limitations of the naive approach. The simplest of approaches one can use to scale a localization solution to large environments is to ignore any resource constraints and simply deploy as many nodes as possible within the environments. This solutions, although unrealistic, offers a benchmark for the problem. To get a better idea of how the node density affects the accuracy of the solution, we examine the localization performance of robot operating within a $1km \times 1km$ area with varying number of nodes deployed in the area. By varying the number of nodes within a fixed area, we are in turn varying the node density of the environment. Figure 6.1 presents the average path error in localization for varying node densities. For each node density value, the reported path error is the average error computed over 1000 runs, each with a random distribution of the nodes within the $1km \times 1km$ area. In each of these 1000 runs, the robot travels a distance of $1km$. The figure reveals the minimum number of nodes (and thus the node density) required to achieve a reasonable accuracy in the robot’s position error within an open, obstacle-free environment. In this case, we see that with at least 60 nodes randomly distributed in a $1km \times 1km$ area the path error is close to the lowest error achieved with a dense distribution of nodes. This result acts as a baseline for comparing the errors achieved by the controllers described above. In other words, ideally, we would want any proposed strategy for extending our localization solution to large environments to produce lower target path errors using fewer (mobile) nodes than the equivalent
errors reported here for the same number of (stationary) nodes.

Figure 6.1: Plot of the path error for performing localization with varying amount of nodes within an environment of fixed size. Each data point on the graph reveals the average of 1000 runs and the bounds (green) show the variance in the error of the 1000 runs.

6.2 Cooperative Target Tracking

This section describes a few different robot control algorithms that seeks to provide an accurate solution for the specific problem of target tracking, where a target is moving within a large, unbounded environment. First, we present a greedy entropy minimization algorithm, common in active localization and SLAM literature. Next, we present a heuristic “leap-frog” controller specifically designed to reduce the global uncertainty in the system in a featureless environment. Following this, we provide a detailed examination of the nonlinear observability analysis for an example multi-agent system focused on the cooperative target tracking problem. Finally, we present novel control strategy based on the nonlinear observability analysis of the system, called the singularity index control. Note that in this thesis, the term “target” refers to a mobile agent that moves under its own volition (e.g. a person). In contrast, the term “robot” refers to a mobile agent that can be controlled (e.g. a mobile robot).
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6.2.1 Entropy Minimization

The approach presented here is similar to that described by Sim and Roy, [56], except that instead of using an Sparse Extended Information Filter (SEIF), we utilize the EKF described in previous chapters. We also think of the problem of reducing uncertainty as the problem of gathering data efficiently to produce a precise belief state, which in turn is about selecting new measurements that are maximally informative. Since the EKF is a generative Bayesian estimator, we select new data such that it is maximally informative about the belief state, $\xi = p(X_t|z_{1:t}, u_{1:t})$. Decision theory tells us that the gain in information between any two distributions is the relative change in entropy [40]. We therefore choose exploration strategies that maximally reduce the entropy of the belief state.

The entropy of a Gaussian distribution can be computed directly from its covariance matrix as below:

$$\Upsilon(\xi) = \int_{\xi} \xi \cdot \log \xi \propto \log \det(\Sigma). \quad (6.1)$$

The maximally informative trajectory must therefore have the smallest covariance matrix, $\Sigma$. Thus the gain in information from time $t$ to $t+1$ is:

$$\Delta \Upsilon = \log \det(\Sigma_{t+1}) - \log \det(\Sigma_t) \quad (6.2)$$

If we find the shortest trajectory that minimizes this quantity, we should converge to the most accurate estimate the fastest. If we apply this control scheme while restricting ourselves to the class of trajectories that are within range of the target, a gradual tracking strategy that also minimizes the uncertainty of the belief state is achieved. This is implemented within a 1-step look ahead planner which chooses the best next step given a set of expected measurements.

6.2.2 Leap-Frog Controller

In range-only systems, full observability is only achieved when the relative velocities (translational and rotational) between a pair of robots is non-zero. However, even with such a constraint the presence of noise in the measurements could introduce error into the estimate that presents itself as a gradual drift resembling odometric drift of the entire system. Furthermore, by realizing that this error does not reveal itself in the presence of stationary landmarks, we can adopt a simple leap-frog heuristic controller that can coordinate the motion of the mobile robots to provide “anchors” (stopped mobile robots), that act as temporary stationary landmarks that can help remove or reduce the drift in the global alignment of the estimate.

In the leap-frog controller we present here, each mobile robot computes its next step control based on the current state $q$ (this includes the estimated positions of all the agents including the target), and the set $S$ which contains the list of robots that are currently in the “stopped” status. Assuming that this information is available to all the robots, the actual controls for each robot is computed in a decentralized fashion, see Algorithm 17. At the start of each iteration, each robot, $r$, first checks if it belongs to the set $S$. If the robot does belong to the set $S$, it checks to see
its distance to the target, \( D_{t,r} \) is greater than \( D_{\text{max}} \); in which case the robot removes itself from the set \( S \). If the robot \( i \) did not belong to the set \( S \) and if the current size of the set is less than three, the robot checks to see if it meets the requirements to be added into the set \( S \). The size of the set \( S \) is limited to a maximum of three simply because with three stationary/stopped nodes the system will have sufficient rigidity to uniquely triangulate the other nodes. The criterion for a robot to enter the set \( S \) is simply the robot’s position, \( q_r \), relative to the target’s estimated direction of motion, \( T_{\text{dir}} \).

\[
\psi_{t,r} = \arccos \left( \frac{(q_r - q_t) \cdot T_{\text{dir}}}{\| (q_r - q_t) \| \| T_{\text{dir}} \|} \right)
\]

(6.3)

If the quantity \( |\psi| < \pi/2 \) is satisfied, the robot is added into the set \( S \) of stopped nodes. The target’s direction of motion, \( T_{\text{dir}} \), is computed from the current estimate of the target’s heading from the state vector, \( q_t \).

After completing the checks to either remove or add itself to the set \( S \), each robot then continues on to compute its control. As one would expect, if the robot is still part of the set \( S \), its velocity controls will be \( u = [0, 0]^T \). If the robot does not belong to the set \( S \), the controller attempts to drive the robot to a point \( D_{\text{max}} \) distance away from the target in the direction of the target’s motion, \( T_{\text{dir}} \).

\[
g_r = q_t + D_r \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} T_{\text{dir}} + D_{\text{max}} T_{\text{dir}}
\]

\[
\nu = \min(\nu_{\text{max}}, \| g_r^{x:y} - q_r^{x:y} \|)
\]

\[
\omega = \min(\omega_{\text{max}}, \arctan \left( \frac{g_r^y - q_r^y}{g_r^x - q_r^x} \right) - \theta_r)
\]

\[
u, \omega \]

(6.4)

where \( D_r \) is the distance away from the target’s trajectory, different for each robot, that the robot follows. The values of \( D_r \) and \( D_{\text{max}} \) are assigned such that \( \sqrt{D_r^2 + D_{\text{max}}^2} < R_{\text{max}} \), where \( R_{\text{max}} \) is the maximum range of the sensors.

### 6.2.3 Observability Analysis

This section examines the observability of the nonlinear system describing the time evolution of a multi-agent localization framework given range-only measurements and determine the sufficient observability conditions on the motion of the agents. Note that a system contains the information to bound the error on the robot configuration only for its observable part. Absence of full observability could cause the estimate generated by any filter to be arbitrarily bad. In SLAM and similar problems, losing observability any time could cause all future estimates to be arbitrarily bad also.

Observability is analyzed for the previously described cooperative target tracking problem, where a single target moves under its own volition, while a team of 2 robots aids in maintaining a good localization of both the target and themselves. The configuration of this system can be
Algorithm 1: Leap-Frog Control

**Input**: The current state of the system $q$, the set $S$ with all currently stopped robots, the target’s current travel direction $T_{dir}$ and the current robot’s ID $myID$

**Output**: The control for the current robot $u$

```plaintext
begin
    if $myID \in S$ then
        if $D_{t,r} \geq D_{max}$ then
            $S = S \setminus myID$
        end
    else
        $\psi_{t,r} \leftarrow \text{Compute from Eq. (6.3)}$
        if $\text{Size}(S) < 3$ and $|\psi_{t,r}| < \frac{\pi}{2}$ then
            $S = S \cup myID$
        end
    end
    if $myID \in S$ then
        $u = [0, 0]^T$
    else
        $u \leftarrow \text{Control from Eq. (6.4)}$
    end
end
```

characterized through the vector $X = [x^0, y^0, \theta^0, x^1, y^1, \theta^1, x^2, y^2, \theta^2]^T$ containing the Cartesian coordinates representation of both the target’s and robots’ position and absolute orientations. The dynamics of this configuration is described through a non-linear differential equation $\dot{X} = f(X, u)$ where $u$ is the input control. In our case, $u = [\nu^0, \omega^0, \nu^1, \omega^1, \nu^2, \omega^2]^T$ where $\nu^i$ and $\omega^i$ are respectively the linear and angular velocities for agent $i$ (where $i = 0$ corresponds to the target). The following analytical expression for the function $f$ is considered in our analysis:

$$
\dot{X} = f(X, u) = 
\begin{bmatrix}
\nu^0 \cos(\theta^0) \\
\nu^0 \sin(\theta^0) \\
\omega^0 \\
\nu^1 \cos(\theta^1) \\
\nu^1 \sin(\theta^1) \\
\omega^1 \\
\nu^2 \cos(\theta^2) \\
\nu^2 \sin(\theta^2) \\
\omega^2
\end{bmatrix}
$$

(6.5)

Each agent in our system (robots and target) are equipped with a range measuring sensor that
provide relative range observations between them. Thus the measurement vector is defined as:

\[ y = h(X) = \begin{bmatrix} r_{01} \\ r_{02} \\ r_{12} \end{bmatrix} \quad (6.6) \]

where \( r_{ij} \) represents the range observation between agents \( i \) and \( j \). Given the nonlinear system described above, we adopt the concept of \textit{local weak observability} introduced by Hermann and Kerner to study the observability of our system [28]. In their seminal work, Hermann and Kerner define the concept of \textit{observability} and more importantly the concept of \textit{local weak observability}.

**Definition of Observability**

Consider the nonlinear system presented in Eq. 6.5-6.6, which we will define as \( \Omega \).

\textit{Definition:} A pair of states \( X_0 \) and \( X_1 \) are \textit{indistinguishable}, if given the same input \( u \), the system \( \Omega \) produces the same output \( y \) for both states. \( \Omega \) is said to be \textit{observable} if for all \( X \in M \) (a \( C^\infty \)-connected manifold of dimension \( m = 9 \)), the only state indistinguishable from \( X \) is \( X \) itself. Notice that observability is not a global concept. It might be necessary to travel a considerable distance or for a long time to distinguish between two points in \( M \). Therefore, a local concept which is stronger than observability was introduced.

\textit{Definition:} A system \( \Omega \) is \textit{locally observable} at \( X_0 \in M \), if for every open neighborhood \( U \) of \( X_0 \), the set of points indistinguishable from \( X_0 \) by trajectories in \( U \) only consists of \( X_0 \) itself. The system \( \Omega \) is said to be \textit{locally observable} if it is locally observable for every \( X \in M \).

In practice, it may suffice to be able to distinguish \( X_0 \) from its neighbors (e.g. when some prior knowledge of \( X_0 \) is available); one can therefore weaken the concept of observability.

\textit{Definition:} The system \( \Omega \) is \textit{weakly observable} at \( X_0 \) if there exists a neighborhood \( U \) of \( X_0 \) such that the only point in \( U \) that is indistinguishable from \( X_0 \) is \( X_0 \) itself. The system \( \Omega \) is \textit{weakly observable} if it is weakly observable at every \( X \in M \). Note once again that it may be necessary to travel considerable distance or time away from \( U \) to distinguish points of \( U \).

\textit{Definition:} We define \( \Omega \) to be \textit{locally weakly observable} at \( X_0 \) if there exists and open neighborhood of \( X_0 \) such that for every open neighborhood \( V \) of \( X_0 \) contained in \( U \), the set of points indistinguishable from \( X_0 \) in \( U \) by trajectories in \( V \) is \( X_0 \) itself. The system \( \Omega \) is \textit{locally weakly observable} if it is locally weakly observable for every \( X \in M \). The advantage of local weak observability over the other concepts is that it lends itself to a simple algebraic test.

**Lie Derivatives**

Consider the system described in Eq. 6.5, where the process function \( f \) can be separated into a summation of independent functions, each one excited by a different component of the control input vector:

\[ \dot{X} = f(X, u) = \sum_{k=1}^{6} f_k(X)u_k \quad (6.7) \]
where, \( u_1 = \nu^0, u_2 = \omega^0, u_3 = \nu^1, u_4 = \omega^1, u_5 = \nu^2 \) and \( u_6 = \omega^2 \).

\[
\begin{align*}
  f_1(X) &= [\cos(\theta^0), \sin(\theta^0), 0, 0, 0, 0, 0, 0]^T \\
  f_2(X) &= [0, 0, 1, 0, 0, 0, 0, 0]^T \\
  f_3(X) &= [0, 0, 0, \cos(\theta^1), \sin(\theta^1), 0, 0, 0]^T \\
  f_4(X) &= [0, 0, 0, 0, 0, 1, 0, 0, 0]^T \\
  f_5(X) &= [0, 0, 0, 0, 0, \cos(\theta^2), \sin(\theta^2), 0]^T \\
  f_6(X) &= [0, 0, 0, 0, 0, 0, 0, 1]^T
\end{align*}
\]  

(6.8)

The zeroth-order Lie derivative of any output function \( h(X) \) is the function itself, thus \( \mathcal{L}^0 h(X) = h(X) \). The first-order Lie derivative of the function \( h(X) \) with respect to the \( f_i \) is defined as:

\[
\mathcal{L}^1_{f_i} h(X) = \frac{\partial h(X)}{\partial X} \cdot f_i(X) \\
= \frac{\partial h(X)}{\partial x_i} f_{i1}(X) + \frac{\partial h(X)}{\partial \theta_0} f_{i2}(X) + \cdots + \frac{\partial h(X)}{\partial \theta_{m-1}} f_{i6}(X)
\]

(6.9)

where, \( f_i = [f_{i1}(X), f_{i2}(X), \ldots, f_{i6}(X)]^T \) (Eq. 6.8), \( \nabla \) is the gradient operator and “.” is the vector inner product. Note that in our system, \( h(X) \) is a column vector of size \( 3 \times 1 \) and \( \nabla h(X) \) is a matrix of size \( 3 \times 9 \) (where \( m = 9 \) is the dimension of the state and there are 3 outputs, Eq. 6.6). And since \( f_i(X) \) is a column vector of size \( 9 \times 1 \) (Eq. 6.8), the first-order Lie derivative \( \mathcal{L}^1_{f_i} h(X) \) is also the same size as the zeroth-order Lie derivative \( \mathcal{L}^0 h(X) = h(X) \) (which is \( 3 \times 1 \)).

The second-order Lie derivative of \( h(X) \) with respect to the vector field \( f_j, f_i \) (the second-order Lie derivative of \( hX \) with respect to \( f_j \) and \( f_i \), given its first derivative with respect to \( f_i \)) is given by:

\[
\mathcal{L}^2_{f_j f_i} h(X) = \mathcal{L}^1_{f_j} \left( \mathcal{L}^1_{f_i} h(X) \right) = \nabla \mathcal{L}^1_{f_i} h(X) \cdot f_j(X)
\]

(6.10)

Higher order Lie derivatives are computed similarly. The \( n^{th} \) order Lie derivative of a function \( h(X) \) along the vector fields \( f_{i_1}, f_{i_2}, \ldots, f_{i_n} \) is denoted by \( \mathcal{L}^n_{f_{i_1}, f_{i_2}, \ldots, f_{i_n}} h(X) \). Note that the Lie derivative is not commutative. Thus, in \( \mathcal{L}^n_{f_{i_1}, f_{i_2}, \ldots, f_{i_n}} h(X) \), the order of the vector fields indicates that differentiate along \( f_{i_1} \) first and along \( f_{i_n} \) last.

Based on these expressions for the Lie derivatives, the observability matrix \( \mathcal{O} \) is defined as the “stacked” matrix:

\[
\mathcal{O} \triangleq \left\{ \nabla \mathcal{L}^n_{f_{i_1}, f_{i_2}, \ldots, f_{i_n}} h(X) | i_1 \ldots n = 0, \ldots, n; n \in \mathbb{N} \right\}
\]

\[
= \begin{bmatrix}
\nabla \mathcal{L}^0 h(X) \\
\nabla \mathcal{L}^1_{f_i} h(X) \\
\nabla \mathcal{L}^1_{f_j} h(X) \\
\vdots \\
\nabla \mathcal{L}^2_{f_j f_i} h(X) \\
\nabla \mathcal{L}^3_{f_j f_i} h(X) \\
\vdots \\
\end{bmatrix}
\]

(6.11)
where each row listed in the above matrix (e.g. $\nabla L^0 h(X)$, $\nabla L^1_{f1} h(X)$, etc.) is of the size $3 \times 9$. Thus, the observability matrix $O$ is of the size $3K \times 9$, where $K$ is the number of entries (gradient of Lie derivatives) used to create the matrix.

Given this notation, the importance of the observability matrix and its relationship to the observability rank condition can be expressed in the following way:

- **Observability rank condition**: The observability rank condition is satisfied when the observability matrix $O$ is full rank.
- **Observability sufficient condition**: If a system satisfies the observability rank condition, then it is locally weakly observable.
- **Observability necessary condition**: If a system is locally weakly observable, then the observability rank condition is satisfied generically (where “generically means that the observability matrix is full rank everywhere except possibly within a subset of the domain of $X$, [69]).

Therefore, if the observability matrix is not of sufficient rank for all values of $X$, the system is not locally weakly observable.

### Observability of 3 Moving Agents

Recalling, once again, the system described in Eq. 6.5-6.6, we compute the necessary Lie derivatives of $h(X)$ and their gradients.

1. **The Zeroth-order Lie derivative ($L^0 h(X)$)**

$$L^0 h(X) = h(X) = [r_{01}, r_{02}, r_{12}]^T \quad (6.12)$$

where $r_{ij} = \sqrt{(x^i - x^j)^2 + (y^i - y^j)^2}$. The corresponding gradient is

$$\nabla L^0 h(X) = \begin{bmatrix} H^x_{01} & H^y_{01} & 0 & -H^x_{01} & -H^y_{01} & 0 & 0 & 0 & 0 \\ H^x_{02} & H^y_{02} & 0 & 0 & 0 & 0 & -H^x_{02} & -H^y_{02} & 0 \\ 0 & 0 & 0 & H^x_{12} & H^y_{12} & 0 & -H^x_{12} & -H^y_{12} & 0 \end{bmatrix} \quad (6.13)$$

where,

$$H^x_{ij} = \frac{(x^i - x^j)}{r_{ij}} \quad \text{and} \quad H^y_{ij} = \frac{(y^i - y^j)}{r_{ij}} \quad (6.14)$$
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2. The First-order Lie derivative ($\mathcal{L}^1_{f_1}h(X), \mathcal{L}^1_{f_2}h(X), ..., \mathcal{L}^1_{f_6}h(X)$)

\[
\mathcal{L}^1_{f_1}h(X) = \nabla \mathcal{L}^0h(X) \cdot f_1 = \begin{bmatrix}
(\cos(\theta^0)H_{31}^0 + \sin(\theta^0)H_{01}^0) \\
(\cos(\theta^0)H_{02}^0 + \sin(\theta^0)H_{02}^0)
\end{bmatrix}
\]

\[
\mathcal{L}^1_{f_5}h(X) = \nabla \mathcal{L}^0h(X) \cdot f_1 = \begin{bmatrix}
-(\cos(\theta^1)H_{31}^0 - \sin(\theta^1)H_{01}^0)
\end{bmatrix}
\]

\[
\mathcal{L}^1_{f_6}h(X) = \nabla \mathcal{L}^0h(X) \cdot f_1 = \begin{bmatrix}
0
\end{bmatrix}
\]

\[
\mathcal{L}^1_{f_2}h(X) = \mathcal{L}^1_{f_4}h(X) = \mathcal{L}^1_{f_6}h(X) = [0, 0, 0]^T
\]

with gradients

\[
\nabla \mathcal{L}^1_{f_1}h(X) = \begin{bmatrix}
\ast & \ast & \ast & \ast & 0 & 0 & 0 & 0 & 0 \\
\ast & \ast & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
\nabla \mathcal{L}^1_{f_3}h(X) = \begin{bmatrix}
\ast & \ast & 0 & \ast & \ast & \ast & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \ast & \ast & \ast & \ast & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
\nabla \mathcal{L}^1_{f_5}h(X) = \begin{bmatrix}
\ast & \ast & 0 & 0 & 0 & 0 & \ast & \ast & \ast \\
0 & 0 & 0 & \ast & \ast & 0 & \ast & \ast & \ast \\
0 & 0 & \ast & \ast & 0 & \ast & \ast & \ast & \ast \\
0 & 0 & \ast & \ast & 0 & \ast & \ast & \ast & \ast
\end{bmatrix}
\]

\[
\nabla \mathcal{L}^1_{f_2}h(X) = \nabla \mathcal{L}^1_{f_4}h(X) = \nabla \mathcal{L}^1_{f_6}h(X) = \mathbf{0}_3(3 \times 9 \text{ zero-matrix})
\]

where, the symbol $\ast$ denotes a value generically different from zero. For the expanded version of the gradients of the first-order Lie derivatives, refer to Appendix B.1.

At this point, we present the main results of this section regarding the observability of the system under consideration. Computing the rank of the observability matrix defined in Eq. 6.11, we find that the rank of this system is $\text{rank}(O) = 6$. Given that the dimension of the state $X$ is 9, the above described system is not observable. However, looking closer are the observability
matrix, we find that the null space of the observability matrix is:

\[ \text{NullSpace}(O) = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \end{bmatrix}, \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \begin{bmatrix} -(y^0 - y^2) \\ x^0 - x^2 \\ -(y^1 - y^2) \\ x^1 - x^2 \end{bmatrix} \]  

(6.23)

Note that a non-zero entry in the null vector identifies the dimension along which the system is lacking observability. The specific values along each dimension of the null vector, provides general idea dimension along the \( m \)-D state space that becomes unobserved. For example, the fact that the first null vector has 1 in the \( x^i \) terms, indicates that the global x-position of all the agents is unobserved. Therefore, we can see that the first two null vectors indicate that the \([x^i, y^i]\) position of the agents cannot be observed within the global coordinates. Similarly, the third null vector identifies the orientation of the agents as being unobserved within the global coordinate frame.

Our observation that the global position and orientation of the system is unobserved is expected. It is easy to see that the global pose cannot of resolved given only the relative range measurements between the agents.

### Observability of 3 Moving Agents, 1 Agent with Absolute Positioning Capabilities

The main difference between this and the previous category is evident in its measurements. If one of the agents, for example, has absolute positioning capabilities (e.g. by using GPS or a map of the environment), then we can treat this information as additional measurements. Thus we can rewrite the measurement vector from Eq. 6.6 as follows:

\[ y = h(X) = \begin{bmatrix} r_{01} \\ r_{02} \\ r_{12} \\ x^2 \\ y^2 \\ \theta^2 \end{bmatrix} \]  

(6.24)

where the pose (position and orientation) of robot 2 is added to the measurement vector.

Given this new measurement vector and following the same procedure as above, we find that the rank of the observability matrix is \( \text{rank}(O) = 9 \) (refer to Appendix B.2 for a closer look at this result). This system is, therefore, fully observable when one of the agents has access to absolute positioning information. Note that in this case, it is necessary to satisfy the following
conditions: $v^0 \neq 0$ and $v^1 \neq 0$. Otherwise, if either $v^0 = 0$ or $v^1 = 0$, the vectors $f_1$ or $f_3$ be zero, then the system will no longer be observable.

**Observability of 3 Moving Agents, 2 Agent with Absolute Positioning Capabilities**

The result presented in the previous category states that for the 3-agent system we considered, if one agent has the capability to measure its absolute position, the entire system is satisfies the observability rank condition. It should be noted here that this implies that the system is locally weakly observable. However, remember that when a system that is locally weakly observable, the observability matrix is full rank everywhere except possibly within a subset of the domain of $X$. This subset potentially small (in most cases) can pose a problem in realistic range-only systems with measurement uncertainty.

The concept of a locally weakly observable system only exists if within a neighborhood (which is a subset of the entire domain of $X$) around a specific state $X_0$, the state $X_0$ is uniquely distinguishable given the inputs to the system. In most systems, this condition is only satisfied given a prior for the state $X$ (initialize position and orientation of all the agents). In the range-only system proposed in this thesis, we demonstrated that it is not necessary to initial the pose of the robot/agents at the start of localization/SLAM. Rather, the initial few measurements are used to initialize and refine the pose estimate of the agents. In practice, however, it is easy to encounter cases where the ambiguities in the control, range measurements and prior can cause the orientation of the agents without absolute position capabilities to be indistinguishable for a long period of time or until the agent moves a considerable distance.

Let us consider a simple scenario where the agents without absolute positioning capabilities are moving on a path that keeps them a fixed distance away from the agent whose absolute position is known. Figure 6.2 shows an illustration of this case. As can be seen, the relative pose of the two agents moving around the stationary agent (red square) cannot be uniquely distinguished from its neighbors. This is because, as the agents travel along the circular path, their range measurements to one another and the stationary agent do not change. Thus, in the presence of noise in the inputs and prior, their global orientation cannot be resolved.

It is for this reason, we propose the inclusion of a second agent with the absolute positioning capability within our system. Adding a second agent with absolute position capability can ensure that any agent’s pose be initialized to within a “flip-ambiguity” (as described in Chapter 3) rather than the much larger “ring-like” ambiguity. Thus, for range-only systems, while only a single agent with absolute positioning capabilities is necessary, we propose the use of at least two agents with absolute positioning capabilities to achieve improved performance on real systems. Note that the observability analysis for two agents with absolute positioning capabilities is straightforward from the approach presented earlier.
6.2. Cooperative Target Tracking

Figure 6.2: A failure case for the observability condition that a single agent with absolute positioning capability is sufficient to ensure observability of our system. The red square represents the pose of the agent with absolute positioning capability. The blue/green squares and paths represent the pose and path of the agents that do not have any absolute position capability. The blue and green agents simply move in a circle around the red agent, which keeps them the same range away from each other and the red agent. This presents a case where the orientation of the blue and green agents cannot always be observed.

Observability in the Absence of Absolute Positioning Capabilities

Following the proposed, extended condition on the observability of 3-agent system currently under consideration, if at any time at least two of the agents in the group remains stationary and act as landmarks for the rest of the team, the position estimate for this robot and the uncertainty regarding this estimate will remain constant. This is equivalent to the ideal case where those agents directly measure their own position and orientation (e.g. with absolute positioning capabilities). Therefore, this case falls into the previous category and the system is considered locally weakly observable. The “Leap-Frog” algorithm, discussed at the beginning of this chapter, is one example of this scenario found in the current literature.

In the context of the cooperative target tracking problem, if two or more agents are stopped and the system is locally weakly observable, then given an initial estimate that is close to the true solution, an straightforward extension of the SLAM algorithm (described in Chapter 4) will converge to it. Furthermore, as will be presented in the next section, the same principles used to show that a system satisfies the observability rank condition can be used to develop a control strategy capable of both sustaining and improving observability of the system.
6. Scalability through Cooperation

6.2.4 Singularity Index Control

Our non-linear observability analysis, presented in this article, has led us to the requirement that given odometry and range measurements, it is necessary to have at least two agents with absolute positioning capabilities in the system, to guarantee observability of the entire system. Alternately, lacking the ability to sense the absolute positions of the agents, it is possible to force two agents to remain stationary for a period of time to allow the other agent(s) to localize themselves while maintaining full observability of the state.

To ensure that the system always remains fully observable (avoiding singularities), we propose a new control strategy, Singularity Index Control. This control strategy employs the use of the singularity-index as an objective function to actively drive/control the mobile agents to move to improve the singularity-index of the system, while ensuring that any pose the robots move to still satisfies the observability rank condition. The singularity-index of the system is defined as:

\[ \xi = \sqrt{\det(O^T O)} \]  

(6.25)

By maximizing this index, first and foremost, we are actively avoiding any singularities that might arise within the system due to poor configurations of the robots (e.g. robots forming a straight line and other cases similar to Figure 6.2) and loss of range connectivity (e.g. robots leaving sensing range of other robots, thereby reducing the measurement vector \( h(X) \)). In addition, this objective function enables us to take into account the velocities and direction of travel for the mobile nodes and find “good” trajectories that produce well conditioned estimates of each agent’s pose.

For a 3-agent system, Algorithm 19 provides the pseudo-code for controlling the agents using our proposed singularity index controller. Each agent computes its next goal based on the current estimates \( q_t \) of all the agents in the system. Initially, each agent computes the singularity index (as defined in Eq. 6.25) for the case where none of the agents move and stores it as the optimal control \( \text{maxSI} \) for the current agent \( \text{myID} \). Then it loops through all possible combinations of 2-agent pairs (given the set of all agents in the system). For each 2-agent pair, the third agent \( c \) (given a 3-agent system) is selected as the agent that will continue to move. Then, we loop through all possible position and orientations that this agent can move to within the constraints of the environment. We also augment the range constraints in this search to help reduce the search space and avoid performing the expensive singularity index computation as often. For each possible future pose \( u \) for the third agent, we compute the future expected singularity index \( \text{curSI} \) if the third agent moved to the goal pose. If we find that \( \text{curSI} > \text{maxSI} \) and \( c = \text{myID} \) (the third agent is the current agent), we assign the current move \( u \) as the goal for the current agent \( \text{myID} \). If \( \text{curSI} > \text{maxSI} \) and \( c \neq \text{myID} \) (the third agent is not the current agent), then we assign the current agent to remain stationary.

Assuming that the full state information is available to all the agents, the actual controls for each agent can be computed in a “trivially” decentralized fashion, where each agent arrives at the same decision (tailored to it) given that they execute the same algorithm with the same inputs. If computation that can be done by each agent is limited, it is possible to distribute the search by
assigning each agent to search part of the search space and then communicate their result to the others.

**Algorithm 2: Singularity_Index_Control_{3-Agent}**

**Input**: The current state of the system $q_t$ and the current robot’s ID $myID$

**Output**: The goal pose for the current robot $Goal$

1. begin
2. $N \leftarrow 3$ // Number of Robots
3. $I \leftarrow \{1, 2, 3\}$
4. // Initialize maxSI and Goal for all robots $myID$ to remain stationary
5. $maxSI \leftarrow \text{ComputeObservabilityMatrix}(q_t, 0, c, I)$ $Goal \leftarrow 0$
6. // Goal = 0 implies the robot remains stationary
7. for each combination of two robot pair $s$, in the set $S$ with size $(S) = \frac{N!}{K!(N-K)!}$ do
8. $c \leftarrow \{I\setminus s\}$ // Select the other robot
9. for each possible pose $u$ the robot $c$ can move to do
10. // This loop searches over all possible moves robot $c$ can make, which can be varied to sacrifice optimality for reduced computation time
11. $O \leftarrow \text{ComputeObservabilityMatrix}(q_t, u, c, s)$
12. $curSI \leftarrow \sqrt{\det(O^TO)}$
13. if $curSI > maxSI$ then
14. // The pose $u$ has better Singularity Index value
15. if $c = myID$ then
16. $Goal \leftarrow u$
17. else
18. $Goal \leftarrow 0$
19. end
20. end
21. end
22. end
23. end

Extending the above algorithm to a N-agent system is straightforward. When searching for the two best agents to “stop”, simply include all combinations of 2-agent pairs in the search and add another inner-loop to consider moving each of the remaining agents. As can be expected, performing this search on a large team can be computationally expensive. The complexity of analytically computing the observability matrix for an arbitrarily large N-agent system, not only requires rigorously calculating the Lie derivatives and their gradients for the system, but doing so $\binom{N}{2}$ times.
Therefore, in our implementation, we only maximize the singularity-index objective function for a 3-agent sub-group. The remaining $N - 3$ nodes simply employ the information gain objective function described earlier in Section 6.2.1. By adopting this strategy, it is now possible to both actively maintain observability within the system and, when additional agents are available, actively improve the information within the system (by reducing the uncertainty in the estimate). However, it should be noted here that any agent not part of the three agent sub-group that explicitly maximizes the singularity-index (and thereby ensures full observability of its state), must take care when planning its path. Failing to keep within sensing range of at least two other agents, whose pose are fully observed, can cause the rest of the N-agent system to become unobserved.

6.3 Target Tracking Results

In this section we validate the effectiveness of our proposed singularity index control strategy on the problem of tracking a target within a large environment with only a minimal number of controllable mobile robots and no pre-deployed stationary nodes. We consider a diverse set of variations to this problem. In particular, we consider the effects of adding more robots, increasing the maximum sensor range, and benefits of a cooperative target (willing to remain stationary, while the robots can reposition themselves). In addition, we consider the variant of the target tracking scenario where the robots are not allows to enter certain regions in the environment. This scenario is derived directly from the mine clearing problem, where target might be a “special” agent/robot capable of detecting and disarming mines. At the risk of permanently losing the robots, they are not allowed to enter the keep-out regions where the target operating. In addition to presenting results of our proposed singularity-index control, we also compared it directly against the other two existing strategies discussed in this thesis; uncertainty reduction (Section 6.2.1) and leap-frog (Section 6.2.2) strategies.

We demonstrate the effectiveness of our proposed target tracking algorithm on both in simulation and in real-world experiments. Using simulation we show the algorithm’s scalability to larger groups of robots with a wider variety of robot motion models. Our real-world experiments are conducted with three robots and demonstrate effectiveness of the singularity-index based control.

6.3.1 Simulation Results

In all our experiments, we have a single target equipped with a ranging radio that moves in an unknown path within the environment without any odometry. The robots deployed to track the target are equipped with wheel encodes and a gyro (to provide odometry) and a ranging radio (to provide range measurements to the target and the other robots). The goal is to maintain an accurate, globally consistent estimate of both the target’s and robots’ position and orientation by controlling the robots to move to desirable locations. We compare the performance of the commonly used gradient-based uncertainty reducing controller and the leap-frog controller against
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Figure 6.3: A comparison of target tracking performance of different controllers are presented on four different scenarios. The blue and red bars represented the average target uncertainty and tracking error in meters respectively. (Row 1) The maximum sensor range is fixed to 50m. (Row 2) The maximum sensor range is fixed to 100m. (Col. 1) 3 robots, 1 target. (Col. 2) 6 robots, 1 target. In each of these scenarios, the mean error and uncertainty values of running 100 trials for the different controllers are reported.

The table below summarizes the results of the different controllers tested in various scenarios:

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Uncertainty (m)</th>
<th>Error (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stationary</td>
<td>0.5</td>
<td>0.1</td>
</tr>
<tr>
<td>Uncert.</td>
<td>1.0</td>
<td>0.2</td>
</tr>
<tr>
<td>Leap-Frog</td>
<td>1.5</td>
<td>0.3</td>
</tr>
<tr>
<td>SI-Control</td>
<td>2.0</td>
<td>0.4</td>
</tr>
</tbody>
</table>

our proposed singularity index controller. To properly compare the performance of the different control methods, we present both the average target position uncertainty and the average target path error. Using these metrics, we test the different controllers on four different test scenarios. In these test scenarios, we vary the number of mobile robots and maximum range of the ranging sensors. In addition to presenting the results of the gradient-based uncertainty reducing controller (“Uncert.”), the leap-frog controller (“Leap-Frog”) and the proposed singularity index controller (“SI-Control”), we include the results of forcing the robots to always remain stationary (“Stationary”), acting as stationary landmarks/nodes, to provide a baseline for our analysis. This baseline strategy can provide us an upper bound on the target error for the other methods.

Figure 6.3 presents the results of four scenarios. Each row in the figure presents results for a different maximum sensor range, 50m and 100m. Each column presents results for a different number of robots in the system; 3 robots in the first column and 6 robots in the second column. Note that in implementation of all the control strategies (except the “stationary” case, where the...
robots are not allowed to move), the maximum range of the sensors is used to ensure that the robots and target don’t move away from the sensing range of each other. The results presented in Figure 6.3 are the mean error and uncertainty values of running 100 trials of each scenario. In each of these trials, the target path is varied and the robot is initialized “near” the target’s starting location. The target path is kept uniform between each of the different strategies evaluated to allow for proper comparison of results.

Looking closer at the results, it can be observed that the proposed singularity index control offers the lowest path errors in all the scenarios. However, in terms of the lowest uncertainty, the uncertainty reduction strategy has a lower value in most scenarios. Additionally, the mean error in the target’s position for this controller is larger than the uncertainty in its estimate. This implies that the estimate is overconfident and thus incorrect. This is because, while the uncertainty reduction strategy is actively attempting to reduce the overall uncertainty in the system, it fails to ensure that the system is observable, which can make the estimate arbitrarily worse. The results also reveals that the leap-frog controller offers a reasonable result in most scenarios. This is expected because, the leap-frog controller always guarantees observability by forcing at least two robots to be stopped at any given time similar to our proposed singularity index control. Note, in the implementation of our proposed singularity index control, at most only three robots actively attempt to guarantee observability of the system. Any additional robots available are controlled using the uncertainty reduction control to aid in reducing the overall system uncertainty.

Singularity Index Control

Let us now examine our propose singularity index control in detail. Figure 6.4 shows, several snapshots taken over time, the “leap-frog” behavior that is naturally generated by the singularity-index based controller. As can be see at any given point, there are at least two robots that remain stationary (red square around black circles). In this case, there are three robots in the system and so the third robot still actively maximizing the singularity index, moves to a location is expected to have a high singularity index in the future, assuming a constant velocity model for the target’s motion. The choice of which two robots are stopped is determined by the algorithm given the expected travel direction and velocity of the target.

Figure 6.5 shows the path and corresponding target error and uncertainty over time for one of our simulation experiments. In this experiment, there were three robots tracking a target moving along a straight line. As can be see from the plot, the three robots crisscross along the target’s path naturally performing a “leap-frog” strategy. Note that, similar to the snapshots shown in Figure 6.4, only one robot (in addition to the target) moves at any given time. This is done due to the observability constraint presented previously. By ensuring the system is always observable, our approach is able to adequately contain the growth of the target’s position error well within the limits of the uncertainty in its position estimate. Figure 6.6 shows another experiment where the target’s odometry path is plotted along with its estimated and true paths. At the end of this experiment the error in the target’s estimate pose was 0.71m, while the error in its odometry was 31.7m. This result highlights the significant improvements the proposed cooperative localization
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Figure 6.4: Snapshots over time of the robots tracking a target. The robots naturally exhibit the “leap-frog” behavior when executing the singularity-index based controller. Black circles are robots, red circle in the target and a red square around black circle indicates a robot that has intentionally stopped to maintain observability rank constraints.

strategy offers when compared against using raw odometry.

**Target Tracking with a Cooperative Target**

Here we present a variation to the typical target tracking problem. Namely, in this section, we evaluate the effects of tracking the position of a cooperative target. A cooperative target is a target that assist the robots in their task. In our case, the target allows the robots to request it to remain stationary while the robots move to better positions. The inclusion of odometry information for the target has a direct effect on the accuracy of the target’s tracked position. However, the ability to request the target to remain stationary might seem like a subtle detail but offers significant gains in performance. It should be noted here that for the experiments presented here, the target also provides odometry information, which is shared to all the robots. While this is additional information is not necessary, it helps us better identify the effects of a cooperative target. Additionally, in these experiments, regardless of the number of robots present in the team, only a single robot is allowed to move. In the cases when the target is not cooperative, both the target and a single robot move at the same time.
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Figure 6.5: [Left] Target (red) and Robot (black) paths for a simulation experiment are shown. [Right] Target error (red) and uncertainty in position (blue) plotted against time. The target error is always bounded by the uncertainty, validating the simulation results.

Figure 6.6: Result from a simulation experiment in which a robot traverses a zig-zag pattern to cover a large field. This robot’s estimated path (red) and ground truth path (black dashed) are shown along with its raw vehicle odometry (green), which was simulated to have approximately $3cm/m$ error in distance traveled and $80\text{deg}/s$ drift in heading. The estimated path (red) was produced with the help of 3 additional cooperative robots that were controlled by the proposed singularity index control. After $540m$ of travel, the localization was $0.71m$ from the true position vs. $31.7m$ in the case when only odometry was used.
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Figure 6.7: Histogram of the target error and uncertainty (and their corresponding 3-sigma error bounds) averaged over 100 runs for five different resource composition and the corresponding solution derived based on our proposed singularity index control. “2R” and “3R” correspond to the straightforward cases where two/three robots are controlled to maximize the singularity index respectively. “1RCT”, “2RCT” and “3RCT” correspond to the cases where the target also cooperates with the robots in maximizing the singularity Index. When cooperating with the robots, the target’s path cannot be controlled, but it is stopped to allow the robots to move to their desired locations.

Figure 6.7 shows the results of employing our propose singularity index controller on five different target and robot teams. The first two team composition is identical to the scenarios presented earlier, except all robots in the team are tasked to maximize the singularity index (none are tasked to reduced the system uncertainty). The “2R” and “3R” cases presented in the figure refer to the case, where the team consists of two and three robots respectively. In these two cases, the target is does not act cooperatively. The other three cases, “1RCT”, “2RCT” and “3RCT” correspond to the cases where the target cooperates with the robots and the team consists of one, two and three robots respectively. As can be immediately observed, based on the unit compositions on the “1RCT” case, the minimal case where only a single robot is needed to guarantee observability is possible. However, as can seen from the results, this offers lowest performance. Additionally, the mean target path error is much closer to the mean target uncertainty. This is due to the fact that the singularity index for this case, is almost always near zero (indicating a less-than-ideal formation).

Comparing “2R” with “2RCT” and “3R” with “3RCT” reveals that in the cases where the target cooperates with the robots the reported uncertainty and error are much lower. This is primarily due to the fact that when the target cooperates, only a single agent (robot/target) moves at any given time. This causes the uncertainty growth during that period (due to odometry noise) to be lower than when both the target and a robot move. And since the measurement rate is fixed during that period of time, the solutions when the target cooperates with the robots will have a lower uncertainty and error. Additionally, by comparing “2R” with “3R” and “2RCT” with “3RCT” and “1RCT” reveals the true benefits of adding more robots to the system, with or
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Figure 6.8: Plots of the robot paths, target’s uncertainty and error over time for two of our experiments. The robots are not allowed to enter the keep-out region, where the target operates. In these experiments the keep-out region was a $50m \times 110m$ rectangle. (Left) The initial 40% of the paths with 70m maximum sensor range. (Middle) Target’s uncertainty and error over time for (Top) 70m and (Bottom) 100m sensor ranges. (Right) The initial 40% of the paths with 100m maximum sensor range.

without a cooperative target. Here we see that as we add more robots, the improvements to the target’s uncertainty and error is reduced with each additional robot.

**Target Tracking with Keep-Out Regions**

In all the experiments we have explored so far, we have assumed that the target and robot operate within an unconstrained environment. However, in most real-world applications, this is not true. Let us now look at a specific application of the target tracking problem, the mine clearing application. Let us assume that in this application, the target is a “special” agent who has the ability to find and disarm mines. The goal now is for a team of robots to assist the target in its task of clearing a large area of hidden mines. However, the robots are not allowed to enter the area where the target operates, since the robots lack the ability to detect mines so they could be destroyed if they enter this “keep-out” region. The extension of our proposed algorithm to this sub-class of the target tracking problem is straightforward. We simply limit the search space how the robots and plan paths for the robots that adhere to the keep-out regions.

Figure 6.8 shows the plot of the target’s uncertainty and error over time for two of our experiments. The key variation between the two results shown is that the maximum sensor range is varied, 70m and 100m respectively. In these experiments the keep-out region was a $50m \times 110m$ rectangle. As can be seen the sensor range makes a significant difference in the paths executed and as a result in the accuracy of the target’s estimate. With a 70m sensor range, the robots are not able to move to locations that offer better singularity index because they are either within the keep-out region or out of sensor range of the other agents. However, when the sensor range is increased to 100m the robots are able to move locations on the other side of the keep-out regions and achieve better singularity index values and thereby get a overall better localization performance.
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Figure 6.9: Result from a Real-world experiment in which a robot moves back and forth (red line shows the closed loop path) using cooperative positioning. Two robots automatically move themselves (magenta and blue lines) to improve the positioning over the vehicle odometry (green dashed line). After 55m of travel, the localization was 0.89m from the true position vs. 3.63m in the case when only odometry was used.

6.3.2 Experimental Results

In simulation, we assume an obstacle-free and unbounded environment. However, since an obstacle-free and unbounded environment is not feasible in the real-world, in our experiments, we performed our experiments in a basketball court. Additionally, due to the scale of the environments and our need to demonstrate operation in a large (almost unbounded) environments, we assume a maximum sensor range of 20m by ignoring any larger range measurements provided by our ranging radios. This enables the robots to “leap-frog” more often and thereby displaying the same behavior as if the robots had traveled past the range sensor’s true maximum range.

Figures 6.9-6.10 show the paths from two real-world experiments that were conducted. In both these experiments, there were a total of 3 agents present in the system. Two of the agents were controllable mobile agents. In the first experiment, shown in Figure 6.9, the third agent was the target (also a mobile robot with odometry) forced to follow a straight line path back-and-forth. Since the target continually traverses a back-and-forth path on a line (whose length is larger than the maximum sensor range), it is equivalent to the target continually moving along an unbounded line. As can be seen from the plot, the two robots crisscross along the target’s path performing “leap-frog” naturally. In this experiment, the target localization error at the end of the experiment was measured to be 0.89m and the error in the target’s odometry at the end of the experiment was 3.63m. In the second of the two experiments, shown in Figure 6.10, we scaled the difficulty of the tracking problem by replacing the robotic third agent with a person (with no odometry information). The person traveled a specific path (dashed line in the figure)
executing straight line movements. This control path itself was then treated as the ground truth when evaluating the accuracy of the tracking solution. As can be seen from the plot, the two robots once again crisscross along the target’s path. The average target tracking error for this experiment was measured to be 0.77m. Comparing this to the first experiment, where the target also had odometry information, it can be concluded that using the proposed cooperative control strategy it is possible to achieve good target tracking results even no odometry information is available for the target.

6.4 Chapter Summary

Here, we explored the problem of scaling to large environments with specific focus on the cooperative range-only target tracking problem. In addition, the observability analysis of a multi-agent system navigating within a feature-less environment was presented. The proposed singularity-
index controller was derived directly from this analysis to solve the coordinated localization task. This formal control strategy presents a natural metric through which robust localization of all agents in the system can be achieved in the absence of stationary features in the environment.

The effects of varying the number of robots, changing the maximum range of the sensors and benefits of a cooperative target were explored. The results revealed that adding additional robots and increasing the maximum range of the sensors provided lower target tracking error. However, with each additional robot added to the system, the relative improvement in target error was reduced (i.e. diminishing return on the target tracking error). The proposed algorithm was also compared against an uncertainty reduction technique and a heuristic leap-frog algorithm, designed specifically for accurate target tracking in the absence of stationary features. It was shown that the proposed singularity index control offers the best results in all cases.
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Chapter 7

Conclusion and Future Work

7.1 Summary

This thesis has focused on the problem of *geolocation with range*, where given range-only measurements the position and orientation of a specific entity of interest are accurately estimated. Range-only data are often the output of low-cost radio frequency based sensor alternatives to GPS. These RF ranging devices offer a unique dual to the classical GPS based localization techniques. Namely, these range sensors can operate in GPS denied environments. The work presented in this thesis offers a comprehensive solution for localization under a variety of different environments, including traditional single robot localization and SLAM, network localization and cooperative localization and target tracking. However, range-only data are particularly difficult to properly model. Highly nonlinear and multi-modal distributions are naturally generated when merging information from multiple range-only measurements. Existing strategies, either utilize a naive and inaccurate linearization in Cartesian space or rely heavily on random sampling to achieve localization of a mobile agent using range-only measurements. These techniques, while adequate for other traditional sensing modalities, are not well suited to deal with the ambiguities of range-only data.

7.1.1 Robust Position Estimation

"Linearization is a sin. But if you must linearize, do it right!"

The above statement was the motivation behind the alternate parameterization proposed in this thesis. The ROP state representation presented in this thesis, is ideal for handling the ambiguities evident in range-only measurements. This relative-over-parameterized state representation, borrowing characteristics of the polar parameterization, provides an improved linearization of the range data. Adopting this ROP parameterization offers significant boosts in performance for localization of mobile agents. A unified method for performing localization and SLAM using range data from low-cost RF nodes and odometry from wheel encoders and gyro is presented in this thesis.
The proposed method is able to accurately estimate the nonlinear probability distributions for the locations of the “features” (radio nodes) by adopting the ROP parameterization. The results presented in this article make it clear that linearization of the range data in the ROP space is much less problematic than linearization in Cartesian space. The proposed method, ROP-EKF, was compared against other existing methods in literature and tested on both the localization and SLAM problems. The experiments presented explored a wide variety of challenging scenarios including poor/no initialization, sparse data and incorrect data association. The experimental datasets presented in this thesis is also available to other researchers for benchmarking purposes.\(^1\)

The localization and SLAM results reveal that the ROP-EKF, due to its improved representation of the uncertainty distributions, was robust to the various difficult scenarios evaluated in this thesis, including global localization and sparse measurement data. The later case was explored in detail to better reveal the benefits of the proposed hybrid motion model. The hybrid motion model utilizes the ROP parameterization to provide better approximation of the nonlinear robot motion. The improved representation of the robot motion, in turn, provides improvements to the overall localization result. The combined effect of the ROP parameterization and the improved motion and measurement modeling, allows the proposed framework to produce reliable localization results (when no initialization information is available) and improved mapping results (without the need for a separate pre-filter/batch processing to initialize the nodes).

Comparing the results of the proposed approach to laser based scan matching techniques, it was shown that while the proposed range-based mapping solution has difficulty estimating heading in some cases, it offers a good complimentary solution to traditional laser based mapping techniques. In particular, when mapping environments that are challenging for existing laser based techniques due to its scale and lack of environmental features, the proposed range-based mapping solution is a good alternative.

### 7.1.2 Efficient Network Localization

Implementing a centralized algorithm to localization of a large network of nodes is an inefficient use of the resources available. In the network localization problem, devising a strategy to recruit all the nodes in the network to perform a joint decentralized localization task is desired. The loopy belief propagation algorithm, presented in this thesis, offers a solution to the decentralized network localization problem. By adopting a message passing framework, that efficiently stores and computes part of the global network localization problem at each node, the proposed loopy BP algorithm achieves accuracy with little computation performed on each node in the network. Examining the convergence property of loopy BP, it was discovered that the proposed algorithm is only guaranteed to converge when the messages are passed in a graph with no cycles/loops (i.e. a tree). This observation led to the extension that given an arbitrary graph (derived directly from the available range measurements), all communication and message passing is done on the minimal diameter spanning tree decomposition of the graph. A minimal diameter spanning tree

\(^1\)Datasets are available at http://www.frc.ri.cmu.edu/projects/emergencyresponse/RangeData/
of a graph proves to be the best spanning tree to use with loopy BP since it can reduce the number of iterations required for loopy BP to converge.

Convergence, in the case of loopy BP, is achieved when the algorithm iterates (while repeatedly passing messages across the graph/tree) for at most the number of times equal to the diameter of the tree. Testing the performance of loopy BP, it was shown that loopy BP converges to approximately the same solution as its centralized counterpart. The scalability of the proposed approach was tested on several large and small networks, including a 100 node network and on a smaller 14 node real-world sensor network. It was shown that in all these networks, the loopy BP algorithm required significantly little computation to be done on each in the network, compared to the computation required for the centralized approach.

The robustness of the proposed decentralized algorithm was demonstrated in the presence of motion within the network. The inclusion of a mobile node introduces several challenges to the decentralized localization problem. Particularly, the movement of the node can dynamically change the connectivity of the network graph. However, it was shown that in the presence of a single moving node, which dynamically alters the connectivity of the network graph over time, the proposed algorithm was able to accurately estimate both the path of the mobile node and the positions of the other stationary nodes.

### 7.1.3 Scaling to Large Environments

A key assumption that is often made in traditional localization and SLAM problems is that there will always be features (or sensor nodes) within the operational environment. When a mobile agent wishes to localize its position, it is often the case that it observes a feature in the environment and refines its position with respect to the feature. With sparse distribution of features, the accuracy of the estimate will be reduced. However, the estimate can still be globally aligned and shown to be consistent with respect to the feature’s pose. This is not the case without stationary features in the environment for the mobile agent to observe. In these cases, it is necessary for any available mobile agent in the environment to cooperate with one another to ensure that they can retain a globally consistent estimate. This specific problem is addressed by the proposed singularity index control.

Global consistency is lost when an agent relies purely on its odometry models with no means to correct drift in its odometry. Correcting this drift by observing other moving agents that also rely only on odometry will only delay the inevitable drift of the agent’s pose. Intelligent control and coordination of the mobile agents can further help reduce the overall drift observed by each individual agent in the environment. The proposed singularity index control offers one such control strategy directly derived from the observability analysis of the system. It was shown that given range-only measurements, at least one of the mobile agents needs to be able to observe its absolute position in order to minimally gain full observability of the system. Alternatively, if absolute positioning capability is not available, at least one of the mobile agents needs to remain stationary (acting as a stationary feature) for the other agents to localize themselves with respect to the stopped agent. The proposed algorithm takes the minimal observability condition one step
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Further and ensures that at least two agents remain stationary at any given time. This helps avoid any rare instances where the desired observability condition can only be guaranteed if the agents travel a large distance.

The proposed singularity index control is tested on a wide variety of simulation and real-world experiments, focusing primarily on the problem of cooperative target tracking. The effect of varying the number of robots, changing the maximum range of the sensors and benefits of a cooperative target were explored. The results revealed that adding additional robots and increasing the maximum range of the sensors provided lower target tracking error. However, with each additional robot added to the system, the relative improvement in target error was reduced (i.e. diminishing return on the target tracking error). The proposed algorithm is also compared against an uncertainty reduction technique and a heuristic leap-frog algorithm, designed specifically for accurate target tracking in the absence of stationary features. It is shown that the proposed singularity index control offers the best results in all cases. Additionally, by tasking any extra robots to reducing the uncertainty in the system, the proposed algorithm remains competitive compared to existing strategies. Further results with a cooperative target and a constrained environment revealed the flexibility and robustness of the proposed controller.

7.2 Contributions

This thesis has developed an unified framework for solving the problem of geolocation with range that considers the entire span from nonlinear and decentralized position estimation to intelligent control for aiding estimation, all in a robust, efficient and scalable manner. Specifically, this thesis develops the following general contributions:

1. A polar parameterization designed to accurately model the nonlinear and multi-modal distributions encountered in range-only estimation.
2. A hybrid motion model designed to better represent the nonlinear distributions in robot motion.
3. A decentralized estimation algorithm based on loopy BP, which scales well to large network of nodes and dynamic network changes.
4. Convergence to the centralized solution of loopy BP framework on spanning-trees of graphs with cycles.
5. A multi-robot control strategy that tightly coordinates the motion of the robots to maintain observability and achieves a globally consistent estimate of their position.
6. Evaluation of the proposed approach on an extensive collection of simulation and real-world experiments.
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The results in this thesis lays the foundation for a unified framework of position estimation with range-only sensors. While the work presented here offers a robust, efficient and scalable solution, it also opens up a number of new avenues for future research.

7.3.1 3D Range-only Position Estimation

Pose estimation in 3D is a challenging problem. The 2D estimation problems presented in this thesis are themselves non-trivial due to the large ambiguities in the range data. However, with the addition of an extra dimension, the ambiguity in range-only measurement is made worse. While the methods presented in this thesis and other prior work primarily focus on the 2D range-only pose estimation problem, the 3D problem is mostly ignored. While there are many ways to address this problem, the naive approach of extending the proposed ROP parameterization to utilize the spherical coordinates rather than the polar coordinates might seem to be the most straightforward approach. However, when multiple range measurements are merged, the resulting uncertainty distribution is widely varied and might not be easily represented in a naively extended ROP parameterization.

It would be interesting to fully consider the nonlinearities and multi-modalities in the 3D range-only pose estimation problem. Other parameterizations, such as the parameterization presented by Stump et. al [61], might provide motivation for accurate representation of the nonlinear measurement distributions that arise when dealing with 3D range data.

7.3.2 Improved Multi-modal Representation

One particular drawback of the localization and SLAM technique presented in this thesis is its method for handling multi-modal distributions. Currently, a multi-hypothesis filter is adopted to deal with the multiple solutions that can be generated by range data. However, this approach utilizes a heuristic threshold to determine when a hypothesis should be added or removed. It would be desirable if such decisions can be made automatically by the filter.

Realizing that the key variation between the multiple hypotheses is the parameter $\theta$, corresponding to the angle in the polar component of the state, it is possible to re-parameterize the states such that multiple variations of the state $\theta$ can be added to the same state vector. This was the idea behind the approach proposed by Caballero et. al [9]. Their approach extends the ROP parameterization presented in this thesis to include multiple $\theta^i$ terms in the state vector, where the estimated $\theta$ is given by a mixture of Gaussian representation with different means. While this approach is able to accurately capture the multi-modalities due to the “flip” ambiguity, other multi-modal solutions caused by the correlations between by many nodes is not fully represented by this extended parameterization. It is therefore necessary to further explore this mixture of Gaussian representation to identify possible re-parameterizations that enable better alternatives to the multi-hypothesis filtering approach presented in this thesis.
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7.3.3 Dynamic Reconfiguration of Network Graph

In the loopy BP framework, the convergence of the belief rests on the assumption that the graph remains unchanged over time. If the edges in the graph change rapidly, the local observation from a given node might not have had enough time to propagate through the entire network. This could easily lead to the loss of critical information necessary for proper convergence of the system.

This problem is of particular interest to us because in our networks, the mobile nodes (the robots) tend to constantly move. As a robot moves in and out of sensing range of other nodes, it is constantly breaking and adding edges in the graph. To make matters worse, the continuous input of new measurements into the system never allows the system to fully converge. Therefore, a naive strategy of forcing the robot to wait until the estimate converges before moving is unreasonable. Additionally, note that the experimental network localization result presented in this thesis consists of a single mobile node. The presence of the single mobile node introduced dynamic changes to the network graph over time. Each time the network graph changed, a new spanning tree needed to be computed, changing the communication links between the nodes and requiring additional computation to be done at each node in the network. However, given that only a small portion of the network graph varied over a short period of time, it was acceptable to utilize the proposed approach, recomputing the spanning tree of the graph every few steps when the current spanning tree was no longer a valid spanning tree of the network graph.

In a mobile network where every node in the network could move, it might be necessary to recompute the spanning tree each step. This, however, is not very practical. Therefore, it is crucial to develop a strategy to specifically address this problem and provide improved convergence in such time-varying graphs.

7.3.4 Cooperative Localization in Obstacle-filled Environments

The controllers that have been developed and proposed thus far do not model the presence of obstacles in the environment. Therefore, they are limited to operating in obstacle-free environments. Naively applying these methods to a cluttered environment could produce undesirable behavior. In the target tracking domain this could cause the robots to become separated from the target.

Figure 7.1 presents one such example. In this example it is assumed that the robot is equipped with a non-line-of-sight ranging sensor. As can be seen, the controller that doesn’t consider the obstacles in the environment, generates a trajectory that leads the robot into a culdesac. Once the robot is in the culdesac, the robot will either get stuck in the culdesac or (with adequate reasoning) back track to navigate around the obstacles to continue tracking the target. Nevertheless, the robot has lost precious time during which the target could have moved out of the robot’s sensing region or at the very least the accuracy of the tracking has degraded.

Developing methods that can incorporate information from an obstacle map to generate trajectories that avoid obstacles, in turn avoiding sub-optimal tracking configurations, is desirable.
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Figure 7.1: Presents an example scenario where failing to plan for the obstacles in the environments leads the robot (blue rectangle) into a culdesac, a sub-optimal configuration for tracking the target (green circle). The solid line represents the planned trajectory of the robot. The dashed line is true future trajectory of the target.

The changing uncertainty in the estimate of the robot’s position introduces an additional challenge to the obstacle avoidance problem, where, planning trajectories based on the expected mean of the robot’s estimate is no longer sufficient. Instead, it is necessary to plan such that any and all possible positions of the robot avoid the obstacles. Future extensions should incorporate this extension to the controller presented above for maintaining global consistency in large environments.

7.3.5 Reduced Communication Overhead

The loopy BP approach presented in this thesis is designed to reduce the work performed by each node in the network. However, as a result the amount of information that needs to be shared between the nodes is increased. While the computational gains and memory requirements for the proposed algorithm were minimized, the communication requirements for the system were not explored. It is therefore necessary to further explore this topic and attempt to identify optimizations to the proposed loopy BP algorithm that could result in reduced communication between the nodes.

A possible direction to pursue in attempting to solve this problem is to look at the novelty of the information being shared between nodes. If the nodes did not receive any significantly new information since the previous time step when messages were shared between the nodes, then their local beliefs would not have changed very much. Thus, sharing a much smaller message which only encodes the small change might be sufficient to achieve the same overall result. Techniques for identifying the novelty of a second message given the first can be found in the information theory literature. Utilizing such techniques it is possible to achieve reduced commu-
7. Conclusion and Future Work

communication among the nodes in a network.
Appendix A

Combining Range Data with Laser Data

In this section we explore the task of sensor fusion to incorporate the proposed range-only SLAM algorithm with the classical laser based (range and bearing) SLAM. Traditional range and bearing SLAM deals with the task of mapping an environment using a sequence of laser scans. These measurements are matched using some scan matching algorithm using the robot’s estimated position to bootstrap the matching. While there are many methods proposed in the past to solve this problem, here we will specifically focus on the benefits offered by range-only SLAM to aid/improve the laser based range and bearing SLAM.

A.1 Aiding Laser-based SLAM

Recently Rao-Blackwellized particle filters have been introduced as effective means to solve the laser based range and bearing SLAM problem, [25] and [27]. The key idea of the Rao-Blackwellized particle filter for SLAM is to estimate a posterior $P(x_{1:t}, u_{0:t})$ about potential trajectories $x_{1:t}$ of the robot given its observations $z_{1:t}$ and its odometry measurements $u_{0:t}$ and to use this posterior to compute a posterior over maps and trajectories:

$$P(x_{1:t}, m|z_{1:t}, u_{0:t}) = p(m|x_{1:t}, z_{1:t})P(x_{1:t}, z_{1:t}, u_{0:t})$$  \hspace{1cm} (A.1)

This can be done efficiently, since the posterior over maps $P(m|x_{1:t}, z_{1:t})$ can be computed analytically given the knowledge of $x_{1:t}$ and $z_{1:t}$, as explained by Grisetti et al. [27]. The maps $m$ are occupancy maps that represent the environment as empty space or obstacle filled.

To estimate the posterior $P(x_{1:t}|z_{1:t}, u_{0:t})$ over the potential trajectories, Rao-Blackwellized mapping uses a particle filter in which an unique/individual map is associated to each particle in the filter. Each map is built using the observations $z_{1:t}$ and the trajectory $x_{1:t}$ of the corresponding particle over time. When new odometry data is received, each particle is propagated using a standard probabilistic odometry motion model. Additionally, a simple scan matching strategy is employed to minimize the accumulation of odometric errors during mapping. A probabilistic model of the residual errors of scan matching process is then used for the resampling steps. When
the particles are resampled, the maps corresponding to the original particle is carried over to the new particle. Similarly, if a particle is not selected during resampling, its pose and corresponding map are forgotten.

**Incorporating Range-Only SLAM with Range and Bearing SLAM** While the Rao-Blackwellized particle filter tends to perform well when presented with accurate odometry data, in many cases if the odometry has significant drift, the resultant occupancy map generated by the filter could diverge. However, in such cases the use of range measurements to stationary nodes in the environment can help improve the robot’s estimate, thus resulting in a better laser map. Here, a method for fusing the range-only measurements to stationary nodes in the environment is presented.

In this sensor fusion approach, each particle now maintains a separate, independent estimate of the node locations in addition to maintaining its own occupancy map. The node location estimates are updated using the range-only EKF update model described earlier (Section 4.2). Additionally, the occupancy map is also updated normally by the Rao-Blackwellized particle filter. The likelihood of each particle, however, is computed based on both the occupancy map and the node location estimates. The revised posterior is written as follows:

\[
P(x_{1:t}, m, n | z_{1:t}, u_{0:t}) = p(m | x_{1:t}, z_{1:t}) p(n | x_{1:t}, z_{1:t}) P(x_{1:t} | z_{1:t}, u_{0:t})
\]

(A.2)

where, \( n \) is the node location estimates (assumed independent of the occupancy map). Utilizing this hybrid filter, we are able to achieve improved performance, even in the presence of large odometric drifts characteristic of cheap sensors.

**A.2 Mapping Results**

In our experiments, we adopt the publicly available *GMapping* algorithm for our classical Rao-Blackwellized particle filter implementation [26]. An extended version of the GMapping algorithm, modified to deal with range-only data from a ranging radio, is used for our hybrid filter implementation. Figure A.1 reveals the performance of the hybrid filter in a large environment. Here both the standard and hybrid filters are only allowed to utilize at most 50 particles. The restriction on the particle count, the size of the loops in the environment and the odometric noise in the system combine to provide a difficult problem for the classical Rao-Blackwellized particle filter. As can be seen from the figures, the standard filter tracks a sparsely sampled set of particles which produces the poor estimate that is observed. This effect is due to the the particle depletion problem encountered by the standard filter.

Particle depletion is a problem that arises when the number of particles available for use by the filter is not sufficient to accurately represent the true uncertainty distribution. This forces the filter to rely on random sampling to guess the best solution within a large set of possible solutions. In contrast to the standard filter, the hybrid filter is able to perform very well in this challenging test scenario with the same (limited) number of particles, without suffering the same
particle depletion problem. This is because the range-only data from the ranging radios can help remedy the “growing” ambiguities encountered by the robot when attempting to perform loop-closure over a large distance. In particular, with laser data the variance of each measurement is low, while the ambiguities introduced by poor data association leads to large uncertainty in the long run for laser-based SLAM (where the distance traveled between laser-based loop-closures is large). In contrast, while the variance in range data from ranging radios is higher, the absence of data association ambiguity and non-LOS ranging capability allows the hybrid filter to provide a solution consistent with the node map achieving “loop-closure” more often and for longer duration than with the laser scanner alone. This helps improve the accuracy of the laser-based SLAM solution reported by the filter.

It should be noted here that the standard filter can indeed perform well in this experiment if it had been allowed to utilize enough particles to avoid particle depletion. However, in applications and scenarios where the number of particles needed to avoid particle depletion (in the standard filter) is too large for online execution on a robot, it might be beneficial to utilize a hybrid filter, such as the one presented above, and ranging radios to provide improved performance with limited number of particles and computational overhead.
Figure A.1: (Top) Groundtruth occupancy map created using an offline batch scan alignment process (CARMEN robotics toolkit [43]). (Middle) Occupancy map estimated using a standard Rao-Blackwellized particle filter (GMapping algorithm [26]). (Bottom) Occupancy map estimated by the hybrid algorithm which fuses the range-only measurements with the laser based range and bearing measurement. The blue dots are the estimated node locations and the green dots are the groundtruth node locations. Note that both standard (Middle) and hybrid (Bottom) filters are only allowed to utilize 50 particles. This limitation is enforced to help highlight a failure case of the standard filter caused by the particle depletion problem. However, results show that the hybrid filter is able to both accurately localize the ranging nodes and also achieve a better occupancy map with the same number particles.
Appendix B

Observability Analysis for Cooperative Target Tracking

B.1 Observability Analysis of 3 Moving Agents

Continuing the discussion presented in Chapter 6.2.3, here we present the complete expanded versions of the first-order Lie derivatives and their gradients.

Recall the Lie derivatives of \( h(X) \) and their gradients for the system described in Eq. 6.5-6.6:

*The Zeroth-order Lie derivative \( (\mathcal{L}^0 h(X)) \)*

\[
\mathcal{L}^0 h(X) = h(X) = [r_{01}, r_{02}, r_{12}]^T
\]

where \( r_{ij} = \sqrt{(x^i - x^j)^2 + (y^i - y^j)^2} \). The corresponding gradient is

\[
\nabla \mathcal{L}^0 h(X) = \begin{bmatrix}
H^x_{01} & H^y_{01} & 0 & -H^x_{01} & -H^y_{01} & 0 & 0 & 0 & 0 \\
H^x_{02} & H^y_{02} & 0 & 0 & 0 & -H^x_{02} & -H^y_{02} & 0 \\
0 & 0 & 0 & H^x_{12} & H^y_{12} & 0 & -H^x_{12} & -H^y_{12} & 0 
\end{bmatrix}
\]

where,

\[
H^x_{ij} = \frac{(x^i - x^j)}{r_{ij}} \quad \text{and} \quad H^y_{ij} = \frac{(y^i - y^j)}{r_{ij}}
\]
The First-order Lie derivative ($\mathcal{L}^1_{f_1} h(X), \mathcal{L}^1_{f_2} h(X), ..., \mathcal{L}^1_{f_6} h(X)$)

$$\mathcal{L}^1_{f_1} h(X) = \nabla \mathcal{L}^0 h(X) \cdot f_1 = \begin{bmatrix} (\cos(\theta^0)H_{x0} + \sin(\theta^0)H_{y0}) \\ (\cos(\theta^0)H_{x0} + \sin(\theta^0)H_{y0}) \\ 0 \end{bmatrix}$$  \hspace{1cm} (B.4)

$$\mathcal{L}^1_{f_2} h(X) = \nabla \mathcal{L}^0 h(X) \cdot f_1 = \begin{bmatrix} -(\cos(\theta^1)H_{x0} - \sin(\theta^1)H_{y0}) \\ (\cos(\theta^1)H_{x0} + \sin(\theta^1)H_{y0}) \\ 0 \end{bmatrix}$$  \hspace{1cm} (B.5)

$$\mathcal{L}^1_{f_3} h(X) = \nabla \mathcal{L}^0 h(X) \cdot f_1 = \begin{bmatrix} -(\cos(\theta^2)H_{x0} - \sin(\theta^2)H_{y0}) \\ -(\cos(\theta^2)H_{x0} + \sin(\theta^2)H_{y0}) \\ 0 \end{bmatrix}$$  \hspace{1cm} (B.6)

$$\mathcal{L}^1_{f_4} h(X) = \mathcal{L}^1_{f_5} h(X) = \mathcal{L}^1_{f_6} h(X) = [0, 0, 0]^T$$  \hspace{1cm} (B.7)

with gradients:

$$\nabla \mathcal{L}^1_{f_1} h(X) =$$

$$\begin{bmatrix}
\cos(\theta^0) & \sin(\theta^0) & 0 \\
\cos(\theta^0) & -\sin(\theta^0) & 0 \\
0 & 0 & 0
\end{bmatrix}$$

where

$$\begin{align*}
\theta_1 &= \alpha_1, \\
\theta_2 &= \alpha_2, \\
\theta_3 &= \alpha_3
\end{align*}$$

$$\nabla \mathcal{L}^1_{f_2} h(X) =$$

$$\begin{bmatrix}
\cos(\theta^1) & 0 & 0 \\
0 & \cos(\theta^1) & 0 \\
0 & 0 & 0
\end{bmatrix}$$

where

$$\begin{align*}
\theta_1 &= \alpha_1, \\
\theta_2 &= \alpha_2, \\
\theta_3 &= \alpha_3
\end{align*}$$
B.2 Observability Analysis of 3 Moving Agents, 1 Agent with Absolute Positioning Capabilities

\[ \nabla L_{f_0}^0 h(X) = \begin{pmatrix}
H^x_{01} & H^y_{01} & 0 & -H^x_{01} & -H^y_{01} & 0 & 0 & 0 & 0 \\
H^x_{02} & H^y_{02} & 0 & 0 & 0 & 0 & -H^x_{02} & -H^y_{02} & 0 \\
0 & 0 & 0 & H^x_{12} & H^y_{12} & 0 & -H^x_{12} & -H^y_{12} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix} \]

where

\[ \begin{align*}
a_1 &= \frac{t_0}{\sqrt{v_0}} \\
a_2 &= \frac{x_0 - x_1}{\sqrt{(x_0 - x_1)^2 + (y_0 - y_1)^2}} \\
a_3 &= \frac{y_0 - y_1}{\sqrt{(x_0 - x_1)^2 + (y_0 - y_1)^2}} \\
a_4 &= 2y_1 - 2y_0 \\
a_5 &= 2x_0 - 2x_1 \\
a_6 &= 2x_1 - 2x_0 \\
a_7 &= 2y_0 - 2y_1 \\
a_8 &= 2y_1 - 2y_0
\end{align*} \]

\[ \nabla L_{f_2}^1 h(X) = \nabla L_{f_4}^1 h(X) = \nabla L_{f_6}^1 h(X) = 0_{9 \times 3} \text{ zero-matrix} \]

Note that the notation used in the above expanded versions of the first-order Lie derivatives is slightly different. However, their relation to the notation used previously is straightforward: \(x_0 \rightarrow x^0, y_0 \rightarrow y^0, t_0 \rightarrow \theta^0, v_0 \rightarrow \nu^0 \) and \(w_0 \rightarrow \omega^0\), similarly for all agents \(i\).

B.2 Observability Analysis of 3 Moving Agents, 1 Agent with Absolute Positioning Capabilities

Following the same approach as in the previous section, here we present the complete expanded versions of the zeroth-order and first-order Lie derivatives and their gradients for a 3-agent system where one agent has absolute positioning capability. The Lie derivatives of \(h(X)\) and their gradients are:

The Zeroth-order Lie derivative (\(L^0 h(X)\))

\[ L^0 h(X) = h(X) = [r_{01}, r_{02}, r_{12}, x^2, y^2, \theta^2]^T \]

where \(r_{ij} = \sqrt{(x^i - x^j)^2 + (y^i - y^j)^2}\) and the pose (position and orientation) of robot 2 is added to the measurement vector. The corresponding gradient is

\[ \nabla L^0 h(X) = \begin{pmatrix}
H^x_{01} & H^y_{01} & 0 & -H^x_{01} & -H^y_{01} & 0 & 0 & 0 & 0 \\
H^x_{02} & H^y_{02} & 0 & 0 & 0 & 0 & -H^x_{02} & -H^y_{02} & 0 \\
0 & 0 & 0 & H^x_{12} & H^y_{12} & 0 & -H^x_{12} & -H^y_{12} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix} \]
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where,
\[
H_{ij}^x = \frac{(x^i - x^j)}{r_{ij}} \quad \text{and} \quad H_{ij}^y = \frac{(y^i - y^j)}{r_{ij}} \tag{B.10}
\]

*The First-order Lie derivative \((\mathcal{L}^1_{f1} h(X), \mathcal{L}^1_{f2} h(X), \ldots, \mathcal{L}^1_{f6} h(X))\)*

\[
\mathcal{L}^1_{j_1} h(X) = \nabla \mathcal{L}^0 h(X) \cdot f_1 = \begin{bmatrix}
(c_1 \theta^0 H_{01} + \sin(\theta^0) H_{01}^y) \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix} \tag{B.11}
\]

\[
\mathcal{L}^1_{j_3} h(X) = \nabla \mathcal{L}^0 h(X) \cdot f_1 = \begin{bmatrix}
-(c_1 \theta^1 H_{01}^x - \sin(\theta^1) H_{01}^y) \\
0 \\
(c_1 \theta^1 H_{12}^x + \sin(\theta^1) H_{12}^y) \\
0 \\
0 \\
0 \\
0
\end{bmatrix} \tag{B.12}
\]

\[
\mathcal{L}^1_{j_5} h(X) = \nabla \mathcal{L}^0 h(X) \cdot f_1 = \begin{bmatrix}
-(c_1 \theta^2 H_{02}^x - \sin(\theta^2) H_{02}^y) \\
-(c_1 \theta^2 H_{12}^x - \sin(\theta^2) H_{12}^y) \\
\cos(\theta^2) \\
\sin(\theta^2) \\
0 \\
0 \\
0
\end{bmatrix} \tag{B.13}
\]

\[
\mathcal{L}^1_{j_2} h(X) = \mathcal{L}^1_{j_4} h(X) = [0, 0, 0, 0, 0, 0]^T \tag{B.14}
\]

\[
\mathcal{L}^1_{j_6} h(X) = [0, 0, 0, 0, 0, 1]^T \tag{B.15}
\]

with gradients:

\[
\nabla \mathcal{L}^1_{j_1} h(X) =
\]

\[
\begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1
\end{bmatrix} \tag{B.16}
\]

where

\[
\begin{align*}
& a_1 = \frac{a}{2} \\
& a_2 = (y^2 - y_0^2)^2 + (y^2 - y_1^2)^2 \\
& a_3 = (x^2 - x_0^2)^2 + (x^2 - x_1^2)^2 \\
& a_4 = 2 y_0 - 2 x_2 \\
& a_5 = 2 y_0 - 2 x_1 \\
& a_6 = 2 y_0 - 2 y_1
\end{align*}
\]
\( \nabla L^1 \delta h(X) = \)
\[
\begin{pmatrix}
\varepsilon_3y_3^2 & \varepsilon_3y_3^2 & \varepsilon_3y_3^2 & \varepsilon_3y_3^2 & \varepsilon_3y_3^2 & \varepsilon_3y_3^2 & \varepsilon_3y_3^2 & \varepsilon_3y_3^2 & \varepsilon_3y_3^2 \\
\varepsilon_3y_3^2 & \varepsilon_3y_3^2 & \varepsilon_3y_3^2 & \varepsilon_3y_3^2 & \varepsilon_3y_3^2 & \varepsilon_3y_3^2 & \varepsilon_3y_3^2 & \varepsilon_3y_3^2 & \varepsilon_3y_3^2 \\
\varepsilon_3y_3^2 & \varepsilon_3y_3^2 & \varepsilon_3y_3^2 & \varepsilon_3y_3^2 & \varepsilon_3y_3^2 & \varepsilon_3y_3^2 & \varepsilon_3y_3^2 & \varepsilon_3y_3^2 & \varepsilon_3y_3^2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

where
\( a_1 = c_3 \)
\( a_2 = (x_0 - x_2)^2 + (y_0 - y_2)^2 \)
\( a_3 = (x_0 - x_2)^2 + (y_0 - y_2)^2 \)
\( a_4 = 2y_0 - 2y_2 \)
\( a_5 = 2x_0 - 2x_2 \)
\( a_6 = 2x_0 - 2x_2 \)
\( a_7 = 2y_0 - 2y_2 \)

\( \nabla L^1 \delta h(X) = \nabla L^1 \delta h(X) = \nabla L^1 \delta h(X) = \Theta_{\delta}(3 \times 9 \text{ zero-matrix}) \)

Note once again that the notation used in the above expanded versions of the first-order Lie derivatives is slightly different. However, their relation to the notation used previously is straightforward: \( x_0 \rightarrow x^0, y_0 \rightarrow y^0, t_0 \rightarrow t^0, v_0 \rightarrow v^0 \) and \( w_0 \rightarrow \omega^0 \), similarly for all agents \( i \).

Computing the rank of the observability matrix defined in Eq. 6.11 for this system, we find that the rank of this system is \( \text{rank}(O) = 9 \). This system is, therefore, fully observable when one of the agents has access to absolute positioning information. Note that in this case, it is necessary to satisfy the following conditions: \( v^0 \neq 0 \) and \( v^1 \neq 0 \). Otherwise, if either \( v^0 = 0 \) or \( v^1 = 0 \), the vectors \( f_1 \) or \( f_3 \) be zero, then the system will no longer be observable.
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