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Abstract

The availability of road network information simplifies autonomous driving by providing useful prior information about driving environments which is valuable for planning and perception. It tells a robotic vehicle where it can drive, models of what can be expected where, and provides contextual cues that influence driving behaviors. Currently, however, road network information for driving environments is manually generated using a combination of GPS survey and aerial imagery. These techniques for converting digital imagery into road network information are labor intensive, reducing the benefit provided by digital maps. To fully exploit the benefits of digital imagery, these processes should be automated. As a step toward this goal, we present an algorithm that extracts the structure of a parking lot visible from a given aerial image. We propose a hierarchical approach to generating and evaluating candidate hypotheses. We test three different machine learning algorithms and their combinations for removing erroneous hypotheses. From the experimental results, our Markov Random Field implementation performs best in terms of false negative rate and Eigenspots performs best in terms of false positive rate.
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1 Introduction

The 2007 DARPA Urban Challenge demonstrated the potential for driverless automobiles to operate in urban daily life in the near future [28]. Important to the success of the Urban Challenge was the availability of a detailed digital road network (or map). The road network information tells a robotic vehicle where it can drive and provides contextual cues that influence the driving behavior. For example, the road network information lets the robotic vehicle know information about upcoming intersections (e.g. that the intersection is a four-way stop and that the robot must conform to precedence rules) and other fixed rules of the road (e.g. speed limits). Currently the road network information about the driving environment is manually generated using a combination of GPS survey and aerial imagery. If the robot localizes itself with respect to the same coordinate system, it knows how it can navigate the environment by first relating its current location to the map and then driving relative to roads described in the map.

Figure 1 shows an illustrative example where a robotic vehicle is entering a parking lot in a mall and is looking for an empty parking spot. According to the road network information (arrowed line and stars), the robot generates and follows a trajectory (blue dashed line) while perceiving moving objects in real-time. Since the robot knows where it can park, based on the road network information, what the robot needs to do next is to find one of the empty parking spots by using its perception system.

Figure 1: An illustrative example shows how the information of road network is used in autonomous driving. A rectangle with blue and black represents an autonomous robotic vehicle which follows a blue trajectory based on the information of the road network depicted in green straight lines. The green stars are waypoints that connect edges in the road network and the red star is a checkpoint that the robot must visit for accomplishing its task.

Techniques for converting digital images into road network information are labor-intensive and hence error-prone. Therefore it would be very useful to automatically
generate the road network information from aerial images. In this paper, as a step toward building such a property-map of road network, we present a hierarchical approach for extracting the structure of a parking lot from a given aerial image.

When looking at aerial images of parking lots, the structure is readily recognizable. Hence the goal of extracting parking lot structures might be considered easily achievable. However it is challenging due to primarily the fact that image acquisition process is inherently noisy. In this work, parking spot is the smallest unit of a parking lot. Detecting all the visible parking spots in a given image extracts much of the parking lot structure. Thus one might consider template matching as an appropriate approach because the shape of parking spots in the real world is consistent to one another at least in the same parking lot. In a typical setting of the template matching [5], we need a set of canonical templates that is used to compare to any candidate image patches. However, it is not easy to obtain a set of good templates of parking spots from a given image because their appearances are not consistent. In other words, their appearances are inconsistent to one another in the given image because of vehicle occupancy, occlusions by other structures such as trees and adjacent buildings, or different illuminations (e.g. under the shade of buildings.) In other words, although the actual width and height of a parking spot in an image might be inferred from the available prior knowledge, their intensity and chromacity values are different due to other objects in the image or different luminance conditions. Another way of handling this detection task is to utilize all the relevant geometric primitives such as straight lines and build up useful structures from the obtained primitives. Structure extraction only fails because:

- Without prior information about boundaries of a particular parking lot, it is hard to distinguish which of the extracted lines are matched to lane-markings of the parking lot;
- If the quality of lane-marking is poor, image-gradient based line extraction algorithm do not work;
- Some of the lines matched to line-markings of parking lots might be occluded by other structures in the image such as trees;
- Finally, the shapes of parking lots are only approximately regular. Their shapes look similar, but they are slightly different. Thus, the structure of parking lots needs to be analyzed individually.

In order to handle these problems effectively, we approach the task of extracting parking lot structures from aerial images hierarchically from low-level image processing procedures through high-level structure inference. The low-level layer performs image processing algorithms to obtain a set of parameters, which captures the geometric characteristics of the underlying parking lot. Using the estimated parameters, the high-level layer infers the structure by first generating parking spot hypotheses and then evaluating rectangular image patches around hypotheses with respect to their local image characteristics and global spatial pattern.

This paper is organized as follows. In section 2 we survey the literature and compare ours to the related work. Section 3 details our hierarchical image analysis for
extracting the parking lot structure from a given aerial image. This includes procedural descriptions of two different layers: low-level aerial image analysis and high-level structure inference. Section describes how we evaluate our method with the collected aerial images. Section 5 summarizes experimental findings and proposes the future work based on what we find from the experiments.
2 Related Work

There is little prior work on parking lot structure analysis from imagery. Wang and Hanson’s work is the most similar to ours in that their method analyzes parking lot structure from aerial image [31]. Our approach is different from theirs in that we only use a single aerial image to extract parking lot structure whereas they require multiple aerial images. Furthermore, their goal of parking lot analysis is to simulate and visualize parking lot activities. To detect parking lot structure, they use two different maps: a 2-dimensional intensity map and a 2.5-D elevation map. The two-dimension intensity map provides the layout of individual parking spots whereas 2.5-D elevation maps provides bumpy regions around vehicle locations. By combining these two maps they are able to identify the structure of a parking lot. A drawback of their approach is that their algorithm requires multiple aerial images which have good feature correspondences to generate the elevation map. Although there are high-quality aerial images publicly available, it is not easy to obtain multiple images with different angles on the same geographic location. Their approach is similar to ours in that they utilize periodic spatial patterns to identify parking spots.

There are two similar, but not directly related works that analyze a series of images from a fixed angle surveillance camera to detect empty parking spots. Wu and his colleagues utilize an inter-space dependency between parking spots when differentiating empty parking spots from occupied ones [35]. It would fail to investigate the local characteristics of a parking spot image patch for detecting empty parking spots because of shadow and inter-vehicular occlusions. To cope with these problems, they consider three neighboring parking spots together while determining their occupancy. To determine the availability of parking spots, they train a Support Vector Machines (SVMs) to classify a given three-parking spots patch into one of the eight classes. They define a penalty matrix and utilize a Markov Random Fields (MRFs) to resolve label conflicts between two neighboring patches. Huang and his colleagues tackle the same problem [35] of empty parking spot detection with a different approach. For detecting empty parking spots, they propose a three-layer hierarchical Bayesian network to exploit inter-dependency between parking spots [9]. To this end, they use the concept of parking blocks in which a parking spot is modeled as an equal-sized cube. Similarly we also discover boundaries of parking blocks from a parking lot image for a better understanding of the parking lot structure. In their Bayesian hierarchical detection framework, the top-layer analyzes individual parking spots based on a local characteristics, the middle-layer is the result of the top-layer’s classification with neighboring constraint, and the bottom layer is a binary classification of a parking spot’s availability based on higher layers’ outputs. Since their camera pose is fixed, it is straightforward to collect training examples for training classifiers based on conditional probabilities of three classes: “vehicle,” “ground,” and “otherwise.” For training a classifier for “vehicle” class, they represent car training data by a combination of a RGB-variant color space and chromatic information in order to reduce variances in luminance. These simple classifiers are used as the top-layer components. For the inference of the bottom layer, they generates a number of pseudo data based on parameters of parking spots’ dimension and then learn probability distributions for “empty” and “occupied” classes. By using these pseudo data, they also obtain accumulated histograms for each neighboring pair and
use these histograms to impose constraints between neighboring pairs. Their works are similar to ours in that exploit structural characteristics of parking lots by using graphical models. In other words, they assume that the availability of a parking spot can be inferred from availabilities of neighboring spots. Their works are different from ours in that they know the structure of the parking lot and they have more image data for analysis of local image features.

Our low-level image analysis classifies lane-markings from backgrounds. Lane marking detection is one of the major research areas in the development of autonomous vehicles and mobile robots. The detected lane-markings may be used for driver-assistance system and urban structure analysis from top-view aerial images. A major problem of detecting lane-marking from images is that appearance of lane-markings are not consistent because of occlusions by other objects or illuminational difference. For handling inconsistent appearance in lane-markings, researchers have used different color spaces instead of directly using RGB values. Sun and his colleagues use HSI (Hue-Saturation-Intensity) color space and devised a heuristic to determine when saturation values of images should be used [24]. Li and his colleagues devise a heuristic that converts RGB values into ones, which make lane-markings more salient [16]. A clustering algorithm is used to identify potential lane-marking image regions from the transformed image and a connected-component algorithm is used to detect lane-markings. Lipski and his colleagues also convert multiple road images in HSI color space into a top-view image and analyze local histograms of color distributions [18]. They combine these color distributions with inputs from other sensors such as lidar and radar to identify lane-markings. Another way of handling this inconsistent appearance problem is to use geometric primitives such as straight lines or curves. Hough transform and its variants have been used to extract straight lines to detect lane-markings [21], [30], [37]. Spline function and its variants have also been used to detect lane-markings and their shapes [32], [33]. We develop a binary classification for lane-marking detection and try to use parking lot structure analysis. Particularly we learn two multivariate Gaussian distributions for “lane-marking” and “non-lane marking” classes and use them to estimate conditional probabilities of a pixel given classes. Wang and Hanson manually extract parking spot lane-markings and use them to identify parking lot lane-markings [31].

For the objection recognition from given images, there have been two major concerns: efficient methods of image features representation and effective recognition methods. The Support Vector Machines has been extensively used as one of the de facto standard methods in that it is very flexible to use high-dimensional feature vectors and provide a theoretical sound background. It seeks for a hyperplane that optimally separates example space by maximizing margins between different classes [4]. However since it examines only local characteristics of input data to determine the class of data, its performance is always limited by the quality and the number of data. Turk and Pentland utilize a principal component analysis to effectively represent high-dimensional human face images into a low-dimension without much loss of the original data [27]. They choose $k$ most significant eigenvalues of the covariance matrix of face images and use the corresponding eigenvectors to form a new and low-dimensional face space. They showed a significant reduction of feature dimensions while maintaining the same performance as the one with the full feature space for their face detection task.
Although we formulate the extraction of parking lot structure as parking spot detection, it would be very useful to consider the relation between parking spots instead of only investigating them individually. Markov networks and their variants have been extensively studied in computer vision community under the topic of modeling such spatial relationships. These techniques include Markov Random Fields [6], [17], [23] or its variants Conditional Random Fields [1], [34] and Discriminative Random Fields [15]. The fundamental idea of Markov networks is that the value of an image pixel cannot be independent to those of its neighbors. To support this idea, they offer a number of ways of massaging the joint probability distribution of random variables. In particular, these techniques are flexible in modeling real-world problems because they offer the compatibility functions, which are used to model interactions among variables of interest, and provides well-defined techniques for solving learning and inference problems in the undirected graphical models. These techniques have been mainly applied to computer vision and their application areas include augmentation of range measurements by intensity image [3], generation of the optimal navigable path [20], 3D reconstruction of environments from a single image [22], image segmentation [6], object recognition [29], [7], [34], and etc. Although their application areas are different from one to another, the most frequent problem to solve is an inference problem that is to find the most probable state of the world given an image – the most probable explanation (MPE) given data [12]. We utilize a MRF to find the most probable layout of parking spots given an aerial image. Specifically, we hypothesize the locations of the true parking spots by choosing a number of image locations. In our MRF implementation, each of these hypotheses is modeled as a random variable and their joint probability distribution is factorized by undirected graph. We choose an undirected graph to estimate the joint density because it is hard to identify causal directionality among random variables. Since it is also difficult to learn the optimal structure of an undirected graph primarily due to absence of directionality among the variables, we assume that the structure of the undirected graph is given. The given structure allows only pairwise interactions among the variables. Given a particular structure and values of random variables, one of the most interesting problems to solve is to know the most likely state of the world (i.e. Most Probable Explanation). For solving this inference problem, there are three different types of inference techniques: exact inference, sampling-based approximate inference, and variational/belief propagation approximate inference [10], [12]. We choose the loopy belief propagation [6], [36] for solving the most likely labeling on parking spot hypotheses for its simple implementation.
3 Hierarchical Image Analysis for Extracting Structure of Parking Lot

This section details our method for extracting the structure of a parking lot from an aerial image. A structure of a parking lot in an aerial image is characterized by a set of parking blocks and their parking spots. Notice that we are not try to understand the complete structure of a parking lot, but instead identify the structure that is partially visible in a given image. Thus we aim to detect all the visible parking spots as the goal of extracting the structure of a parking lot. Figure 2 illustrates how a parking lot is represented in this study. A parking spot is a subregion of an aerial image in which is used for a single vehicle parking in real world. In our work, it is parameterized by its height, width, orientation of the open-end, and image coordinates of its centroid. A parking block is a row of parking spots of which open-ends are aligned to the same orientation. A parking block is also characterized by a set of parameters imposed by its parking spots and the distance between peer parking spots in the block (i.e. “D1” in the figure 2). Parking blocks are related to each other by two distance measures: the distance between conjugate parking spots (i.e. “D2”) and the distance between blocks (i.e. “D3” in the figure 2).

Figure 2: This illustration shows the representations of a parking spot and a parking block in this work.

Ideally estimation of these parameters should provide us with a clear explanation of the structure of the underlying parking lot. However, in practice, the estimated parameters about parking spots would not perfectly explain all the shapes of parking spots in the given image because the appearances of parking spots are inconsistent and the shapes of parking lots are only approximately regular. To tackle these problems effectively, we approach this problem hierarchically from low-level image processing procedures to high-level structure inference. Particularly, the low-level aerial image analysis aims to estimate parameters of a parking lot. The high-level structure inference utilize these parameters to generate parking spot hypotheses and evaluate rectangular
image patches around hypotheses to determine if they are in fact parking spots.

3.1 Low-Level Image Analysis

The low-level image analysis aims to estimate parameters of a parking lot and discover a partial structure of the underlying parking lot. To this end, the low-level aerial image analysis performs low-level image processing procedures: line extraction, line clustering, block prediction, and parameter estimation.

3.1.1 Line Extraction

Geometric primitives such as line or curve are important for structure analysis in images. Straight lines are used in many areas in image analysis and computer vision such as estimating vanishing points [13], relative depths and heights of objects, [8], driving directions [11], relative orientations in indoor [14] or outdoor [19] scene interpretations, etc. We also utilize straight lines to estimate parameters of a parking lot. For extracting lines, we use the approach proposed by [11]. The first step of this method is to compute image derivatives. The intensity gradient at each pixel is used to obtain the magnitude and the direction of the pixel. The k predefined ranges are used to quantize the gradient directions. Pixels whose gradient magnitudes are less than a threshold are filtered out in order to reduce the amount of image computation. A connected component algorithm is then utilized to group the pixels assigned the same direction, in order to form line supporting regions. Specifically, a line supporting region, \( S_j \) is a set of \( x-y \) coordinates of image pixels that have the same direction of image intensity gradient. A line is parameterized by its orientation, \( \theta \), and distance from the origin, \( \rho \). These line parameters are computed from the eigenvalues and eigenvectors of the matrix, \( D_j \), associated with a line supporting region, \( S_j \). That is,

\[
S_j = \{(x_{j,1}, y_{j,1}), \ldots, (x_{j,n}, y_{j,n})\}
\]

\[
D_j = \begin{bmatrix}
\sum_r \hat{x}_r^2 & \sum_r \hat{x}_r \hat{y}_r \\
\sum_r \hat{x}_r \hat{y}_r & \sum_r \hat{y}_r^2
\end{bmatrix}
\]

where \( \hat{x} = x_r - \bar{x} \) and \( \hat{y} = y_r - \bar{y} \) are the dispersion from the mean pixel coordinates, and \( \bar{x} = \frac{1}{n} \sum_r x_r \) and \( \bar{y} = \frac{1}{n} \sum_r y_r \). Let us denote \( \{\lambda_k, v_k\}_{k=1}^m \) the result of eigen analysis of the matrix, \( D_i \), where \( v_k \) is the kth eigenvector and \( \lambda_k \) is its corresponding eigenvalue, respectively.\(^1\) The direction of a line, \( \theta \) is determined by the eigenvector associated with the largest eigenvalues, \( v_1 \).

\[
\theta = \tan^{-1}(v_{1.2}, v_{1.1}),
\]

\[
\rho = \bar{x} \cos \theta + \bar{y} \sin \theta
\]

where \( v_{1.2} \) is the second component of the first eigenvector, \( v_{1.1} \) is the first component of the first eigenvector, and \( (\bar{x}, \bar{y}) \) is the mid point \( x-y \) coordinates of the line segment, respectively. Some of the extracted lines are ignored if their lengths are less than the predefined threshold. Figure 3 shows the results of this line extraction process.

\(^1\)Since we are concerned with two-dimensional images, there are two eigenvectors. However, this approach can be easily generalized to \( n \)-dimensional data.
3.1.2 Line Clustering

A majority of extracted lines in the figure 3 align with lane markings of the underlying parking lot. However, some of them come from other image regions such as boundaries of the parking lot or contours of other adjacent buildings. Since we only want the lines aligned with the line-markings of the parking lot, it is necessary to remove lines that do not belong to parking lot structure. To this end, we group the extracted lines into clusters where individual clusters have consistent orientation and length. The cluster with the largest member is the one that has most of lines attached to the lane markings of a parking lot. Figure 4 shows a result of this line clustering process. The cluster with the largest member is selected and all of the lines belonging to this cluster are used for parameter estimation. Figure 4(b) shows these selected lines.

3.1.3 Parameter Estimation

The filtered lines from the line clustering process are used to estimate parameters of parking spot. As a first step, we quantize the lengths and compute the mode of the quantized lengths to estimate the nominal height of parking spot. Next, we build Euclidean distance matrix of all possible line pairs, quantize the distance and compute the mode to obtain the height of parking spots within a lot. Lastly we quantize orientations of lines and compute the mode again to estimate the orientation of parking spots’ open-end. Figure 5(a) shows the extracted lines that satisfy these parameters of a parking spot. By using these lines, the low-level image analysis proposes the initial hypotheses on the true parking spots. Figure 5(b) shows the initial parking spots.
Figure 4: The extracted lines are grouped into clusters based on their orientations and lengths. The $x$-axis is line length, $l \in [\text{min}(\text{line length}), \text{max}(\text{line length})]$ and the $y$-axis is line orientation, $\theta \in [-\pi, \pi]$. The $\text{min}(\text{line length})$ and $\text{max}(\text{line length})$ are heuristically chosen to filter out lines that are either longer or shorter than ones that are considered as parts of parking lot structure. To obtain the best result, we apply two well-known clustering algorithms: $k$-means and Expectation and Maximization (EM) [4]. We find a slight difference in their results and use the simpler and faster one, $k$-means algorithm. Only the selected lines from the clustering are used for parameter estimation.

Figure 5: The extracted lines are again filtered out and then used to proposal the initial parking spot hypotheses.

### 3.1.4 Parking Block Identification

In order to estimate distances between parking blocks, parking blocks must first be generated from the detected parking spots. To this end, we project the centroids of all the initial parking spot hypotheses onto a virtual line whose orientation is the mean
(a) A (green) vertical line represents the beginning of a parking block, the red line indicates the end of a parking block. The distance between peer parking spots (i.e. $D_1$ in the Figure 2) is used to determine the distance between the red and green lines. The $x$-axis is $\rho$ and the $y$-axis is $\theta$.

(b) Seven different (green) solid lines over parking spots represent discovered parking blocks.

Figure 6: A heuristic is used to discover parking blocks from the initial parking spot hypotheses.

of the initial parking spots’ orientation. This projection returns distances of centroids from the origin, $\rho$.

$$\rho_i = c_{i,x} \cos(\theta_i) + c_{i,y} \sin(\theta_i)$$

where $c_{i,x}$ and $c_{i,y}$ are image coordinates of parking spot centroid and $\theta_i$ is the open-end orientation of the $i$th parking spot. After projections, boundaries between parking blocks are clearly appeared as shown in 6(a). The distance between peer parking spots (i.e. $D_1$ in the Figure 2) is used to determine boundaries between parking blocks. From the discovered parking blocks, we finish the parameter estimation by computing three distances between parking blocks (i.e. $D_1$, $D_2$, and $D_3$ in the Figure 2).
There are 32 (Green) squares that represent the initial parking spot hypotheses. Rectangular image patches around hypotheses depict candidate parking spots that are evaluated to see if their local image characteristics are similar to those of true parking spots.

Boundaries of the initial candidate parking spots are completely determined.

Figure 7: Rectangular image patches around the initial parking spot candidates are completely determined.

3.2 High-Level Structure Inference

The high-level structure inference is intended to detect all the visible parking spots in an image. To this end, it generates parking spot hypotheses and evaluates rectangular image patches around the hypotheses to evaluate if they are parking spots. A hypothesis represents an image location that represents the centroid of a potential parking spot. A rectangular image patch around the hypothesis is evaluated to determine if a local characteristic of the image is similar to that of a true parking spot.

3.2.1 Hypothesis Generation

As mentioned earlier, a hypothesis generation process selects image regions that are potentially parking spots based on the initial parking spots detected by the low-level analysis. For each parking spot hypothesis, a rectangular image support region is selected based on the estimated width and height of the parking spot and paddings around the boundaries. Figure 7 shows the progress of this process.

To cover the set of image regions that possibly contain true parking spots, we use the image coordinates of centroids of the initial parking spot hypotheses as the starting points in each of the discovered parking blocks. We then generate parking spot hypotheses by selecting image locations through three processes: interpolation, extrapolation, and block prediction. Figure 8 shows the interpolation process that chooses image regions within a parking block. Figure 9 shows the process of the extrapolation step that investigates outside parking block boundaries to generate parking spot hypotheses.

Figure 9(b) shows the generated parking spot hypotheses through the initial proposal, interpolation, and extrapolation steps. However, as seen in the Figure 9(b), there are three parking blocks that are not covered by the hypothesis generation process. These parking blocks are left undiscovered because there are not any initial parking spot hypotheses proposed in them. To discover these missing parking blocks, we use...
The hypothesis generation begins an interpolation step to cover the empty space within a parking block.

The empty spaces within parking blocks are completely covered by parking spot hypotheses after the interpolation.

Figure 8: The hypothesis generation performs interpolation to generate parking spot hypotheses within a parking block.

The hypothesis generation begins an extrapolation step to cover the empty image regions outside of a parking block.

The empty image spaces outside parking blocks are completely covered by parking spot hypotheses after the extrapolation.

Figure 9: The hypothesis generation performs an extrapolation to generate parking spot hypotheses outside of a parking block boundaries.

3.2.2 Hypothesis Evaluation

There are $n$ candidate parking spots obtained from the hypothesis generation process, $g_1, g_2, \ldots, g_n$. Figure 11 shows a complete set of candidate parking spots. Each of the candidate parking spots is evaluated to determine if it is a parking spot. We formulate this decision problem as a binary classification problem for assigning a label, $y_i \in \{-1, +1\}$, to a given image patch (i.e. a candidate parking spot), $g_i$.

$$\Omega(g_k) = \begin{cases} 
+1 & \text{if } g_k \text{ is parking spot} \\
-1 & \text{otherwise} 
\end{cases}$$

where $g_k$ is a $m$-dimensional column vector. In particular, the dimension of the $k$th candidate parking spot is originally, $g_k = \text{height} \times \text{width}$. It is converted into a $m$-
Squares show candidate locations for examining parking blocks. The estimated parking block distances are used to generate these locations.

Image regions around each square are examined by projecting the initial parking spot hypotheses onto the candidate region.

We assume that there is a parking block if the similarity between the initial parking spot hypotheses and image regions around the square is greater than the predefined threshold.

Figure 10: The hypothesis generation performs an extrapolation to generate parking spot hypotheses outside of a parking block boundaries.

There are 206 candidate parking spots generated through initial proposal, interpolation, extrapolation, and block prediction.

A dimensional feature vector, \( \mathbf{g}_k = [m \times 1] \) where \( m \) is height \( \times \) width and individual components in a feature vector is an intensity value of a gray image. For the binary classification, we use three different machine learning techniques: Support Vector Machines (SVMs), Eigenspots, and Markov Random Fields (MRFs).

**Support Vector Machines** SVMs is a supervised learning algorithm that seeks a hyperplane between classes by maximizing margins between them [4]. We choose SVMs as one of the hypothesis evaluation methods because it is easy to use and it is
very useful to handle high-dimensional feature vectors. For training SVMs, we use the initial parking spot hypotheses as positive examples and manually choose the same number of the negative examples from the image. A 10-fold cross validation is used to find the optimal parameters such as the width of Gaussian kernel and the penalty parameter.

**Eigenspots** Recall that each of the hypothesis evaluation methods needs to examine \( m \)-dimensional column vector. Since the number of available candidate parking spots is much less than the dimension of a feature (e.g. \( m \) is usually greater than 3,000 in this work), SVMs may not perform well. We need either a sufficient amount of data or an efficient feature representation method to deal with this problem. Since it is not easy to collect a sufficient amount of training data, particularly from a given image, we worked on the development of a better and more efficient feature representation method that represents our high-dimensional feature vector in a low-dimensional space. Turk and Pentland [27] developed a feature representation method called “Eigenfaces.” The method utilizes principal component analysis (PCA) [4] to represent high-dimensional human face images in a low-dimension eigenspace. Motivated by this method, in our application, we find the principal components of the initial candidate parking spots (or the eigenvectors of the covariance matrix of the initial candidate parking spots) and treat a parking spot as a point (or vector) in a very high dimensional (parking spot) space. These eigenvectors may be thought of as a set of features that together characterize the variation between the initial candidate parking spots. Each individual parking spot can be represented in terms of a linear combination of the “Eigenspots.” In other words, a rectangular image patch of a parking spot hypothesis can be approximated using only the “best” eigenspots, i.e. those that have the largest eigenvalues for capturing most of the variance within the initial candidate parking spots. The best \( M \) eigenspots span an \( M \)-dimensional subspace of all possible parking spot image patches, where \( M \ll m = |\text{height} \times \text{width}| \). From the initial candidate parking spots, the average parking spot is defined by

\[
\Psi = \frac{1}{|\text{initial}|} \sum_{i=1}^{|\text{initial}|} g_i
\]

and the variance is measured by

\[
\Phi = g_i - \Psi.
\]

In order to find a set of \( M \) orthogonal vectors, \( \mathbf{u}_M \), which best describe the distribution of parking spot data, we compute the eigenvectors and their corresponding eigenvalues of the covariance matrix, \( \Sigma = \Phi^T \Phi \). Figure 12 shows examples of Eigenspots. Each of eigenspots is in fact a new orthonormal basis in parking spot space. To use these eigenspots for the binary classification, we compute the distance between any new image patch, \( g \), and the origin of the eigenspot space. To this end, we need first to compute the variance of a given image patch from the mean parking spot, \( g - \Psi \) and then project the variance onto these eigenspots, \( ||E^T(g-\Psi)||^2 \). Each of the eigenspots has different contributions on the classification decision based on their eigenvalues. Thus the distance needs to be scaled in order to make all the contributions of eigenspots equal, \( ||D^{-1/2}E^T(g-\Psi)||^2 \). For a given new image patch, we compute the distance \( T(g) \) from the origin of the eigenspot space:

\[
T(g) = ||D^{-1/2}E^T(g-\Psi)||^2
\]

\[
= (g - \Psi)^T E D^{-1/2} D^{-1/2} E^T (g - \Psi)
\]

For SVM implementation, we use libsvm which is publicly available at http://www.csie.ntu.edu.tw/~cjlin/libsvm/
\[
(g - \Psi)^T \Sigma^{-1} (g - \Psi)
\]

where \( D \) is a diagonal matrix that has the eigenvalues, \( \lambda_1, \ldots, \lambda_m \), \( E \) is a matrix of which columns are the eigenvectors of the covariance matrix, and \( T(g) \) is in fact the Mahalanobis distance [26] from the origin of the eigenspot space.

Figure 12: Thirty-two eigenspots are obtained.

**Markov Random Fields** Our first two methods only consider the local characteristics of an image patch to do the binary classification. Thus their performance is limited by the distribution of the training data. That is, their decisions will be inaccurate when the majority of parking spot hypothesis patches are occupied by vehicles (or occluded by other structures) when they are trained with empty parking spot patches. Therefore it is useful to investigate image patches around the patch of interest as well as look at the local characteristics of the image patch. An image patch is highly likely a parking spot when the majority of neighboring patches are parking spots, even the local characteristics of the patch is unlikely classified as a parking spot. To implement this idea, we use a pairwise Markov Random Fields (MRFs) [17]. A pairwise MRFs, \( H \), is an undirected graphical model that factorizes the underlying joint probability distribution, \( P(G) \), by a set of pairwise cliques. An undirected graph, \( H \), is comprised of a set of nodes and their edges where a node represents a random variable and an edge between nodes represents dependence between them. Specifically a rectangular image patch is modeled as a random variable and their joint probability distribution is factorized by the given undirected graph structure. In this work, there are two different types of nodes: observed and unobserved nodes. An observed node corresponds to an image patch whereas an unobserved node is the true label of the observed node. Although we observe the value of a node \( (G_k = g_k) \), the true label of the node \( (Y_k = y_k \in \{-1, +1\}) \) is not observed. The task is then to compute the most likely values of \( Y \) (i.e. whether a hypothesis \( (g_i) \) is parking spot \( (y_i = 1) \) or not) given the structure of the undirected graph, \( H \), and characteristics of image patches, \( G \). Figure 13 shows the MRFs designed

\[\text{There may be bigger cliques in the graph, but the pairwise MRF only consider pairwise cliques.}\]
for our task.

\[ P(G) = P(G_1 = g_1, \ldots, G_n = g_n) = \frac{1}{Z} \prod_{i=1}^{N} \Phi(G_i, Y_i) \prod_{j \in N(i)} \Psi(G_i, G_j) \]

where \( \Phi(G_i, Y_i) \) is a node potential, \( \Psi(G_i, G_j) \) is an edge potential, \( Z \) is the partition function. Since these potential functions only measure the compatibility between two random variables, the partition function is needed to ensure that \( P(G) \) is a probability distribution. \( N(i) \) is neighbor nodes of the \( i \)th node where we consider the first-order neighbors.

Figure 13: The MRFs used in our work is presented. The empty circles represents unobserved random variables (labels) while the gray circles are observed random variables (image patches).

The MRF is defined through the following potentials:

- The node potential is estimated by a Gaussian Mixture model (GMM) [4] where we assume that candidate parking spots are generated from a mixture of multivariate Gaussian distributions. In order to generate a candidate parking spot, we need first to choose one of the multivariate Gaussian distributions and then generates the patch based on parameters of the chosen Gaussians. In this case, parameters are a mean vector and a covariance matrix. Learning GMM is to estimate parameters of individual Gaussian distributions and their priors from a set of positive and negative examples. Then the likelihood of a patch given GMM is formulated by

\[ P(Y = y_i | G_i = g_i) = \frac{P(g_i | y_i)P(y_i)}{P(g_i)} = \frac{1}{(2\pi)^{m/2} | \Sigma_i|^{1/2}} \exp \left[ -\frac{1}{2} (g_i - \mu_i)^T \Sigma_i^{-1} (g_i - \mu_i) \right] \]

*To obtain a Gaussian Mixture model, we use GMMBayes available from http://www.it.lut.fi/project/gmmbayes/*
We can drop $P(y_i)$ because we have the same number of positive and negative examples.

$$\Phi(G_i, Y_i) = \phi(G_i) = P(Y = y_i | G_i)$$

Since we have two labels, each node has two potentials: a potential being a parking spot, $\Phi(G_i, Y_{i+1})$ and the other potential being not a parking spot, $\Phi(G_i, Y_{i-1})$.

- The edge potential is modeled by Potts model [17] as follows:

$$\Psi(G_i, G_j) = \psi(G_i, G_j) = \exp \left\{ -\beta \times (G_i - G_j)^2 \right\}$$

where $\beta$ is a penalty factor for label disagreement between nodes. For example, if $\beta = 0$, edge potentials are identical regardless of the label disagreement and only node potentials are used. The value of an unobserved node is an average of the neighboring nodes and has lots of noise. On the contrary, if $\beta = \infty$, only the edge potentials are meaningful and the node potentials are ignored.

We use the MRFs for estimating the most likely labels of individual parking spot candidates in a given aerial image. To obtain the solution for such inference problem, we use loopy belief propagation because the exact inference is infeasible due to the large number of nodes [12]. We use loopy belief propagation because it is easy to implement and its output is generally reasonable. Loopy belief propagation is a message passing algorithm that estimates marginals, belief($G_i$), over nodes at the convergence. The exchanged messages affect the computation of marginals.

$$\text{belief}(G_i) = \eta \phi(G_i) \prod_{j \in N(i)} \delta_{j \rightarrow i}(G_i)$$

$$\delta_{j \rightarrow i}(G_i) = \psi(G_j) \psi(G_j, G_i) \prod_{k \in N(j) \setminus i} \delta_{k \rightarrow j}(G_j)$$

where $\eta$ is a normalization constant and $\delta_{j \rightarrow i}(G_i)$ is a message from the $i$th neighbor about what the $j$th neighbor believes the value of the $i$th node should be. For the case of undirected graphs with loops, the loopy belief propagation does not always guarantee to converge. If it converges, it is usually overconfident about the marginals. However, as a solution to the most probable explanation (MPE), it provides reasonable (or at least) useful answers because correct density estimation is not the main concern [6], [36].
4 Experimental Results

The goal of this work is to extract the parking structure from an aerial image. As a first step, we present results for detecting the visible parking spots in an image. We results from three different hypothesis evaluation algorithms and their combinations: SVMs, Eigenspots, MRFs, SVMs with Eigenspots, and MRFs with GMM. Since the performance of these methods are highly dependent on the candidate parking spots generated by the initial proposals and hypothesis generation, we are also interested in investigating how well the hypothesis generation algorithms perform.

(a) Data A: “Dicks.”
(b) Data B: “Townhouses.”
(c) Data C: “Dorment.”
(d) Data D: “Heinzfield.”
(e) Data E: “Lowes.”
(f) Data F: “Costco.”
(g) Data G: “Centre Ave.”

Figure 14: We use 7 different parking lot aerial images for testing our method. These images are parking lots around Pittsburgh and collected from the Google map service.

We collect a number of aerial images from the Google map service because it is readily available. For this study, we only use seven of the aerial images for evaluating the usefulness of our methods. Figure 14 shows aerial images used in these tests. There are 1,151 visible parking spots across these different aerial images. Table 1 shows statistics of data.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parking Spots</td>
<td>189</td>
<td>84</td>
<td>116</td>
<td>272</td>
<td>222</td>
<td>177</td>
<td>91</td>
<td>1,151</td>
</tr>
<tr>
<td>Parking Blocks</td>
<td>10</td>
<td>6</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>4</td>
<td>62</td>
</tr>
</tbody>
</table>

Table 1: Statistics of data.

\(^{5}\text{http://map.google.com}\)
For training SVMs, we use the candidate parking spots initially obtained from the low-level analysis as positive examples. Although they are hypotheses on the true parking spots, we observe that their estimates are quite accurate. We manually generate negative examples from each aerial image. The initial candidate parking spots are also used to build Eigenspots and determine the threshold for the binary decision. For the MRF inference, we build a mesh from the layout of parking spot hypotheses (Refer to Figure 10(c)) where a node in the grid corresponds to an image patch. We again use positive and negative examples to obtain GMM and use the obtained GMM to estimate node potentials. We observe the results by varying $\beta$ in the range 0 to 10 with steps of size 2.

In order to organize outputs of individual methods, we use a 2-way contingency table shown as in Table 2. It summarizes outputs of binary classifiers in terms of four possible outcomes: true positive ($a$), false positive ($b$), false negative ($c$), and true negative ($d$).

<table>
<thead>
<tr>
<th>True</th>
<th>Output</th>
<th>positive</th>
<th>negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>positive</td>
<td>$a$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>negative</td>
<td>$c$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: A contingency table is used to measure performances of binary classifiers. The rows of the table are a classifier’s outputs and the columns are true labels. Each cell represents one of the four possible outcomes. For example, $a$ is the number of a classifier’s outputs that are positive and they are classified as positive (i.e. True-Positives).

We compile this two-way contingency table per output of individual methods and compute the following measures:

- Precision, $p = \frac{a}{a + b}$, if $a + b > 0$, otherwise undefined
- Recall, $r = \frac{a}{a + c}$, if $a + c > 0$, otherwise undefined
- False positive, $fp = \frac{b}{b + d}$, if $b + d > 0$, otherwise undefined
- False negative, $fn = \frac{c}{a + c}$, if $a + c > 0$, otherwise undefined
- Accuracy, acc = $\frac{a + d}{a + b + c + d}$, if $a + d > 0$, otherwise undefined

We first investigate the usefulness of our initial proposals and hypothesis generation. Since each of the hypothesis evaluating methods investigates only the hypotheses that are formed by hypothesis generation and the initial proposals, it is important to know how good they are.

Figure 15 shows the micro-averaged performance of the initial proposal and the hypothesis generation. A micro averaged performance is computed by merging contingency tables over seven different images and then using the merged table to produce performance measures. Surprisingly the initial proposal has zero false positive rate. In
other words, the output of the initial proposals are all true parking spots. The output of the initial proposals would be very useful if they are used directly for a robot navigation without hypothesis evaluation. A false positive output is quite risky for robot navigation. Since a false positive example indicates that there is a parking spot hypothesis classified as a parking spot which is not in fact a parking spot. In the worst case, a false positive output might make a robotic vehicle drive somewhere that the robot should not drive. Despite having no false positives, the initial proposals correctly identifies only 24.67%, on average, of the true parking spots (284 out of 1,151 parking spots.)\(^6\) That is, the initial proposal has a high false negative rate (i.e., 75.33% = 867 = 1,151-284, on average), meaning that 75 percentages of true parking spots are not detected. This may cause another problem for robot navigation: an autonomous robotic vehicle won’t be able to park itself even if there are plenty of parking spots available. If the total number of correctly detected parking spots are only 25 percent of all the available parking spots, the robot would conclude that no parking spots are available for the moment. By contrast, hypothesis generation has a relatively low false negative rate, but a high false positive rate. For the hypothesis generation, false positive rate does not really matter because all of the generated hypotheses will be evaluated. However, the false negative rate is important because there is no way to detect the true parking spots if

\[^6\text{The initial proposals correctly classifies 32 out of 189 for Data A, 49 out of 84 for Data B, 90 out of 116 for Data C, 61 out of 272 for Data D, 27 out of 222 for Data E, 15 out of 177 for Data F, and 10 out of 91 for Data G.}\]
they are not covered by the hypothesis generation. In other words, if the hypothesis generation does not form hypotheses over particular image regions, the true parking spots in those image regions will be eliminated from hypothesis evaluation process and thus not detected. On average, our approach misses 15.73% of true parking spots. To clearly identify the relationship between the performance of the hypothesis generation algorithm and the hypothesis evaluation methods, we analyze outputs from two aerial images. Table 3 and 4 show the performance of these stages on two images. In the Table 3, there are 189 visible parking spots in the aerial image A. Although the low-level analysis proposes 32 parking spot hypotheses, it miss 83% of the true parking spots. As hypothesis generation is executed the interpolation through the block prediction, the number of parking spot hypotheses is increased. Accordingly the false negative rate is decreased, but the false positive rate is increased. At the end of the process, the hypothesis generation covered 100% true parking spots (i.e. zero false negative). This results in the hypothesis evaluation showing good performance (see Figure 16(a)). On the contrary, if the initial proposals and the hypothesis generation do not generate a good set of parking spot hypotheses, the performances of hypothesis evaluation methods are accordingly poor. Table 4 shows that the initial proposal only cover 9% of the true parking spots. This leads to poor parameter estimation of the underlying parking lot. In turn the hypothesis generation fails to discover several parking blocks that increases the false negative rate. The poor parameter estimation also increases the false positive rate. Overall, as shown in Figure 16(b), the performances of the hypothesis evaluation methods are degraded.

<table>
<thead>
<tr>
<th>Data A (&quot;Dicks&quot;)</th>
<th>False Negative</th>
<th>False Positive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Truth (189)</td>
<td>0.83</td>
<td>0.00</td>
</tr>
<tr>
<td>Initial Proposals (32)</td>
<td>0.63</td>
<td>0.00</td>
</tr>
<tr>
<td>Interpolation (37; 69)</td>
<td>0.23</td>
<td>0.06</td>
</tr>
<tr>
<td>Extrapolation (90; 159)</td>
<td>0.00</td>
<td>0.09</td>
</tr>
<tr>
<td>Block Prediction (47; 206)</td>
<td>0.00</td>
<td>0.09</td>
</tr>
<tr>
<td>Hypothesis Generation (206)</td>
<td>0.00</td>
<td>0.09</td>
</tr>
<tr>
<td>SVMs</td>
<td>0.01</td>
<td>0.09</td>
</tr>
<tr>
<td>Eigenspots</td>
<td>0.20</td>
<td>0.008</td>
</tr>
<tr>
<td>SVMs w/ Eigenspots</td>
<td>0.02</td>
<td>0.07</td>
</tr>
<tr>
<td>MRFs w/ GMM</td>
<td>0.01</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Table 3: A set of well-defined hypotheses on the true parking spots helps hypothesis evaluation methods improve the performance. The numbers after semicolon represent the accumulated numbers of parking spot hypotheses. For example, after the interpolation process, the sum of the generated hypotheses is 69.

Figure 17 shows the global performance comparisons on seven different images. To measure global performance accurately we use another averaging method: the macro-average which is computed by producing per dataset performance measures first, and then averaging the corresponding measures. While the micro-averaged performance is biased toward the data with the most samples, the macro-averaged one is biased to-
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SVMs w/ Eigenspots
MRFs

Data A
(a) Performance comparison on Data A, “Dicks.”

Data F
(b) Performance comparison on Data F, “Costco.”

Figure 16: Performances of the hypothesis evaluation methods are dependent on those of the initial proposals and the hypothesis generation.

<table>
<thead>
<tr>
<th>Data F (“Costco”)</th>
<th>False Negative</th>
<th>False Positive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Truth (177)</td>
<td>0.91</td>
<td>0.00</td>
</tr>
<tr>
<td>Initial Proposals (15)</td>
<td>0.85</td>
<td>0.00</td>
</tr>
<tr>
<td>Interpolation (11; 26)</td>
<td>0.56</td>
<td>0.51</td>
</tr>
<tr>
<td>Extrapolation (143; 169)</td>
<td>0.56</td>
<td>0.51</td>
</tr>
<tr>
<td>Block Prediction (0; 169)</td>
<td>0.56</td>
<td>0.51</td>
</tr>
<tr>
<td>Hypothesis Generation (169)</td>
<td>0.56</td>
<td>0.51</td>
</tr>
<tr>
<td>SVMs</td>
<td>0.48</td>
<td>0.36</td>
</tr>
<tr>
<td>Eigenspots</td>
<td>0.44</td>
<td>0.05</td>
</tr>
<tr>
<td>SVMs w/ Eigenspots</td>
<td>0.53</td>
<td>0.30</td>
</tr>
<tr>
<td>MRFs w/ GMM</td>
<td>0.50</td>
<td>0.33</td>
</tr>
</tbody>
</table>

Table 4: The performances of the initial proposals and hypothesis generation limit the performance of hypothesis evaluation methods.

ward the dataset with the fewest samples. Under both averaging schemes, Eigenspots perform best in terms of false negative rate while MRFs outperform other methods in terms of the lowest false positive rate. For most of the data, the results follow the same trend with the exception of data, “F.” For data “F,” since there were not enough number of the initial parking spot hypotheses, all the parking spot hypotheses are poorly generated. That is, most of the rectangular image patches around hypotheses include non-parking spot image regions. This increases high false positive of all the hypothesis evaluation methods. A small number of the initial parking spot hypotheses also increases false negative rate because parking block prediction fails to detect the four missing parking blocks.
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5 Conclusions and Future Work

From our experience in the 2007 DARPA Urban Challenge, we believe that the road network information is important for autonomous driving. By providing strong priors on driving environments, this information facilitates perception and planning. However, techniques for converting imagery into the road network information are labor-intensive, hence error-prone. Therefore it would be very useful to automatically generate the road network information from the given aerial images. As a step toward this goal, we developed an image analysis method that extracts the parking lot structure from a given image.

Since any simple template matching techniques and utilizations of geometric primitives would fail to successfully perform this task due to illumination variation and noisy image acquisition, we approach this task hierarchically. Particularly the low-level aerial image analysis performs low-level image processing procedures to estimate parameters of the underlying structure of parking lot. Based on the estimated parameters, the high-level structure inference extracts the structure of a parking lot by generating and evaluating hypotheses on the true parking spots. Specifically, the high-level structure inference examines rectangular image patches around parking spot hypotheses to determine if they are in fact parking spots. We use three different machine learning
algorithms and their combinations as hypothesis evaluation methods. From the experimental results, we found that the initial proposal and the hypothesis generation limit performances of hypothesis evaluation methods. In the current implementation, any hypothesis evaluation methods examine only image regions around parking spot hypotheses. For the generated hypotheses, all the hypothesis evaluation methods showed promising results in that they have less than 10% false positive and less than 17% false negative rate. Particularly Eigenspots showed the best performance in false positive rate whereas MRFs with GMM performed best in terms of false negative rate.

As we pointed out earlier, it is important to generate a set of good parking spot hypotheses. Particularly it is important to have (almost) zero false negative hypothesis generation because the parking spots missed by hypothesis generator will be eliminated by hypothesis evaluation. Our foremost effort on improving the results will be made on improving the performances of the initial proposal and the hypothesis generation. Figure 18 shows three challenging parking lot images. Each of these images poses a unique challenge in that parking lot in the images have more than one orientation of parking lot lane marking; they contain regions in a high-contrast illumination change; vehicles in the images occlude substantial parts of images; the quality of lane-markings are poor. Although our methods showed a promising result on extracting parking lot structure, it would not effectively deal with these challenging cases. To effectively handle these cases, we would like to work on the following aspects of our current method.

- To handle variance in illumination, we would like to use spatial filters such as Gabor filter [5] or HOG filter [2]. They have been shown to be robust to changes in illumination and texture in various computer vision applications.

- To handle inconsistent appearances of parking spots, we would like to further examine limitations of Eigenspots and investigate other techniques such as kernel Principal Component Analysis (PCA) or Independent Component Analysis (ICA) [4]. We believe that this would help us generalize representation of parking spots from limited number of initial candidate parking spots.

- To effectively utilize the initial candidate parking spots, we would like to investigate how to assign confidence values on these initial parking spots. Currently we treat them as positive examples of the true parking spots without verifying their qualities. To confidently use them as positive examples, we need to estimate how well they represent true parking spots.

- Using confidence values, we would like to investigate how we approach the task of detecting parking spots in the study of self-supervised learning. A self-supervised learning approach is attractive in the sense that human intervention is not required. To this end, we could generate a set of the negative examples automatically or develop a method that only uses positive examples. One of the ideas to automatically generate negative examples is to utilize the EM algorithm. Particularly, if we provide EM with random image patches from a given image, the ratio of negative examples to the total number of image patches, and the set of positive examples, EM would automatically generate negative examples.
from these image patches. One approach for using only positive examples is to utilize the max-margin markov network algorithm [25]. We believe that this algorithm would improve the performance of our method because this algorithm provides us with a way of combining a strength of SVMs (i.e. useful in handling a high-dimensional feature vector) and an advantage of using MRFs (i.e. useful in capturing a global spatial pattern in images.).

- We will work on generating road network information for parking lots given images. To this end, we will begin by identifying boundaries of parking lots.
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(a) The parking lot image is challenging in that the parking lot has more than one dominant open-end orientations, the image contains regions in high-variant in illumination, and parked buses completely occluded a certain portion of parking lot.

(b) Our current implementation of line extraction won’t be effectively able to extract lines from a densely parked image region. Accordingly the number of the initial parking spot hypotheses would be small. This might lead the high-level structure inference to miss a large portion of parking spots.

(c) The current line extraction method might fail to extract a sufficient number of lines from this image because of a poor-quality in lane-markings.

Figure 18: Three challenging parking lot images are shown. Our current method might not effectively handle these three images due to multiple lane-marking orientations, high-contrast illumination, significant occlusions, and poor quality in line-markings.
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