
Carnegie Mellon University
Research Showcase @ CMU

Dissertations Theses and Dissertations

Spring 4-2017

The Development, Evaluation and Applications of
a Neuromechanical Control Model of Human
Locomotion
Seungmoon Song
Carnegie Mellon University

Follow this and additional works at: http://repository.cmu.edu/dissertations

This Dissertation is brought to you for free and open access by the Theses and Dissertations at Research Showcase @ CMU. It has been accepted for
inclusion in Dissertations by an authorized administrator of Research Showcase @ CMU. For more information, please contact research-
showcase@andrew.cmu.edu.

Recommended Citation
Song, Seungmoon, "The Development, Evaluation and Applications of a Neuromechanical Control Model of Human Locomotion"
(2017). Dissertations. 952.
http://repository.cmu.edu/dissertations/952

http://repository.cmu.edu?utm_source=repository.cmu.edu%2Fdissertations%2F952&utm_medium=PDF&utm_campaign=PDFCoverPages
http://repository.cmu.edu/dissertations?utm_source=repository.cmu.edu%2Fdissertations%2F952&utm_medium=PDF&utm_campaign=PDFCoverPages
http://repository.cmu.edu/etd?utm_source=repository.cmu.edu%2Fdissertations%2F952&utm_medium=PDF&utm_campaign=PDFCoverPages
http://repository.cmu.edu/dissertations?utm_source=repository.cmu.edu%2Fdissertations%2F952&utm_medium=PDF&utm_campaign=PDFCoverPages
http://repository.cmu.edu/dissertations/952?utm_source=repository.cmu.edu%2Fdissertations%2F952&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:research-showcase@andrew.cmu.edu
mailto:research-showcase@andrew.cmu.edu


The Development, Evaluation and Applications
of a Neuromechanical Control Model

of Human Locomotion
Seungmoon Song
CMU-RI-TR-17-24

April, 2017

Submitted in partial fulfillment of the
requirements for the degree of

Doctor of Philosophy in Robotics

Robotics Institute
Carnegie Mellon University

Pittsburgh, PA 15213

Thesis Committee:
Hartmut Geyer, Chair

Christopher G. Atkeson
Stelian Coros

Auke J. Ijspeert, EPFL

Copyright c© 2017 Seungmoon Song





Abstract
The neural control of human locomotion is not fully understood. As current ex-

perimental techniques provide only partial and indirect access to the neural control
network, our understanding remains fragmentary with large gaps between detectable
neural circuits and measurable behavioral data. Neuromechanical simulation studies
can help bridging these gaps. By testing a hypothesized controller in neuromechani-
cal simulations, one can evaluate the plausibility of the controller and propose exper-
imental studies which can further investigate the hypothesis. Better understanding
the control of human locomotion will change the way we design rehabilitation treat-
ment and engineer assistive devices.

This thesis first investigates how much of human locomotion control can be ex-
plained by spinal reflexes using neuromechanical simulations. It is known that the
spinal control is essential in generating locomotion behaviors in humans, which leads
to two central questions: “how does the lower layer controller in the spinal cord gen-
erate the motor stimulations?” and “how is this lower layer controller modulated
by the higher layer brain control to realize different locomotion tasks?” To investi-
gate these questions, we propose a hierarchical control model with two layers, where
the lower-layer control consists of spinal reflexes, and the higher-layer sends a few
commands to modulate this lower layer control. In neuromechanical simulations,
this model can generate diverse human locomotion behaviors, including walking
and running, adapting to slopes and stairs, and changing locomotion directions and
speeds. Furthermore, its reactions to a range of unexpected disturbances during nor-
mal walking are remarkably similar to those observed in human experiments. The
simulation results suggest following answers to the central questions: “the motor
stimulations of many human locomotion behaviors can be generated by chains of re-
flexes” and “different locomotion behaviors can be realized by a reflex-based unified
controller that is modulated by the higher-layer control.”

The latter part of this thesis presents three studies of using the neuromechanical
control model either as a simulation testbed for studying human locomotion or as
a robotic controller for legged machines. First, the neuromechanical model is used
to study human foot biomechanics. The walking simulations with different foot de-
signs suggest that the windlass mechanism in human feet saves metabolic cost during
walking, and this saving does not come from the compliance of the feet, which is one
component of this mechanism. Second, the age-related skeletal, muscular, and neu-
ral changes are applied to the model to investigate why the metabolic cost increases
and the regular walking speed reduces in elderly people. The increase of metabolic
cost of the elderly model is mostly attributed to weakened muscles, and we find mus-
cle fatigue as a plausible performance criterion that suggests slower walking speed
for the elderly model. In the last study, we adapt the neuromechanical model for a
bipedal robot ATRIAS. With the controller, ATRIAS could walk on a rough terrain
with unknown height changes of ± 20 cm in a sagittal plane physics simulation.
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Chapter 1

Introduction

1.1 Problem Statement

The neural control of human locomotion is not fully understood. Locomotion is prevalently

treated as a basic motor control task and is extensively studied in animals including humans

[196, 205, 216, 229]. Fully understanding the control of human locomotion can have profound

impacts across various fields. For instance, the understanding can lead us to new rehabilitation

treatment and assistive devices. Furthermore, the knowledge of human locomotion control can

be transferred to designing and controlling legged machines.

Much of our current knowledge about human locomotion control relies on experimental stud-

ies. However, due to the lack of experimental techniques that can identify full neural control

networks, the knowledge remains fragmentary with large gaps between detectable neural circuits

and measurable behavioral data. For instance, although different neural control mechanisms of

the spinal cord, such as central pattern generators (CPGs) and reflex pathways, are observed in

animal experiments, the specific roles and contributions of each mechanism remain unclear, es-

pecially in human locomotion control. Neuromechanical simulation studies may help to bridge

these gaps. By neuromechanical simulations we mean physics simulations that model the human

neuro-musculo-skeletal properties involved in locomotion. Control models hypothesized based
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on experimental observations can be investigated in these neuromechanical simulations. Such

investigations are useful in studying human locomotion since they allow to assess control results

at the behavioral level which involve complex muscle and segment dynamics. For example, if a

certain control algorithm inherently cannot generate stable walking it is unlikely that such control

algorithm is encoded in the human neural network. Similarly, simulation studies may propose

neural circuits, which seem to be necessary for realizing certain control function, as guides for

experimental search.

However, existing computational neuromechanical models of human locomotion barely gen-

erate normal walking and have limited predictive ability. Only the most advanced models can

generate steady walking and running in 3-dimensional (3D) [103], and how the models can be

extended for diverse locomotion behaviors is not clear. In addition, few models generate human-

like kinematics, dynamics and muscle activations for normal walking, which is probably a basic

requirement as a predictive testbed. Moreover, most neuromechanical models consist of both

CPGs and reflex circuits without analyzing the contributions of each control mechanism to the

generation of locomotion behaviors [103, 247].

1.2 Approach

This thesis investigates how much of the control of human locomotion can be explained with

spinal reflexes. Although CPGs are often assumed to play important roles in human locomotion,

it is not clear if they even exist in humans [24, 156, 187]. On the other hand, the responses

against unexpected disturbances within a short time delay clearly show the existence of spinal

reflexes, and that these responses change in different locomotion phases and tasks suggest that

the reflex pathways are modulated in a functionally useful way [38, 231]. However, the specific

functionalities of each reflex pathway remain speculative, and how the interplay of different

reflex pathways contributes in the overall locomotion behaviors is not understood. In this thesis,

a spinal control network consisting of solely reflex pathways is proposed, and how much of

2



human locomotion behaviors can be generated and predicted by the proposed model is tested.

To this end, a previously proposed sagittal plane reflex-based model [88] is extended into

3D with a neural control circuitry organized in 10 functional spinal-reflex modules. It is first

tested whether the control parameters optimized for energy efficient walking, which is widely

accepted as a primary criterion of human locomotion [3, 287], result in kinematics, dynamics

and muscle activations observed in normal human walking. Furthermore, the capability of the

proposed model in explaining diverse human locomotion behaviors is assessed by optimizing the

control parameters in different environments and for different locomotion tasks. The plausibility

of the proposed model is further investigated by comparing its reactions to a range of unexpected

disturbances with those of humans during normal walking.

In addition, this thesis presents three example studies of using the neuromechanical model:

two studies use the model as simulation testbeds for studying human locomotion and one study

adapts the model to control a bipedal robot. In the first study, the model is used to study human

foot biomechanics. The model is adapted to walk with different biomechanical foot designs, and

the resulting energetic costs are analyzed. The second study investigates the physiological origin

of elderly gait. Age-related skeletal, muscular and neural properties are applied to the model,

and the resulting simulations are analyzed to explain why the metabolic cost during walking

increases and the preferred walking speed reduces in elderly people. The last study adapts the

neuromechanical model to a locomotion controller for bipedal robots. The robustness of the

adapted controller, which maps the neuromechanical model to a robot topology and emulates

it to generate desired motor torques, is investigated in a high-fidelity simulation of the bipedal

robot ATRIAS.

1.3 Contributions

This thesis proposes a neuromechanical control model that can explain diverse human locomo-

tion behaviors, evaluates the plausibility of the proposed model using a range of unexpected
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disturbances, and demonstrate how the model can be adapted to a simulation testbed for study-

ing humans and to a robotic controller for leg machines. To our knowledge, the presented model

is so far the only neuromechanical control model that demonstrates such diverse locomotion be-

haviors and is evaluated by its responses against a range of unexpected disturbances. Moreover,

the studies of using the model as simulation testbeds provide scientific insights into human foot

biomechanics and elderly gait performance, and the adaptation of the model into a robotic con-

troller provides an alternative locomotion controller for legged machines. More implications are

discussed in Chapter 7.

1.4 Thesis Overview

We first review what is known about human locomotion motor control and explain how neu-

romechanical modeling studies may contribute to extending our knowledge (Chapter 2). Then,

we describe our human neuromechanical simulation environment, including the human muscu-

loskeletal model and the control parameter optimization process (Chapter 3). In this simulation

environment, we propose a neuromechanical control model that can generate diverse locomotion

behaviors of humans (Chapter 4). We further investigate the plausibility of this control model by

comparing its reactions to a range of unexpected disturbances with those of humans during walk-

ing (Chapter 5). Next, we present how we use this neuromechanical model as simulation testbeds

to study the effects of changes in different physiological properties to gait and as a robotic con-

troller for legged machines (Chapter 6). Finally, we conclude this thesis by summarizing the

studies and discussing their contributions (Chapter 7).
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Chapter 2

Background

The central question of this thesis for developing human locomotion control is “how does the

neural control system of humans generate the muscle activation stimulations for locomo-

tion?” Since locomotion is a basic motor control task for animals and is considered to involve

the fundamental mechanisms of the central nervous system (CNS), the neural control of loco-

motion in a number of species has been extensively studied. For some species with relatively

simple neural systems, such as certain mollusks, the neural locomotion controllers have been

investigated at the behavioral and the circuitry levels [196]. However, understanding the motor

control at the circuitry level and interpreting the role of each circuit at the behavioral level are

difficult in more complex species, such as humans. Therefore, much of our knowledge about

the locomotion control of humans relies on extrapolating from what is known in simpler animals

[39, 196].

This chapter reviews the current understanding and computational models of human locomo-

tion. Section 2.1 reviews the basic neural control mechanisms observed in animal experiments,

and Section 2.2 explains how these mechanisms extrapolate to human locomotion control. Most

of the current knowledge on the locomotion control of animals and humans relies on experi-

mental studies and has large gaps between detectable neural circuits and measurable gait data.

Section 2.3 introduces computer simulation studies of neural control models, including the model
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this thesis presents, which may be used to bridge these gaps.

2.1 Observations of Neural Controls in Animals

The current understanding of neural controls in animals is reviewed in this section. First, exper-

imental studies on a marine mollusk, Clione limacina, is reviewed as an example of a detailed

investigation from the cellular level to the behavior level of the locomotion control in a simple

animal (Sec. 2.1.1). In more complex animals, however, such detailed investigation is not feasi-

ble, and many aspects of the neural locomotion control remain unexplained. Still, some structural

and basic components of the locomotion control seem to be shared in many animals, which are

explained in the following sections. It is explained that the locomotion controllers in most ani-

mals can be interpreted as a hierarchical structure that consists of two layers (Sec. 2.1.2). Then

are explained the neural control mechanisms that are considered as the basic components of the

lower layer of the locomotion controllers: reflexes, CPGs, and muscle synergies (Sec. 2.1.3 and

Sec. 2.1.4).

2.1.1 Experimental Studies in Cliones

The swimming control of the Clione limacina, a few centimeters long marine mollusk (Fig. 2.1-

A), has been thoroughly studied at the behavioral and the circuitry levels. Only a few hundred

neurons of a Clione’s CNS participate in the control, which allows researchers to experimen-

tally investigate the control system in detail [196]. Experiments in Cliones have been conducted

with intact animals, whole animal preparations, and isolated groups of neurons and individual

neurons. For example of experiments with intact animals, it is observed that a mechanical dis-

turbance on the tail stimulates the locomotion system to increase the swimming speed, which

is known as the escape reaction [19]. In experiments at more detailed level, individual neuron

activations are probed with microelectrodes while other neurons were electrically stimulated to
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A. Clione limacina B. Whole-animal preparation

ME

C. Isolated ganglia

ME

SP

Figure 2.1: Experimental studies in Cliones. Clione is a few centimeters long marine mollusk (A, adapted from

[50]). The swimming control of Cliones have been conducted both in in vivo (B, adapted from [15]) and in vitro

(C, adapted from [60]). (ME: microelectrode; SP: supporting platform)

test the properties of each neuron and their connections; these experiments are conducted in re-

strained Cliones with the body cavity opened (Fig. 2.1-B) and in isolated ganglia (Fig. 2.1-C).

For instance, Arshavsky et al. measured the activations of 400 individual neurons on the sur-

face of each pedal ganglion and found that about 60 neurons show rhythmic activities as the

swim cycle and about 20 of them are efferent (motor) neurons [16]. Other experimental meth-

ods include inactivating selected neurons with photoinactivation [17] and blocking certain neural

transmissions with chemical treatments [200].

Such experiments have revealed the basic swimming control system of Cliones down to the

cellular level. A Clione usually maintains vertical orientation with its head up and maintains its

depth or swims upward by flapping its two wings. The wings are driven by somehow indepen-

dent wing controllers, where each controller interacts with the other to synchronize. The wing

controller consists of CPGs that generate most of the motor outputs, and sensory feedback from

the wing does not play a noticeable role [15]. The rhythmic neural patterns in CPGs are gener-

ated both by individual neurons and by interactions between neurons [18]. Gravitational sensory

data from the statocysts are used to maintain the upright posture by flexing the tail and swinging

one wing larger than the other [60]. When water temperature is high, this feedback loop recon-

figures to reverse the actions (i.e. the tail flexes to the opposite direction and vice versa) and the
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Clione inverts its orientation and swims downward.

2.1.2 Hierarchical Control

The locomotion controllers in most animals can be interpreted as a hierarchical structure with

two layers, where the lower layer generates the basic motor patterns for locomotion and the

higher layer sends simple commands, such as desired speed and direction, to the lower layer

[196] (Fig. 2.2). In some vertebrates, it is known that the neural network at the spinal cord is ca-

pable of conducting the lower layer control with simple modulation signals from the supraspinal

system. For example, a decerebrate cat can walk on a treadmill with body-weight support if the

mesencephalic locomotor region (MLR) of the brain stem is electrically stimulated. Furthermore,

it can make speed and gait transitions as the MLR stimulation changes [13]. Similar observa-

tions are made in other decerebrate vertebrates such as salamanders [35] and rats [96]. Moreover,

asymmetric stimulation between the left and right MLR modulates the swimming direction of

decerebrate lampreys [233]. Such observations verify that the lower layer controller, located at

locomotion controller

desired velocity,
orientation, etc.

muscle stimulation

musculoskeletal system

lower layer
(spinal cord)

higher layer
(supraspinal system)

lower-layer
control state

sen
sory d

ata

environmental cue

Figure 2.2: Hierarchical structure of animal locomotion controllers. The locomotion controller in most animals

can be interpreted as a hierarchical structure with two layers. The higher layer sends simple commands to the lower

layer based on the environmental cue and locomotion goals, and the lower layer generates muscle stimulations.
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the spinal cord in case of vertebrates, is capable of the basic motor control of locomotion and can

be modulated by simple signals from the higher layer controller.

Based on the observations that the lower layer controller contributes substantially to generat-

ing locomotion behaviors, the central question on the locomotion control can be rephrased into

two questions on the lower layer controller: “how does the lower layer controller generate

the motor stimulations?” and “how is the lower layer controller modulated by the higher

layer control to realize different locomotion tasks?” Several neural control mechanisms have

been hypothesized in pursuit of these questions and most of them can be categorized into mainly

two mechanisms: reflexes and CPGs. In control engineering terminologies, reflexes and CPGs

nearly correspond to feedback and feedforward control, respectively. Muscle synergy is another

broadly studied neural control mechanism that co-activates multiple muscles by a single neural

command. It has been proposed to simplify the control of high degrees of freedom (DOFs) motor

systems. Studies on reflexes, CPGs and muscle synergies are reviewed below.

2.1.3 Reflex and Central Pattern Generator

A reflex pathway generates motor commands based on sensory data [48, 117] (Fig. 2.3-A).

Therefore, the rhythmic neural output of a reflex pathway during locomotion is driven by the

cyclic sensory data. On the other hand, a CPG is a neuron or a group of neurons that produces

rhythmic neural signals without any rhythmic inputs [119, 156] (Fig. 2.3-B). The roles and con-

tributions of reflexes and CPGs in generating the rhythmic motor patterns of locomotion have

been extensively studied over the past century.

In the early 1900s, Sherrington proposed that locomotion is generated by chains of reflexes.

His findings of reflex pathways in decerebrate cats and the coordination of muscles that emerges

from the interplay of different reflex pathways supported his idea [229, 230]. Around the same

time, Brown suggested that the rhythmic motor commands for locomotion are generated by the

spinal cord without sensory inputs, and sensory feedback only plays a regulatory role. Brown
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Figure 2.3: Conceptual diagrams of reflexes and CPGs. Reflexes generate motor outputs in response to sensory

data (A), while CPGs generate rhythmic outputs without any rhythmic inputs (B). The current view on the lower

layer of the locomotion control is that CPGs generate the basic motor commands and reflexes modulate the be-

havior of the CPGs and the motor commands (C). (open triangles: excitatory connections; filled circles: inhibitory

connections)

observed that the rhythmic motor commands from the decerebrate cat’s spinal cord persist when

the sensory inputs are removed (or deafferented) [32]. He proposed a neural mechanism called

half-centers which is a popular way to model CPGs to this day [33, 160, 162]. It was designed as

the simplest model for generating cyclic outputs [33], wherein two groups of neurons mutually

inhibit each other. Despite Brown’s compelling evidence for the existence of CPGs, reflexes were

considered as the key elements of locomotion control for the following few decades [48, 117].

More reflex pathways such as recurrent inhibition [73], and pathways from muscle spindles [72]

and Golgi tendons [148] were discovered during this period. In the 1960s, however, Brown’s

studies were rediscovered and the concept of CPGs emerged [48]. In the following decades, clear

evidence of the existence of CPGs in the spinal cord in many vertebrates, including lampreys,

salamanders, cats, as well as some non-human primates, was found; isolated spinal cords of

these vertebrates, when electrically or chemically stimulated, can produce neural outputs that are

similar to intact locomotion which is called fictive locomotion [80, 95, 217]. Today, a widely
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accepted view of the lower layer of the locomotion controller is that CPGs generate the basic

motor commands and reflexes modulate the behavior of both the CPGs and the motor commands

[116, 119, 162] (Fig. 2.3-C).

2.1.4 Muscle Synergy

A muscle synergy is a neural mechanism wherein multiple muscles get co-activated by a sin-

gle neural command while each muscle can belong to multiple different synergies [24, 146]

(Fig. 2.4). It has been proposed as a mechanism for reducing the DOFs of the controller relative

to the number of muscles so that the control space becomes tractable. In a typical model of mus-

cle synergies, each muscle activation is constructed by a linear combination of basic activation

patterns, where the basic patterns can be generated by reflexes or CPGs, or both [43, 121]. (note:

In this thesis, the term muscle synergy is not used to indicate the low dimensionality of the mus-

cle activations, which might be the case in other literature. Instead, the term is used to indicate

the neural encoding of the control mechanism.)
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Figure 2.4: Conceptual diagram of muscle synergies. Multiple muscles get co-activated by a single neural com-

mand and each muscle can belong to multiple different synergies. The plot on the right shows a typical model

of muscle synergies, where each muscle activations are constructed by linear combinations of basic activation

patterns. (open triangles: excitatory connections)
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Most studies on muscle synergies, across different behaviors and species, focus on inferring

the basic patterns that underlie the muscle activations using factorization methods [40, 66, 120].

For example, it is found that the muscle activations during human walking and running at differ-

ent speeds can be factorized into about 5 basic patterns with time shifts [40]. The basic patterns

observed in locomotions of rats, cats and monkeys are similar to each other and not much differ-

ent from humans [66]. These studies suggest humans and animals use a small number of muscle

synergies driven by similar basic patterns to control locomotion. One critique of these studies is

that the results only reveal the low dimensionality of the investigated behaviors, which is some-

what expected given the experimental task constraints [145, 257]. In addition, it is known that

humans can train to control individual muscles [20], indicating that, at least in humans, muscle

synergies are not the smallest control units of the CNS.

More compelling evidence supporting muscle synergies is found in rats and frogs [25]. Elec-

trically stimulating a locus of the spinal cord generates a consistent force field of the hind limb,

which is a mapping of the positions and the produced forces. Stimulating different loci gener-

ates different groups of force fields, and simultaneously stimulating two loci results in a linear

summation of the individual force fields. These observations show that multiple muscles can be

recruited in a functionally relevant manner by a single stimulation at the spinal cord.

2.2 Extrapolation to Human Locomotion Control

Much of the current understanding of human locomotion control relies on experimental studies

of simpler animals [39, 196]. However, the control of human locomotion may be much different

from that of other animals [39, 187, 196]. For example, humans locomote bipedally with an erect

posture, which is dynamically unstable [143, 225] and, therefore, may require special control

strategies. This section first describes the control of human locomotion at the behavioral level

(Sec. 2.2.1) and then reviews how the neural control mechanisms observed in animal locomotion

extrapolate to those in humans (Sec. 2.2.2).
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2.2.1 Behavioral Level

The kinematics and dynamics of the human skeletal system are the product of the neural con-

troller at the behavioral level. The skeletal system is actuated by muscles, whose activations are

the immediate output of the neural controller. Kinematic, dynamic and muscle activation data of

human locomotion are measurable with gait analysis techniques. Kinematic data such as the joint

angles are acquired from motion capture systems, ground reaction forces (GRFs) are measured

from force plates, joint torques are calculated by solving the inverse dynamics from the kinematic

data and the GRFs, and muscle activations are obtained from electromyography (EMG) signals.

(Such data during normal walking [205] and running [40, 189] are reported in the literature and

are not reviewed in this thesis.) Unfortunately, the muscle activations and the behavioral data do

not fully describe the underlying control algorithm. To further understand the behavioral level al-

gorithm encoded in the neural controller, researchers apply disturbances to or impose constraints

on walking and running subjects and interpret their reactions [49, 76, 112, 161].

There are different ways of describing human gaits [189, 205, 246]; here, I explain human

walking and running at a very abstract level based on the functionalities that are speculated to

be important (Fig. 2.5). The head, which includes the visual and vestibular system, is stabilized

stabilize head

realize compliant
stance leg

robustly swing
toward target

adjust foot placements for balance

compensate
yaw moment

Figure 2.5: Functional explanation of human gaits. The figure visualizes the functional explanation of human

walking and running.
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during walking and running [209]. To this end, the trunk segment is mostly upright [111], while

it is sometimes modulated, for example, to effectively change speed [189] or to carry load [139].

The arms swing in opposite phase with their ipsilateral legs, which reduces the ground reaction

moment (GRM) around the vertical axis [49, 109]. In addition, about 10% of vertical propulsion

during running can be generated by swinging the arms [110]. The legs, during stance phase, show

compliant behavior for both walking and running [79, 136] to moderate ground contact impacts

[2]. During swing phase, the legs swing robustly toward the next foot placement [76]. Placing the

swing foot at an appropriate position is considered as a primary strategy for maintaining balance

during locomotion [112, 274]. During walking, humans seem to plan for two to three footsteps

ahead [161, 201]. It is widely accepted that all of these functionalities are realized in an energy

efficient way [3, 287].

2.2.2 Neural Circuitry Level

Simply extrapolating the understanding in other animals, the neural control of human locomotion

is often assumed to have the hierarchical structure, where the higher layer controller sends simple

commands, and the lower layer generates the detailed motor patterns (Fig. 2.2). It is further

assumed that, in the lower layer, CPGs generate the basic neural patterns, reflexes modulate the

behavior of the CPGs and the neural patterns [116, 196] (Fig. 2.3-C), and the neural patterns

may combine and distribute to the muscles using muscle synergies [40] (Fig. 2.4). However,

observations in humans suggest that the control structure of humans is different from that of

other animals at least in two aspects.

First, the role and contribution of each the higher layer (brain) and the lower layer (spinal

cord) controllers in human locomotion are less clear. The higher layer controller seems to play

a more important role in humans than in other animals. There is evidence of the higher layer

controller, or the brain, directly modulating muscle activations in human walking. Corticomo-

toneuronal cells, which are only found in primates, are in the motor cortex (in the brain) and

14



directly modulate the motoneurons in the spinal cord. It has been observed using transcranial

magnetic stimulation that, in human walking, corticomotoneuronal cells modulate the soleus

(SOL) and tibialis anterior (TA) activations [206]. On the other hand, other observations sug-

gest that the lower layer control still plays an important role. For example, spinal cord injured

patients, although difficult to induce, are able to generate stepping behaviors [65], and the ac-

tivity of the primary motor cortex during active pedaling is not much different from that during

passively driven pedaling motion [44].

Second, although they are often assumed to play crucial roles, it is not clear if CPGs and

muscle synergies exist in humans [24, 156, 187]. Fictive locomotion, which would be a direct

evidence of CPGs, has not been observed in humans [170]. One of the closest evidence is the

oscillatory hip movements observed in a chronic incomplete spinal cord injured patient with the

hip anesthetized [36]. Similarly, direct evidence for the neural origin of muscle synergies in

humans is not found. To the best of my knowledge, all studies on muscle synergies in human

locomotion only reveal the low dimensionality of the investigated muscle activation patterns

rather than their neural origins [40, 120].

Different from CPGs and muscle synergies, it is clear that spinal reflexes play a role in con-

trolling human locomotion. A direct evidence is that motor commands are modulated in response

to unexpected disturbances before the supraspinal control can react considering the neural trans-

mission delays between the brain and the muscles [220]. Based on observations that the activa-

tions of reflexes are task dependent as well as phase dependent (e.g. Hoffman reflex (H-reflex)

of the SOL is different for walking and running and is larger during stance than during swing

[38, 231]), it is often assumed that reflexes are modulated in a functionally useful way. Various

reflexes are observed during human locomotion. Different types of disturbances ranging from

whole body disturbances (e.g. tripping [76, 221] and slipping [22, 47, 234, 270]) to electrical

(e.g. H-reflex [37, 231] and cutaneous reflex [183, 269]) and mechanical (e.g. stretch reflex

[55, 232, 284] and tendon tap reflexes [64, 78]) stimulations on specific muscles and body parts
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reflex observation speculation / note

SOL

H-reflex

much larger during stance than swing contributes much to ankle extensors during stance [38]

larger during running than walking the opposite is reported in [38], see [231] for discussion

smaller in beam walking high reflex gain may cause instability [153]

SOL

stretch reflex

correlations between reflex activation

and sensory data during walking

velocity feedback accounts for most of the reflex

pathway and contributes about 45% of the SOL

activation [284]

SOL load

receptor reflex

correlation between the force feedback

and muscle load

SOL may be activated by positive force feedback at

late stance [94]

cutaneous

reflex

tibial nerve reflexes and reflex

reversals

cutaneous reflex may be important in withdrawal

responses [283],

cutaneous reflex may be related to activating other

reflex pathways [68]

Table 2.1: Spinal reflexes of human locomotion. Some of the reflexes that are observed during human locomotion

and their speculated functionalities are summarized. Refer the cited papers for details.

are used to probe the activation of different reflex pathways. The functional roles and the con-

tributions of the reflexes are interpreted based on their reactions to these disturbances (some are

selected and summarized in Table 2.1, more are reviewed in [288]). More evidence is necessary

to verify these interpretations [288].

2.3 Simulation Neural Control Models of Human Locomotion

Current experimental techniques do not fully reveal the neural control of human locomotion. To

decode a neural control from the cellular level up to the behavioral level, one need to understand

the operation of a neural network from the individual neurons (e.g. discharge properties) and

their connections (e.g. synaptic properties), and the interaction between the neural network and

the mechanical musculoskeletal system. Although stimulating neurons and recordings their ac-

tivations using microelectrodes partially reveal the neural control network, it is not feasible to
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identify the full neural network in complex animals [113, 190]. For instance, even in studies of

Cliones, where only a few hundred neurons participate in locomotion control, the full properties

of the neural network have not been identified [16] (Sec. 2.1.1). In comparison, there are about

hundred million neurons in the human spinal cord [131]. Another way of studying the neural

control is exploring the functional role or capability of groups of neurons by isolating them, such

as decerebration and deafferentation. Limitations of such approach are that it is difficult to inves-

tigate interactions between the isolated group of neurons and the rest of the system, and that the

observations made in isolated conditions do not necessarily generalize to their normal behaviors

[39, 156]. In addition, many techniques used in investigating animals’ neural control are not

applicable in studying humans. Restrictively in patients, are applied invasive methods and are

observed isolated neural circuitries. Experimental techniques that are used in normal humans,

such as H-reflex and transcranial stimulation experiments (Sec. 2.2.2), only probe selective neu-

ral pathways. Therefore, the knowledge of the neural control of human locomotion obtained

through experiments is fragmentary with large gaps between detectable circuits and measurable

behavioral data.

Simulation studies of neuromechanical control models may compensate for the limitations of

experimental studies. Neural control models hypothesized based on experimental observations

can be investigated in physics simulation. Such investigations are especially valuable in study-

ing human locomotion since physics simulation allows to assess control results at the behavioral

level which involves complex muscle and segment dynamics. For example, if a certain control

algorithm inherently cannot generate stable walking with physiologically plausible neural trans-

mission delays, it is unlikely that such control algorithm is encoded in the human neural network.

Similarly, simulation studies may propose neural circuits that seem to be necessary for realizing

certain control function, providing a useful guide for experimental search.

There are many studies using computational models to better understanding the dynamics and

control of human locomotion at the behavioral level. For instance, the inverted-pendulum model,
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A. Inverted-pendulum model B. Spring-mass model

Figure 2.6: Point-mass models of human locomotion. The inverted-pendulum model describes the human body

as a point mass at the COM and the legs as two massless rigid segments (A). The human body is similarly modeled

in the spring-mass model except that the legs are represented as two massless linear springs (B).

where the simplest version consists of a point-mass trunk and massless rigid legs (Fig. 2.6-A),

provided explanations for human standing and walking including the balancing strategies during

standing and walking [274], the walk to run transition speeds [141], the speed and step-length

relationship [144], and the energetic cost of human walking [67]. Similarly, the spring-mass

model, which has compliant legs instead of rigid ones (Fig. 2.6-B), explains human walking

and running behaviors, such as the stance leg behavior during walking and running [26, 90],

the swing leg retraction in running [228], and stride frequency of running [79]. In addition, the

fact that the center of mass (COM) dynamics of both walking and running can be explained

by the spring-mass model suggests that humans may be using a unified controller to generate

walking and running [90]. (Note that the inverted-pendulum model [135] and the spring-mass

model [159], along with the linear inverted-pendulum model [129], are widely used in controlling

legged robots, which is out of the scope of this review.) Although these models provide insights

at the behavioral level, they are too simplified to study the human control at the circuitry level.

Plausible neural circuitries can be tested in more detailed computational models, the so-called

neuromechanical models. A typical neuromechanical model consists of a skeletal system, muscle

actuators, and a neural controller (Fig. 2.7). The skeletal system represents human body parts,

such as the trunk, thighs, shanks, and feet, and interacts with the ground through GRFs. The
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Figure 2.7: Outline of a typical neuromechanical simulation model. Neuromechanical models usually consist of a

neural controller, muscle actuators and, a skeletal system. Physics simulations also model the interactions between

the neuromechanical model and the environment, such as the GRFs.

joints of the skeletal system are actuated by muscle actuators, the states of which are updated

based on the configuration of the skeletal system. The muscle actuators exert contraction forces

based on their states and the muscle stimulation signals they receive from the neural controller.

The neural controller represents the control hypothesis of human locomotion that one wants

to test. Neuromechanical models are simulated in physics simulation to demonstrate that the

hypothesized neural controller is capable of generating stable walking, which is not trivial to

achieve but is a basic requirement for a valid locomotion controller.

There are several neuromechanical human models that demonstrate stable bipedal locomo-

tion in physics simulation (Table 2.2). (Models which optimize the time-trajectory of muscle

activations [4, 5, 99] are excluded from the review since they do not propose a neural control

mechanism that generates the trajectories.) A pioneering control model of human locomotion

was proposed by Taga et al. [171, 247, 248, 249]. They proposed a CPG-based controller,

wherein CPGs generate the basic activation patterns for each joint. It was demonstrated with
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model
mechanics

control locomotion
robustness

EMG

(all versions) strategy reflex delay world frame behaviors correlation

Taga et al. [247]
2D, 7 seg,

6 torques

CPG

+ reflex
0

all

segments

walk
25 Ns BW push,

+15 kg at pelvis
not applicable(1991-1998, (run [249],

[171, 247, 248, 249]) obst [248])

Hase et al. [103]
3D, 14 seg,

60 muscles

CPG

+ reflex

0

(5 ms [191])

all

segments
walk, run

±0.5 cm ground

(±2 cm ground [138])
not reported(1999-2011,

[101, 102, 103, 138, 191, 194])

Ogihara et al. [193] 2D, 7 seg, CPG
0 none walk not tested

not quantified

(2001) 18 muscles + reflex (not good)

Günther et al. [97] 2D, 11 seg, reflex
0 trunk stand→walk

−2◦ ∼0.5◦ slopes, not quantified

(2003) 28 muscles (λ-model) 0.07∼3 × gravity (not good)

Jo et al. [126] 2D, 7seg, CPG-mSyn
realistic trunk

stand→walk 15 Ns pushes not quantified

(2004-2008, [123, 124, 125, 126]) 18 muscles +reflex (kick, obst [124]) +15 kg at trunk (not bad)

Aoi et al. [11]
2D, 7 seg,

18 muscles

CPG-mSyn

+ reflex
realistic trunk walk

10 Ns FW/BW push,

+3.2 kg at trunk,

−7.4◦ ∼1.2◦ slopes

not quantified

(not bad)
(2008-2016,

[8, 9, 10, 11, 12])

Geyer et al. [88] 2D 7 seg
reflex realistic trunk walk ±4 cm ground 51%-99%

(2010) 14 muscles

(seg: segments; obst: stepping over obstacles; FW: forward; BW: backward; push: external pushes are applied to the trunk segment;±h cm

ground indicates a terrain with height changes of±h cm; not good/bad: visually assessed; stand→walk: walking starts from standing pose;

mSyn: muscle synergy, use predefined basic patterns; kick: kicking motion while walking)

Table 2.2: Comparison of neuromechanical models. The control columns compare the control strategy, implemen-

tation of realistic neural control delays (reported to range from 5 ms to 25 ms from proximal to distal leg muscles

in humans [93, 140, 164]), and the dependence on measuring the segment orientations with respect to the world

frame. The robustness column compares the reported disturbances the models can tolerate. The last column shows

the correlations between the muscle activations generated by the models and the corresponding human EMG data.

simple skeletal models (e.g. a point-mass trunk, joint torque actuators, no neural transmission

delay) that stable locomotion can emerge from the entrainment between the CPGs and the skele-

tal system, which are linked to each other by sensory feedback pathways and joint actuations. In

addition, the proposed model could generate walking and running at different speeds by chang-

ing a simple constant input to the lower layer controller, as in decerebrate animals. Taga’s model

was extended by different research groups to include more physiological components [103, 193].
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On the other hand, reflex-based models demonstrated that stable walking can be generated with-

out encoding any temporal characteristics, or CPGs, in the controller [88, 97], suggesting that

CPGs may not be playing a critical role in human locomotion. In other studies, the lower layer

controller was simplified to use predefined basic activation patterns and muscle synergies to

investigate specific parts of the control (e.g. phase resetting mechanism [10, 11], sensory mech-

anisms of stance to swing transition [12], and feedback control of the higher layer controller

[126]). Most of the studies investigated only sagittal plane walking.

In the remainder of this section, one of each CPG-based and reflex-based models are dis-

cussed in more detail. The model proposed by Hase et al. [103], which is extended from Taga’s

model and is one of the most advanced neuromechanical models generating walking and running

in 3D, is selected from the CPG-based models (Sec. 2.3.1). The model proposed by Geyer et al.

[88], one of the few reflex-based models, is then discussed since it generates perhaps the most

human-like walking among the existing neuromechanical models (Sec. 2.3.2).

2.3.1 Example of CPG-based Models

Hase et al. have extended Taga’s model to include more physiological details [103]. The 3D

musculoskeletal system consists of 14 segments, 19 internal DOFs, and 60 muscle actuators.

There are one CPG per joint that generates joint activation patterns, and the joint activation

patterns are distributed to individual muscle activation signals in a way that minimizes muscle

fatigue. Each CPG consists of a couple of mutually inhibiting neurons generating an oscillatory

neural output, or a joint activation, which is a limit cycle. Each neuron takes two types of external

inputs: sensory feedback signals that modulate the CPG to adapt to external changes; and a

stimulus signal from the higher layer controller that regulates the activation level of the CPG.

Stable locomotion emerges from the entrainment between the CPGs and the skeletal system.

The model can walk and run at different speeds with different sets of control parameters.

Although the model is one of the most advanced neuromechanical models, it has four main
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limitations. First, the model does not seem to be very robust to internal and external disturbances.

For instance, without modifying the CPG-based controller in a somewhat robotic way, the con-

troller cannot tolerate neural transmission delays of more than 2 ms [191] and ground height

changes of more than 5 mm [138] (cf. the closed loop delay between the ankle and spinal cord in

humans are about 20 ms [93], and terrains that humans recognize as flat likely have more height

changes than 5 mm). Second, although the joint angle and torque data of the model are compara-

ble with human walking data [102], the muscle activation data are not reported. Comparing the

model predicted muscle activations to the EMG data measured from humans is instructive since

muscle activations are the immediate output of the neural controller. Other CPG-based models

[10, 193] generate muscle activations that are comparable with human EMG data but are not

as close as those produced by the Geyer’s reflex-based model [88]. Third, the reflex pathways,

which modulate the CPG, are chosen based on a burdensome trial-and-error process [103], and

their contribution in the entire controller is not clear. Researchers have attempted to automatize

the process of selecting the reflex pathways using genetic programming, but the procedure did

not result in a successful controller (i.e. the resulting controller does not generate stable walking)

[194]. Fourth, how the controller can be extended for diverse locomotion behaviors is not clear.

The studies that extended the CPG-based models to generate more locomotion behaviors than

steady walking and running have proposed to add task specific movement generators [124, 248].

While the added movement generators allowed the model to make kicking motions and to step

over obstacles, how the movement generators for all different behaviors can be encoded in the

neural circuitry remains unclear.

2.3.2 Example of Reflex-based Models

A neuromechanical model that consists mostly local muscle reflexes and no CPGs have been

proposed by Geyer et al. [88]. The reflex pathways are selected to encode functional princi-

ples of legged locomotion. For example, the leg extensor muscles during stance are controlled
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by positive force feedback pathways, which generates compliant leg behaviors [89] and thus

human-like COM dynamics during walking and running [90]. As positive force feedback, most

reflex pathways use local sensory data (i.e. state of its own muscle). Exceptionally, the hip

muscle reflexes use the global trunk angle to balance the trunk, and some of the reflex pathways

are modulated by the loads on the ipsilateral and contralateral legs. Plausible neural transmis-

sion delays are modeled for all reflex pathways. The interactions of the reflex pathways and the

musculoskeletal system generate stable human-like walking. The model generates muscle activa-

tions that correlate between 51%-99% with human EMG data. Although the control parameters

were hand-tuned to match human kinematic data, the EMG correlation is high compared to other

models [10, 193]. Since the model can generate human-like locomotion, it has been adapted to a

graphical character that generates human-like walking and running motions [273]. Although the

study on the graphical character focuses on generating human-like motion instead of proposing

neurophysiologically plausible controller (e.g. using torque actuators instead of muscles for the

added joints), it reveals the potential of reflex-based models in describing more details of human

locomotion.

Geyer’s model suggests that most functionalities of normal human walking can be realized

by reflexes. However, the model is insufficient to answer more specific questions. First, the

model is a 2-dimensional (2D) planar model. The extension into 3D and the robustness of the

3D locomotion behavior are not addressed. Second, the control parameters that generate human-

like muscle activations were tuned to match human kinematic data. Whether the model makes

such prediction without prior human data, which is an essential feature for a predictive model,

is unclear. Third, as the CPG-based models, it is not clear how the controller can be extended

to generate diverse locomotion behaviors. Fourth, the model only represents the spinal control

leaving unexplained how it can be modulated by the higher layer control.
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2.3.3 Model of this thesis

The primary goal of the human locomotion control model of this thesis is to investigate to what

extent the central questions of “how does the lower layer controller generate the motor stim-

ulations?” and “how is the lower layer controller modulated by the higher layer control

to realize different locomotion tasks?” can be answered with a reflex-based neuromechanical

model. To this end, we extend and investigate Geyer’s reflex-based model to explain more than

sagittal plane normal walking. The extension of the model to generate diverse 3D human loco-

motion behaviors are covered in Chapter 3 and Chapter 4, and the plausibility of the model is

evaluated in Chapter 5.
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Chapter 3

Neuromechanical Simulation Methods

Part of the material of this chapter has been published in:

• Song and Geyer. Generalization of a muscle-reflex control model to 3d walking. IEEE EMBC, 2013. [239]

• Song and Geyer. A neural circuitry that emphasizes spinal feedback generates diverse behaviours of human

locomotion. The Journal of physiology, 2015. [240].

This chapter presents the neuromechanical simulation environment, the platform used to in-

vestigate neural control models. First, the simulation environment (Sec. 3.1) and the latest 3D

musculoskeletal model are explained (Sec. 3.2). Delays and noise in the neural transmissions

(Sec. 3.3) and the foot-ground contact model (Sec. 3.4) are described as well. In addition, the

physiologically based performance criteria (Sec. 3.5) and a parameter optimization technique

used for tuning the neural control parameters (Sec. 3.6) are presented.

3.1 Simulation Environment

The neuromechanical model is implemented and simulated in MATLAB/Simulink (Fig. 3.1).

The mechanical dynamics of the skeletal system are modeled in SimMechanics. A variable-

time-step solver ode15s is used with the maximum step size of 10 ms, relative error tolerance
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of 10−3, and absolute error tolerance of 10−4. In Rapid Accelerator mode, which generates and

runs a standalone C code, the 3D neuromechanical model runs at about 120% of real-time on a

3.4 GHz CPU machine.

3.2 Human Musculoskeletal System

The musculoskeletal model consists of rigid skeletal segments and muscle-tendon units (MTUs)

(Fig. 3.2). The properties of the skeletal segments (Sec. 3.2.1) and the MTUs (Sec. 3.2.2) are

set to approximate physiological data. The musculoskeletal attachments define the relationship

between the lengths (lmtu) and forces (Fmtu) of MTUs and the joint angles (ϕj) and torques (τ j)

of the skeletal system (Sec. 3.2.3). The musculoskeletal attachment parameters are set based on

physiological data and to ensure the range of motion (ROM) of every joint and muscle.

3.2.1 Skeletal Segments

The skeletal segment properties (Fig. 3.3) are set based on physiological data to model a hMS =

1.8 m tall male who weighs mMS = 80 kg [42, 88, 97]. The skeleton system consists seven

segments representing the trunk as well as the thighs, shanks, and feet. The trunk segment

represents the whole upper body including the pelvis. Each segment is modeled as a single

rigid body. An exception is the thigh segments, which is explained below in more detail. The

segments are connected by revolute joints. The dimensions and inertial properties of each joint

are summarized in Table 3.1.

Different from other body parts, each thigh consists of two rigid bodies connected by a pris-

matic joint. A nonlinear spring-damper force acts on the prismatic joint as

Fthigh = −kthigh∆xthigh (1 + sign (∆xthigh) ∆ẋthigh/∆ẋthigh,max) (3.1)

where ∆xthigh and ∆ẋthigh are the displacement between the rigid bodies and its rate, respec-

tively, kthigh = mtrunk · g/0.005 Nm−1 is the stiffness coefficient (g = 9.81 ms−2 is gravity),
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muscle
stimulation

sensory data

muscle-tendon units

skeletal segments

musculoskeletal attachments

ground
reaction force

contact force

Figure 3.2: Outline of the human musculoskeletal model. The musculoskeletal system provides sensory data

to and takes muscle stimulation from the neural controller, while interacts with the environment through contact

forces (Fig. 2.7).

and ∆ẋthigh,max = 0.5 ms−1 scales the displacement rate. kthigh is high enough so that the thigh

segments do not deflect much, and ∆xthigh is used in the neural controller to estimate the load

along the thigh segment.

3.2.2 Muscle-Tendon Units

The MTU model is identical to the one developed in [88], which consists of a contractile element

(CE), a parallel elastic element (PE), a series elastic element (SE), and a buffer elastic element

(BE) (Fig. 3.4-A). The MTU’s contraction force is

Fmtu = Fse = Fce + Fpe − Fbe. (3.2)

The CE, which is the only active component in the MTU, exerts contraction force as

Fce = Am Fmax fl (lce) fv (vce) , (3.3)
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shank

thigh

foot

trunk

A. Full body skeletal segments B. Foot segment

y

x

Figure 3.3: Human skeletal model. The plot on the left shows the human skeletal model and the parameters that

define the system (A). Details of the foot segments are shown at the right (B). The COM of each segment, the

revolute joints (black solid circles), and contact points (blue solid circles) at the heel and ball are also shown.

(Details about the foot-ground contact are described in Section 3.4.)

trunk thigh shank foot

dS [cm] 80(h), 20(w) 46 46
20(l), 8(h),

10(w1), 5(w2)

dJ [cm] - - - 16

dG [cm] 35(h), 10(w) 28 28 14(l), 6(h)

mS [kg] 53.5 8.5 3.5 1.25

Θx [kg· m2] 4.0 0.15 0.05 0.0007

Θy [kg· m2] 2.5 0.15 0.05 0.005

Θz [kg· m2] 1.0 0.03 0.003 0.005

Table 3.1: Skeletal segment parameters. mS is the mass and Θx, Θy and Θz are the moments of inertia around

the principal axes. Other parameters are defined as shown in Fig. 3.3.
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B. Force propertiesA. Muscle-tendon unit

CE

PE

BE

SE

1

0

1

0

1

Figure 3.4: Muscle-tendon unit model. The MTUs model is shown on the left (A). The plots on the right show

the force properties of the CE and passive elastic elements (B). fP shows the piecewise quadratic force-length

relationship of the passive elements.

parameter / description value parameter / description value

w CE force-length curve width 0.56 lopt εpe PE reference strain w

K CE force-velocity curvature 5 εse SE reference strain 0.04 lslack

N CE force-velocity enhancement 1.5 εbe BE reference compression w/2

Table 3.2: Common MTU parameters.

where A is a muscle activation signal from the neural controller, Fmax is the maximum isometric

force, and fl (lce) and fv (vce) are the force-length and force-velocity relationships of the CE,

respectively. The CE’s force-length relationship is modeled as

fl (lce) = exp

(
ln(0.05)

∣∣∣∣ lce − loptw

∣∣∣∣3
)
, (3.4)

where lce is the length of the CE, lopt is the optimum CE length, andw is a constant value defining

the width of the force-length relationship curve. The force-velocity relationship is modeled as

fv (vce) =


vmax−vce
vmax+Kvce

, if vce < 0

N + (N − 1) vmax+vce
7.56Kvce−vmax , o.w.

, (3.5)

where vce = d
dt
lce is the rate of the CE’s length change, vmax < 0 is the maximum contraction

velocity, and K and N are constant values that define the relationship curve. The PE and SE
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passively generate contraction forces when stretched as

Fpe (lce) =


Fmax

(
lce−lopt
εpe

)2

fv (vce) , if lce > lopt

0, o.w.
(3.6)

and

Fse (lse) =


Fmax

(
lse−lslack

εse

)2

, if lse > lslack

0, o.w.
, (3.7)

respectively. εpe and εse are the reference strains, and lslack is the slack length of the SE. Since

Fpe ∝ fv (vce), eq. (3.2) can be reformulated as fv (vce) = Fse+Fbe
AFmaxfl(lce)+F ∗

pe
, where F ∗pe = Fpe

fv(vce)
,

and this reformulation allows all the MTU states to be updated by resolving the inner DOF lce

without numerical issues (e.g. fv (vce) > 0 is guaranteed). The BE passively generates expansion

force when compressed, keeping the MTU from collapsing, as

Fbe (lce) =


Fmax

(
lce−(lopt−w)

εbe

)2

, if lce < (lopt − w)

0, o.w.
, (3.8)

where εbe is the reference compression of the BE. The force properties of eqs. (3.4) to (3.8) are

depicted in Fig. 3.4-B. The parameter values that define the common MTUs properties are set to

reflect data from the literature [267, 268, 276] (Table 3.2).

Each leg of the human musculoskeletal model consists of 11 MTUs (Fig. 3.5). They are

the hip abductor (HAB); the hip adductor (HAD); the hip flexor (HFL); the glutei (GLU), a hip

extensor; the hamstring (HAM), a biarticular hip extensor and knee flexor; the rectus femoris

(RF), a biarticular hip flexor and knee extensor; the vastii (VAS), a knee extensor; the short head

of biceps femoris (BFSH), a knee flexor; the gastrocnemius (GAS), a biarticular knee flexor

and ankle extensor; SOL, an ankle extensor; and the TA, an ankle flexor. All individual muscle

parameters are set based on the physiological data in the literature [14, 88, 281] (Table 3.3). The

length parameters lopt and lslack are estimated directly from the reported data. The remaining

parameters are calculated as Fmax = 25[Ncm−2]× PCSA[cm2], mm = 1.06× 10−3[kg cm−3]×
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HFL

RF

VAS

TASOL

GAS

BFSH

HAM

GLU
HAB

HAD

Figure 3.5: Human musculoskeletal model. Each leg of the model consists of 11 MTUs. Nine of them generate

torques around the sagittal joints, and the other two act around the lateral joints.

HAB HAD HFL GLU HAM RF VAS BFSH GAS SOL TA

Fmax [N] 3000 4500 2000 1500 3000 1200 6000 350 1500 4000 800

lopt [cm] 9 10 11 11 10 8 8 12 5 4 6

vmax [lopts−1] -12 -12 -12 -12 -12 -12 -12 -12 -12 -6 -12

lslack [cm] 7 18 10 13 31 35 23 10 40 26 24

mm [kg] 1.14 1.91 0.95 0.70 1.25 0.40 2.05 0.15 0.30 0.70 0.20

pft 0.5 0.5 0.45 0.50 0.40 0.55 0.50 0.35 0.50 0.25 0.30

Table 3.3: Individual MTU parameters.
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lopt[cm]× PCSA[cm2], pft = %FOG+%FG
%SO+%FOG+%FG

, and vmax is set to −6 lopts−1 if pft < 0.3 and to

−12 lopts−1 otherwise; where PCSA is the reported physiological cross-sectional area, and %SO,

%FOG and %FG are the reported proportion of slow oxidative, fast oxidative glycolytic, and fast

glycolytic muscle fibers.

The muscle activation state, Am (eq. (3.3)), is driven by the muscle stimulation siganls, Sm,

which is the output of the neural controller. The relationship between Am and Sm, the so-called

excitation-contraction coupling is modeled as

Ȧm =
Sm − Am
τact/dact

, (3.9)

where the time constants is τact = 10 ms when Sm ≥ Am and τdact = 40 ms otherwise [255, 277].

3.2.3 Musculoskeletal Attachments

The interactions between the skeletal segments and MTUs are defined by the moment arms

(rmtu (ϕj)) between the joints and the MTUs. A joint torque produced by an MTU is calculated

as

τmtu = rmtu (ϕj)Fmtu, (3.10)

and an MTU’s length change is calculated as

∆lmtu (ϕj) = ρmtu

∫ ϕj

ϕ0

rmtu (ϕ) dϕ, (3.11)

where ρmtu is a scaling factor. The resulting lengths of monoarticular and biarticular muscles are

lmtu = lopt+ lslack+∆lmtu and lmtu = lopt+ lslack+∆lmtu1 +∆lmtu2, respectively, where ∆lmtu1

and ∆lmtu2 are the length changes from the joints the biarticular muscles span.

Based on physiology data (hip joint: [14, 88]; knee joint: [271]; ankle joint: [163]), a moment

arm is designed either as a constant value or as a variable depending on its joint angle. Constant

moment arms

rmtu = r0, (3.12)
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are used for HAB, HAD, HFL, GLU, HAMhip, HAMknee, RHhip, BFSH (where the subscripts

specify the joint in case of biarticular muscles). Therefore, the MTU length changes caused by

the movement of these joints are

∆lmtu (ϕj) = ±ρmtur0 (ϕj − ϕ0) . (3.13)

Variable moment arms, used for RFknee, VAS, GASknee, GASankle, SOL, TA, are modeled as

rmtu = rmaxcos (karm (ϕj − ϕmax)) , (3.14)

hip knee ankle

HAB HAD HFL GLU HAM RF HAM RF VAS BFSH GAS GAS SOL TA

r0 [cm] 6 3 8 8 8 8 5 - - 4 - - - -

rmax [cm] - - - - - - - 6 5 - 5 6 6 4

rmin [cm] - - - - - - - 4 3 - 2 2 2 1

ϕmax [deg] - - - - - - - 165 165 - 140 100 100 80

ϕmin [deg] - - - - - - - 45 45 - 45 180 180 180

ϕ0 [deg] 10 15 160 120 140 170 180 125 125 160 165 80 90 110

ρmtu 0.7 1 0.5 0.5 0.5 0.3 0.7 0.3 0.3 0.7 0.7 0.7 0.5 0.7

Table 3.4: Musculoskeletal attachment parameters.

Figure 3.6: ROM test. The plot shows an exemplary pose where the ROM of the musculoskeletal model are

tested. Muscle attachment parameters are defined so that the lengths of all CEs remain in a reasonable range (e.g.

lce < 1.3lopt) in extreme poses.
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and the resulting length changes are

∆lmtu (ϕj) = ±ρmturmax
karm

{sin (karm (ϕj − ϕmax))− sin (karm (ϕ0 − ϕmax))} , (3.15)

where karm = 1
ϕmin−ϕmax cos−1

(
rmin
rmax

)
is a scaling constant. The variable moment arms are

defined by their maximum and minimum values (rmax and rmin) and the corresponding joint

angles (ϕmax and ϕmin). The parameters of all the moment arms are shown in Table 3.4.

Once all the MTU and moment arm parameters are set, the musculoskeletal attachment pa-

rameters ϕ0 and ρmtu are tuned (Table 3.4) considering the ROMs of the joints and the MTUs

(Fig. 3.6). ϕ0 is the angle of the joints when ∆lmtu = 0, and ρmtu is the scaling factor in

eq. (3.11). (note: Ideally, a musculoskeletal model would be defined solely by reported physi-

ology data. For example, the scaling factor ρmtu should be defined based on pennation angles

of the muscles. However, setting ρmtu based on reported pennation angles, in our case, does not

allow reasonable ROMs for the musculoskeletal model.)

3.3 Neural Transmission Delay and Noise

Not many neuromechanical models include neural transmission delays (Table 2.2). However,

from the control theory standpoint, control delays are considered to have profound effects on the

resulting behaviors. In this thesis, all neural connections of the neuromechanical models are time

delayed to reflect physiological constraints on neural transmission speed [93, 140, 164] (Fig. 3.7).

The one-way delay between the supraspinal system and the spinal cord is set to tss = 15 ms. The

delays projecting between the spinal cord and the areas of the hip, knee and ankle are set to short,

medium and long delays with ts = 2.5 ms, tm = 5 ms, and tl = 10 ms. The total delay of a

neural pathway is the sum of the delays of its individual connections. For example, the delay of

a spinal-reflex pathway of an ankle muscle is tl + tl = 20 ms, and the delay of a long-loop reflex

pathway of an ankle muscle is tl + tss + tss + tl = 50 ms.

In addition, sensory and motor noises are added to the neural signals. The noises are modeled
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SS

SC

Figure 3.7: Neural transmission delays. The neuromechanical models of this thesis include neural transmission

delays. (SS: supraspinal system; SC: spinal cord)

as additive white Gaussian noise. Specifically, each motor and sensory noise is drawn from

ns ∼ N
(
0, σ2

ϕ

)
and nm ∼ N (0, σ2

τ + S2
mσ

2
S), respectively, where Sm is the muscle stimulation

signal. The specific values σϕ =
√

6× 10−4 deg, στ =
√

0.15 Nm, and σS =
√

1.6× 10−6 are

adopted from [262] which are estimated to fit human sway during standing. All the noise values

are scaled for each afferent and efferent signal based on the corresponding muscle configurations.

3.4 Ground Contact Dynamics

The musculoskeletal model interacts with the ground via four compliant contact models on each

foot (Fig. 3.3). The contact points are located at the edges of the foot segment in the sagittal

plane representing the heel as well as the ball and toe region of a human foot. In the frontal

plane, the contact points are 10 cm apart at the ball and 5 cm apart at the heel.

The point contact model extends the 2D model developed in [88]. If the contact point at a foot

touches the ground, GRFs act on the foot segment at that point. The normal GRF is calculated as

Fn =


kn∆dn

(
1 + ∆ḋn

vctc,max

)
, if ∆dn > 0 and ∆ḋn > −vctc,max

0, o.w.
, (3.16)
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sliding stiction

A. Point contact model B. Contact models in 3D terrain

Figure 3.8: Point contact model. On the left is shown a conceptual diagram of a point contact model at three

different time steps moving from left to right (A, the ground is colored in gray). The ground contact starts at

sliding mode then switches to stiction mode. During stiction, the tangential distance ∆dt is defined relative to the

position where stiction mode started. The right figure shows a simulation of a rigid body with two contact points

colliding and sliding down a rough surface (B).

where ∆dn and ∆ḋn are the ground penetration depth and velocity along the normal axis (Fig. 3.8-

A), kn = 39.24 kN m−1 is the ground stiffness, and vctc,max = 0.03 m s−1 is the maximum recov-

ery rate of the ground (while elastic or inelastic collision can be modeled by setting vctc,max =∞

or 0, respectively). The kn value is set to allow 5 mm of ground penetration deformation when

standing at one foot, which can be considered as the deformation of the foot sole. (kn =

body-weight
0.005×#contact = 80∗9.81

0.005×4
= 39.24 kN m−1). The tangential GRF acts in either static or sliding

mode (Fig. 3.8-A). A contact starts at sliding mode, switches to stiction mode if
∣∣∣∆ḋt∣∣∣ < 0.01

m s−1, and switches back to sliding mode if |Ft| > µstFn, where µst = 0.9. Sliding friction is

calculated as

Ft = Ft,sl = −sign
(

∆ḋt

)
µslFn, (3.17)

where µsl = 0.8, and stiction force is modeled as

Ft = Ft,st = −kt∆dt

(
1 + sign (∆dt)

∆ḋt
vctc,max

)
, (3.18)
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where kt = kn. A rough terrain can be modeled by a polygon mesh, where the GRFs are

calculated from the normal vectors of the faces (Fig. 3.8-B).

3.5 Physiologically Based Performance Criteria

Metabolic energy consumption [1, 6, 168, 169, 258] and muscle fatigue [1, 6, 169, 255] are

widely used performance criteria in simulation studies of human locomotion. As they quantify

a simulated gait into a performance measure without any human gait data, these performance

criteria can also be used as an optimization cost and produce predictive simulations.

The metabolic energy expenditure of an MTU is calculated as presented in [258, 259], which

is proposed based on mammalian and human data. The expenditure rate in W kg−1 is

Ėm = ḣAM + ḣSL + ẇCE

= caerA
0.6
(

0.4ḣam + 0.6ḣamf̃l

)

+


caerA

2f̃l

[
−100vce(1−pft)

vce,max−st
− 153vcepft

vce,max−ft

]
− Fceṽce

mm
, if vce ≤ 0

caerAf̃l
30vce

vce,max−st
, o.w.

,

(3.19)

(3.20)

(3.21)

where caer = 1.5 (suggested to use either caer = 1 or caer = 1.5 for primarily anaerobic and

aerobic conditions, respectively), ḣam = 128pft + 25 is the activation and maintenance heat rate,

f̃l = fl if lce > lopt and f̃l = 1 otherwise, ṽce = vcelopt is the CE’s velocity in ms−1, mm is the

mass of the MTU, pft is the proportion of fast twitch muscle fibers, and vce,max−st = 4.8 and

vce,max−st = 12 are the maximum contraction rate of slow twitch and fast twitch fibers in lopts−1.

The three terms represent the activation and maintenance heat rates, ḣAM , shortening/lengthening

heat rate, ḣSL, and mechanical work rate, ẇCE , respectively. The total energy consumption is

then calculated as the sum of the energy used by the muscles and the energy consumed by the

remaining body parts (assigned as the energy rate for standing, Ės =1.2 W Kg−1) as

EM =
∑
m

(
mm

∫
Ėmdt

)
+

(
mtotal −

∑
m

mm

)∫
Ėsdt. (3.22)
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Muscle fatigue is another performance criterion that is widely used in simulation studies. It is

defined as an inverse of muscle endurance, which is the maximum time duration of maintaining

target force. It is estimated based on either muscle force, as
∑m

i

(∫
F̄i
pdt
)
, or muscle fatigue,

as
∑m

i

(∫
Ai

pdt
)
. The normalized muscle force, F̄m = Fm

Fmax
, is used to equally account for the

small muscles, and the power term, p is tuned to fit experimental data, which normally ranges

between 1.5∼5.0. We calculate muscle fatigue as

FTG =
∑
m

(∫
Am

2dt

)
, (3.23)

which is one of the most widely used formula in human gait simulations [6, 169, 254].

More analysis on the muscular energy consumption and fatigue calculations can be found in

Section 6.2 and Figures 6.13 and 6.15.

3.6 Control Parameter Optimization

The neuromechanical models consist of many control parameters. For example, the neural con-

troller presented in Chapter 4 has 82 control parameters. As in many other studies, I use an

optimization technique to set these parameter values. Using parameter optimization techniques

has advantages over hand-tuning, in that it is an automated process and the full capability of a

given system can be explored. In addition, a resulting behavior of parameter optimization has a

clear implication since it explicitly minimizes a given cost function.

Covariance matrix adaptation evolution strategy (CMA-ES) [100], a stochastic optimiza-

tion technique, is used to optimize the parameters of the neuromuechanical model. CMA-ES

is widely used in policy based walking controllers [87, 272] since it is designed for non-linear

and non-convex optimization problems. The process of CMA-ES is described in Fig. 3.9. In one

generation, λcma number of parameter sets are randomly sampled from a multivariate normal

distribution. The cost of each new parameter set is evaluated by running a neuromechanical sim-

ulation with the parameter set. Then, the half of the parameter sets with lowest costs are used to

39



update the mean and the covariance matrix of the multivariate normal distribution, which is used

to sample new parameter sets in the next generation. This process is iterated for ncma genera-

tions. The mean vector and the covariance matrix of the initial normal distribution, mcma,1 and

Ccma,1, are set by the user. CMA-ES provides a novel way of updating the covariance matrix

with few assumptions on the nature of the cost function. In addition, CMA-ES only uses the

order of the cost function values in selecting the parameter sets with low costs, so neither deriva-

tives nor the cost function values themselves are required. In this thesis, a typical CMA-ES trial

runs with λcma = 64 and ncma = 400, where the initial parameter set mcma,1 is hand-tuned to

make at least 2∼3 steps before falling down and Ccma,1 is a diagonal matrix with the diagonal

values set to 1% of |mcma,1|. The CMA-ES trial takes about a day on a 4-core modern desktop.

As an example of using, the neural control parameters can be optimized for energy-efficient

normal walking. Since CMA-ES uses only the order of costs, a cost function only needs to assign

lower costs for more desirable behaviors. Such cost function used for energy-efficient walking

consists of three parts,

J =


2c0 − xfall, if fall

c0 + dsteady, if non-steady walk

100 ‖vavg − vtgt‖+ CE, if steady walk

(3.24a)

(3.24b)

(3.24c)

with the first two parts encouraging the model not to fall down first (eq. (3.24a), xfall is the dis-

tance traveled before falling) and then to achieve steady locomotion (eq. (3.24b)). The steadiness

measure dsteady is the summed differences of the relative cartesian positions of the segment edges

at heel strike. Based on sufficient tests, the model is considered in steady locomotion if this sum

is smaller than 10 cm for six consecutive steady steps (3 cm for sagittal plane 2D models). The

last part (eq. (3.24c)) encourages energy efficient locomotion (energetic cost CE) at a target ve-

locity vtgt = [vtgt,x, vtgt,y], where the frontal plane target speed vtgt,y = 0, and vavg is the average

velocity. The constant c0 = 103 ensures eq. (3.24a) > eq. (3.24b) > eq. (3.24c). The energetic

cost is calculated as CE = EM
mMS‖(∆xCOM ,∆yCOM )‖ , where the metabolic energy EM is obtained by
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: given initial parameter set
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end

: select parameter set
with minimum cost

sample new parameter sets
from mean and covariance

yes

evaluate cost
of each parameter set
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Figure 3.9: Outline of CMA-ES. CMA-ES samples new parameter sets, or samples, using a covariance matrix

which evolve over generations. Each generation consists of three steps (square boxes). Schematic diagrams (dotted

boxes) are shown for a generation, where the covariance matrix is updated toward lower costs in the parameter

space. (circular line: covariance matrix; black solid circle: candidate samples; blue solid circle: samples with

lower costs; red solid circle: samples with higher costs)

integrating eq. (3.22), and ‖(∆xCOM ,∆yCOM)‖ is the distance traveled in the horizontal plane.

The values of vavg and CE are calculated over the last six consecutive steps of steady walking.
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Chapter 4

Neural Control Model that Generates

Diverse Human Locomotion Behaviors

Most of the material of Sections 4.1 and 4.2 has been published in:

• Song and Geyer. A neural circuitry that emphasizes spinal feedback generates diverse behaviours of human

locomotion. The Journal of physiology, 2015. [240],

and the discussion in Section 4.4 is based on the works published in:

• Song and Geyer. Regulating speed and generating large speed transitions in a neuromuscular human walking

model. IEEE ICRA, 2012. [238]

• Song and Geyer. Regulating speed in a neuromuscular human running model. IEEE Humanoids, 2015. [241]

• Song. Towards a hierarchical neuromuscular control model with reflex-based spinal control - study with a

simple running model. ISIS, 2015. [235].

This chapter presents a spinal-reflex-based control model that can generate diverse human

locomotion behaviors in the neuromechanical simulation environment described in the previous

chapter. The main purpose is to investigate to what extent the central questions of “how does the

lower layer controller generate the motor stimulations?” and “how is the lower layer controller

modulated by the higher layer control to realize different locomotion tasks?” postulated in Chap-

ter 2 can be answered with a spinal-reflex-based neuromechanical model with no CPG. We first

43



describe the details of the reflex-based neural control model (Sec. 4.1) and the locomotion be-

haviors the model can generate (Sec. 4.2). Then we discuss the implications of the model related

to the central questions (Sec. 4.3) and suggest future directions (Sec. 4.4)

4.1 Neural Control Model

The proposed neural circuitry is organized into spinal reflex modules combined with a supraspinal

layer. The spinal modules realize individual limb functions essential to legged systems with

decentralized feedback control. The supraspinal layer adjusts the desired foot placements and

modulates some of the spinal reflexes (Fig. 4.1). The inputs to this hierarchical control struc-

ture include the muscle states such as the length, velocity or force of the contractile elements,

the ground contact information, as well as the trunk’s COM position and velocity relative to the

stance foot, and the leg angles and the global trunk lean. The outputs are the muscle stimulations

Sm = [SLHAB, ..., S
L
TA, S

R
HAB, ..., S

R
TA] of the left (L) and right (R) generated by the spinal reflex

modules.

4.1.1 Spinal Reflex Control Modules

Each leg’s muscles are controlled by 10 reflex modules M1 to M10 based on their functional role

in stance (M1 to M5) or swing (M5 to M10) (Fig. 4.1-A). In addition, if a leg is selected by the

supraspinal layer to switch from stance control to swing control during the transitional double

support phase, some of the stance control modules are inhibited (M1 and M2) and some of the

swing control modules are excited (M6 and M7) in proportion to contralateral leg loading. For

most muscles, the resulting net stimulation is generated by several control modules that can be

active simultaneously. The functions of each module and their computational implementation

are described in this subsection.

The stance control is taken from [88] with modifications for some modules and an extension
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Figure 4.1: Neural control organization. The control is organized in spinal and supraspinal layers (A). The spinal

layer consists of 10 reflex modules (M1 to M10) for each leg, which are active in stance or swing. The supraspinal

layer adjusts the desired foot placements (αtgt) and desired minimum swing leg length (lclr), and selects which

leg should transition into swing control during double support. Desired foot placement is calculated as target leg

angles αs
tgt and αf

tgt for sagittal (s) and frontal (f) plane motions based on the velocity vs,f of the COM and its

distance to the stance leg ankle, ds,f (B). In double support, swing control is initiated for the leg whose angle α is

farther from the target (C).

45



for lateral trunk balance (Fig. 4.2). The first key function of the stance control is to robustly

generate compliant leg behavior. Module M1 realizes compliant leg behavior using positive

force feedbacks (F+) of the leg extensors (GLU, VAS and SOL). As compliant behavior of

segmented legs is prone to buckling [227], M2 prevents knee hyperextension by positive force

feedbacks of the biarticular knee flexors (HAM and GAS) throughout stance and by exciting the

monoarticular knee flexor (BFSH) while reciprocally inhibiting the knee extensor (VAS) with

muscle length feedbacks (L±) if the knee approaches hyperextension. The second key function

of the stance control is to maintain trunk balance. M3 is the main module realizing this behavior

by activating the hip antagonists in the sagittal (HFL, GLU and HAM) and frontal planes (HAB

and HAD) based on an assumed vestibular or visual feedback of the trunk pitch (θs) and roll (θf )

in the world frame. (S+ in the M3 panel of Fig. 4.2-A indicates that HAM is co-stimulated in

proportion to the stimulation of GLU.) The intensity of the M3 output is modulated by sensory

feedback of the load Fi on the ipsilateral leg to prevent it from slipping due to exaggerated

hip torques. In addition, the module M4 compensates for the moment induced on the trunk by

the contralateral swing leg by co-stimulating the ipsilateral leg’s antagonist hip muscles in the

sagittal plane and agonist hip muscles in the frontal plane (S+).

The last spinal module active in stance control, M5, is also active in swing control and serves

a dual purpose. It uses muscle length feedback (L+) of the ankle flexor (TA) to generate foot

ground clearance in swing and to prevent ankle hyperextension in stance. During stance, this

length feedback is inhibited reciprocally by negative force feedback (F−) from the ankle extensor

(SOL) to reduce unnecessary antagonistic activation.

The main part of the swing control composed of modules M6 to M10 is adapted from [62]

(Fig. 4.2). Its key functions are to generate sufficient ground clearance and to robustly place

the leg into target angles in the sagittal and frontal planes. The desired minimum leg length,

lclr, for ground clearance and target angles α =
[
αstgt, α

f
tgt

]T
are provided to the spinal layer

by supraspinal inputs (Fig. 4.1-A). Throughout swing, module M6 drives the hip muscles (HFL,
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Figure 4.2: Reflex modules of the spinal control layer. 10 reflex modules realize with decentralized feedback key

functions of legged systems (A). The contributions of the modules to each muscle’s stimulation throughout the

gait cycle is depicted at the right (B). The dotted portions indicate modules that are inhibited or excited during

double support in proportion to the load Fc on the contralateral leg when transitioning from stance control to swing

control. Sw1 to Sw4 trigger events within swing control (see text for details).
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GLU, HAB, and HAD) in proportion to the errors in leg angles ∆α = αtgt−α to control swing

leg placement. For the frontal plane, the error is provided as muscle length feedback (L−) from

the hip abductor and adductor, HAB and HAD, interpreting the offset, loff , in the length feedback

signal lce,RF − loff,RF as a means to adjust the target angle via γ-motoneuron stimulation (not

shown in Fig. 4.2-A). A similar length feedback (L−) of the biarticular muscles spanning the hip

and knee, HAM and RF, provides an estimate of the leg angle error in the sagittal plane (shown

in Fig. 4.2-A).

The remaining swing leg modules control the knee to achieve ground clearance and return to

leg extension when approaching the target angle (Fig. 4.2-A). Module M7 uses velocity feedback

from RF (estimating sagittal leg angular velocity α̇s) to the monoarticular knee flexor BFSH to

ensure initial knee flexion. Module M8 uses length feedback of VAS (L+) to monitor leg length,

again interpreting the length offset loff,V AS as the desired minimum leg length lclr which can be

adjusted by γ-motoneuron activity. When VAS stretches past the offset (the leg shortens below

lclr) (Sw1 in Fig. 4.2-B), M8 deactivates M7 and dampens the knee motion with positive velocity

feedbacks (V +) of VAS on RF and of BFSH on itself, accounting for the fact that muscles can

only pull. (BFSH is further modulated by feedback from RF to allow the knee to passively extend

when αs approaches its target). The sagittal leg angle, αs, is monitored simultaneously with

length feedbacks of HAM and RF. When αs as measured by HAM passes a threshold close to

the target value αstgt (Sw2), M9 begins to use positive length feedback (L+) of HAM to decelerate

the leg angular motion. At the same time, when αs passes this target as measured by RF (Sw3),

M8 is deactivated. Finally, once the leg starts to retract (α̇s > 0, detected by velocity feedback

of HAM; Sw4), module M10 engages and uses positive length feedbacks (L+) of the hip muscles

(GLU and HFL) and the knee extensor (VAS) to extend the leg and hold it close to the targeted

angle (GLU and HFL).

If a leg is selected by the supraspinal layer to switch from stance control to swing control

during the double support phase, the outputs of modules M1 and M2 for the hip and knee muscles
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are inhibited by proportional feedback of the contralateral leg force Fc to terminate stance (shown

as a factor 1−Fc in Fig. 4.2-B). (M1 and M2 remain unmodified for the ankle muscles to provide

ankle push off.) At the same time, M6 and M7 are proportionally excited by the same contralateral

force to initiate swing. The modulation with Fc guarantees that the transition from stance to

swing control occurs only if the body weight transfers to the contralateral leg.

The actual equations and parameter values of the model’s reflex pathways are presented in

Appendices 4.A.1 and 4.A.2.

4.1.2 Supraspinal Control Layer

The supraspinal control layer adjusts the desired foot placements in swing. It selects the leg that is

to transition into swing control in double support and provides to the spinal cord layer the desired

minimum leg length lclr for ground clearance and the desired foot placement in the form of target

leg angles αtgt in the sagittal and frontal planes (Fig. 4.1-A). Several approaches have been

proposed to compute desired foot placements for dynamic balance in 3D walking and running

[129, 212, 279, 285]. We adapt the heuristic approach of [285] due to its simplicity. For instance,

the desired leg angle of the left leg (L) in the sagittal plane (s) is calculated as αw,stgt,L = αs0−csd dsL−

csv v
s
L, where αw,sL is the angle that the sagittal hip-ankle line forms with the horizontal plane of

the world frame w; αs0, csd and csv are positive constants; and dsL and vsL are the time-delayed

horizontal position and velocity of the COM relative to the ankle of the right foot (Fig. 4.1-B).

Four different target angles are computed accounting for the sagittal and frontal planes of the left

and right leg. The resulting target angle vector αwtgt =
[
αw,stgt,L, α

w,s
tgt,R, α

w,f
tgt,L, α

w,f
tgt,R

]T
is sent to

the spinal layer in body frame coordinates, αtgt = αwtgt + θ.

If the legs are in double support, the supraspinal layer additionally selects the leg whose con-

trol is to transition into swing based on the distance of the leg angles to their targets (Fig. 4.1-C).

For each leg, the leg angle distance is calculated as ‖αtgt −α‖ =
√

(αstgt − αs)2 + (αftgt − αf )2,

and the next swing leg is chosen to be the one whose angle distance is larger, as the other leg is

49



better positioned to balance the trunk in stance. Both the swing leg selection and the target an-

gle vector αtgt are updated continuously, allowing the supraspinal layer to react to disturbances

throughout the gait cycle.

4.2 Generation of Human Locomotion Behaviors

Whether the proposed reflex circuitry reproduces human walking behavior is first confirmed

(Sec. 4.2.1). Then the contributions of the individual control modules are explored (Sec. 4.2.2).

Finally, the versatility of the reflex circuitry in generating other locomotion behaviors by supraspinal

modulation is demonstrated (Sec. 4.2.3).

4.2.1 Quality of Walking Behavior

The reflex circuitry generates walking with overall human-like kinematics, dynamics and muscle

activation patterns, although the metabolic energy optimization leads to a lower quality match

than obtained with parameters tuned to match kinematic data in the Geyer’s 2D model [88].

Fig. 4.3 shows the joint kinematics and dynamics and the GRFs obtained from optimizing the

control parameters with the cost function (eq. (3.24)) for a normal human walking speed of

1.2 m s−1. Some differences compared to the human walking patterns are introduced by the

simplified structure of the skeletal model. For instance, the reduction of the entire upper body to

a rigid segment neglects soft, force-buffering structures in the human trunk and leads to higher

impact forces and larger trunk motions after heel strike (Fig. 4.3-(i)). Also, the lack of a toe

segment results in more plantar flexion in late stance (ii). These differences (i and ii) have also

been observed in the Geyer’s model [88]. However, the energy optimization introduces additional

differences. The model now tends to straighten the knee early in stance (iii), known to generate

more energy-efficient solutions in gait optimization [1, 258]. The early straightening induces less

dorsiflexion at the ankle and excessive roll at the hip (iv). Both differences (iii) and (iv) are not
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Figure 4.3: Comparison of kinematics and dynamics for walking at 1.2 m s−1 in humans (gray traces) and the

3D neuromechanical model (black traces) over a normalized gait cycle. Stance lasts from 0% to about 60%. The

panels show the roll, pitch and yaw of the trunk with respect to the world frame (A), the leg joint angles and

torques (B), and the ground reaction forces in foreaft (x), mediolateral (y), and vertical directions (z) (C). The gray

areas (iiv) highlight key differences between model and human data. Human data are adapted from [216] (angles),

[75] (torques) and [59] (GRFs). (R: cross-correlation values [278])

observed when the model is optimized to match the reference kinematics instead of minimizing

the energetic cost (not shown).

With the exception of HAD, the correlation coefficients between predicted and observed

activation patterns lie within the range found in human experiments (average R = 0.40 ∼ 0.81

for inter-subject comparison, [278]) (Fig. 4.4-A and B). Compared to the previous 2D model,

the energy optimization slightly reduces the quality of the match for the ankle muscles (SOL,
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GAS and TA; R ≥ 0.80). On the other hand, the functionally improved spinal circuitry leads

to a better match for HFL throughout the gait cycle (R = 0.86), now generates VAS activity

in stance preparation at the end of swing, and captures the overall activation patterns of the

added muscles BFSH and RF, although the onset of RF activity is late by about 10% of the gait

cycle. The largest difference between predicted and observed activity occurs for the added HAD

(R = 0.32), whose exclusive action on the hip roll DOF in the model probably over-simplifies

the action and control of hip adductors in humans.

While the quality of the fit improves by including, for instance, reference kinematics in the

optimization goals, energy optimization provides a sufficient cost criterion to generate overall
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Figure 4.4: Comparison of muscle activations in normal walking. The left panel shows the human muscle acti-

vations for the 11 muscle groups of the model estimated from low-pass-filtered surface EMG (A, adapted from

[205]); the center panel shows the model-predicted muscle activations with coefficients of correlation (R) be-

tween model and human data (B); and the right panel shows the contributions of individual control modules Mi

to the activation of selected muscles (C). Net activation in the center panel is the sum of the contributions and

saturated within 0% and 100%. Shaded backgrounds indicate stance phase with double supports in a darker hue.

(Compared muscles: (i) gluteus medius, (ii) adductor magnus, (iii) adductor longus, (iv) gluteus maximus, (v)

semimembranosus, (vi) vastus lateralis; R: cross-correlation value; S0: prestimulation contribution)
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human locomotion behavior without requiring reference data. It thus allows us to explore the

behaviors that the spinal control circuitry can produce.

4.2.2 Contributions of Individual Reflex Modules

The spinal modules combine to shape the activation patterns of individual muscles in ways that

can obscure the interpretation of EMGs in experiments (Fig. 4.4-C). Some modules contribute

similarly to a muscle’s activation. For instance, the modules for compliant stance leg behavior

(M1) and trunk balance (M3) contribute similar activation profiles for HAB, suggesting that a

single peak of EMG activity in humans does not have to equal a single functionality. The peak

can instead result from executing multiple functional goals at the same time. Other modules

compete. The HAM activity in the late double support is nearly flat (Fig. 4.4-B), because the

excitation provided by the balance module M3 is suppressed by module M2, which protects

against knee hyperextension (Fig. 4.4-C). Thus, it can be misleading to equate flat muscle EMGs

with the absence of control. Finally, the late swing activities of HAM and VAS provide an

example in which apparently similar activation features across muscles are generated by different

control modules (the stopping module M9 for HAM and the leg-holding module M10 for VAS).

Not all of the proposed control modules seem to contribute to steady walking, however. To

test if they matter, the neuromechanical model is subjected to disturbances. The model is trained

(or optimized) on rough terrain (Fig. 4.5; 40 m long track with random height changes up to

Figure 4.5: Robust walking on rough terrains. The model can walk blindly on a rough terrain with ± 10 cm.
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ground tolerance

roughness [cm] ±0 ±2 ±4 ±6 ±8 ±10

survival rate [%] 100 90 80 55 15 0

push resistance

time [% gait cycle] 0 10 20 30 40

forward [Ns] 54 32 52 54 72

backward 50 36 54 86 82

medial 26 12 10 24 18

lateral 12 8 10 32 50

Table 4.1: Ground tolerance and push resistance of the neuromechanical controller trained on a ±10cm-terrain.

Shown are the survival rate on 20 randomly generated test terrains of different maximum step size (top) and the

largest impulse (variable force, fixed time interval of 200 ms) that can be applied to the pelvis in different directions

and times of the gait cycle (bottom).

±10 cm during the middle 20 m portion) with the cost function eq. (3.24), searching for energy-

efficient walking that can tolerate disturbances. We find that the trained control is robust enough

to let the model traverse randomly generated terrains (success rate >50% up to ±6 cm terrains)

as well as withstand substantial horizontal pushes (Table 4.1) with a steady state gait that is

slightly faster than before (1.4 m s−1 vs. 1.2 m s−1) and less energy optimal (metabolic cost of

6.2 J kg−1 m−1 vs. 5.0 J kg−1 m−1). Note that the model can be trained to walk on rougher terrain,

but the resulting gait clearly deviates from normal locomotion and is not investigated here. We

then subject the trained model to walking on flat and rough terrain and record the peak muscle

activations that each module contributes.

The comparison shows that some swing leg modules which do not seem needed in steady

walking become important when rejecting disturbances (Fig. 4.6). At no instant in steady walk-

ing (gray bars) did the modules M4, M7 and M10 contribute more than 2% of activation to any

muscle. All three modules are related to swing leg control with M7 supporting early knee flex-
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Figure 4.6: Contributions of reflex modules to individual muscle activations. The contributions of the reflex

modules are investigated while walking on rough and flat terrain with same control parameters. Peak contributions

of the modules to individual muscle activations in steady (gray) and disturbed walking (on rough terrain, black)

are compared at the right. Control modules with peak increases of more than 20% are indicated in the right top

grid.

ion, M10 holding the leg before stance, and M4 compensating for moments induced on the trunk

(Fig. 4.2). Their negligible activities reveal that the optimization converged on an energy-efficient

solution with a nearly passive knee in swing. Although this ballistic walking style [174] makes

these modules seem unneeded, they become highly active in rough terrain (black bars), playing a

major part in placing the swing leg (M7, encountered peak activation of 100%) and stabilizing the

trunk (M4, 36% peak activation). Module M10 is the exception. It does not meaningfully increase

peak activity (1%), suggesting that the human stance preparation of hip and knee extensors [205]

is not critical to gait robustness.

4.2.3 Behavior Diversity

The proposed spinal control modules are sufficient to generate a range of steady and unsteady

locomotion behaviors observed in humans (Fig. 4.7). Characteristic human locomotion behaviors

range from walking and running to stair and slope negotiation to turning and deliberate obstacle

avoidance. Optimization for different terrains with the cost function eq. (3.24) identifies control
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parameter sets that generate steady behaviors, including slope ascent (≤8%) and descent (≤24%)

as well as stair ascent (10 cm risers with 40 cm treads). With different target speeds in eq. (3.24c),

the control network further generates walking at speeds ranging from 0.8 m s−1 to 1.8 m s−1 (not

shown), which covers human slow and fast walking [182], and running steps at 3 m s−1, although

the model falls after about 20 m (Fig. 4.7-A). In addition, using different constant parameter sets

for the left and right leg (and replacing the velocity term in cost function in eq. (3.24c) with a

cost term that seeks to maximize the change in trunk yaw), the control generates steady turning

motions with the smallest radius of about 6.5 m. (The lack of yaw joints in the hips of the model

probably prevents smaller radii as it has to slide about the stance foot to produce yaw motion.

This shortcoming affects the performance of most behaviors. In humans, the internal yaw joints

of the hips and trunk are used even in normal walking [245]. It is likely that adding these internal

DOFs would help the model to achieve sharper turns, a larger range of walking speeds, and

stable running (see below). For example, in the 2D sagittal plane, where yaw stabilization is

not required, the model can generate stable running with speed changes between 2.4∼4.0 ms−1

[241].)

To test whether the control architecture of the spinal modules produces unsteady locomotion

behaviors, we allow the optimization to change the control parameter sets at heel strike between

individual steps (Fig. 4.7-B). With two such step changes in the control parameters, the model

can make large changes in walking speed from 0.8 m s−1 to 1.7 m s−1 and from 1.8 m s−1 to

1.1 m s−1, and change the walking direction with a maximum turning angle of 50 deg. In both

cases, the speed and direction changes appear only after the steps with the control parameter

changes, suggesting that earlier steps should not be overlooked in gait analysis when studying

these behaviors. Expanding the control changes to multiple steps, the model can also avoid

obstacles by increasing the foot ground clearance or the step size. For example, in the sequence

shown in Fig. 4.7-B, the model approaches from steady walking, passes within eight steps of

altered control a 10 cm high obstacle followed by a 75 cm wide obstacle and then returns to
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Figure 4.7: Behavior diversity. Snapshots of the human neuromechanical model during steady (A) and transitional

behaviors (B) are shown.
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steady walking.

Except for stair walking and running, all steady and unsteady behaviors have been generated

without changing individual muscle reflex parameters in swing. It is sufficient to keep the swing

reflex parameters used for energy-efficient walking, and to generate the different swing leg be-

haviors by altering the supraspinal commands of the desired minimum leg length, lclr, and the

desired target leg angle, αtgt. (note: Since only the swing leg control is structured in a hierarchy

with few supraspinal parameters, we always allowed the optimization to change all stance re-

flex parameters.) For instance, down slope walking was generated using the smallest desired leg

length, lclr = 75 cm, whereas normal walking used lclr = 87 cm. Similarly, target angles ranged

from αstgt = 59 deg in fast walking to αstgt = 72 deg for descending slopes. In contrast, for walking

upstairs and running adjusting only lclr and αtgt was insufficient. For these behaviors, the gains

of the feedback pathways which stimulate HFL in M6 needed to be largely increased, because a

stronger hip swing is required to lift the thigh up in walking upstairs and to rapidly advance the

leg in running. This additional adjustment suggests that the intensity of the swing should be part

of the supraspinal control layer.

The optimization did not find a solution for walking down stairs (10 cm risers and 40 cm

treads), pointing to a limitation of the current stance leg control. To lower the COM down stairs,

leg propulsion in late stance needs to be tempered, which could be achieved by lowering the

feedback gains in module M1 during the late stance phase. However, this gain adjustment will

require organizing the stance control into a hierarchy with supraspinal modulation.

Changes in the optimized reflex gains for the different behaviors reveal several functional

candidates for such a supraspinal modulation of the stance control. One candidate for supraspinal

modulation is the target trunk lean, θtgt, in the balance module M3. For instance, walking up

stairs required a target trunk pitch of θstgt = 22 deg as compared to 2∼7 deg for all other behaviors.

Including the target trunk lean in the supraspinal control layer seems a natural choice given that it

is related to the vestibular and vision systems. Another candidate is the modulation of the force
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feedback gain of VAS, which tends to increase for walking behaviors with higher leg impacts

(walking fast, on down slope, or on rough terrain). The force feedback of VAS is part of module

M1 responsible for generating compliant leg behavior. Changing the VAS gain will change the

leg stiffness, a functional adaptation important to human locomotion [84, 152].

4.3 Implications of the Model

The primary goal of the model is to investigate to what extent the central questions of “how does

the lower layer controller generate the motor stimulations?” and “how is the lower layer

controller modulated by the higher layer control to realize different locomotion tasks?” can

be answered with a spinal-reflex-based controller. The proposed controller without any time-

based control component, or CPGs, generates human-like walking kinematics, dynamics and

muscle activations. Furthermore, the model can generate diverse locomotion behaviors including

walking and running, acceleration and deceleration, slope and stair negotiation, turning, and

deliberate obstacle avoidance. The results suggest an answer to the first question: “the motor

stimulations of many human locomotion behaviors can be generated by chains of reflexes

in the lower layer controller.”

The second question is addressed in part by the swing leg controller. The swing leg controller

consists of two layers, where the higher-layer brain controller sends commands about where and

how to place the swing foot (through the commands of desired foot placement, αtgt, and min-

imum swing leg length, lclr), and the lower-layer spinal controller generates muscle activations

based on these commands. With this hierarchical structure, the model is able to generate differ-

ent locomotion behaviors without changing the control parameters of the lower-layer swing leg

controller. Such result suggests an answer to the second question: “different locomotion be-

haviors can be realized by a unified spinal controller that is modulated by the higher-layer

control through a few high-level commands.” This is opposed to control structures, where the

higher-layer brain control is directly engaged at the level of generating muscle activations, or
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where multiple sets of lower-layer controllers are switched for different locomotion tasks. Hier-

archizing the entire lower-layer control and developing a higher-layer control that modulates the

lower-layer control based on high-level tasks and environmental cues remains for future work.

4.4 Future Work

The main part that remains as future work is to complete the hierarchical controller that can

generate diverse locomotion behaviors based on high-level tasks and environmental cues, as hy-

pothesized for biological controllers (Sec. 2.1.2, Fig. 2.2). As discussed in the previous section,

in the current model, only the swing leg control is partially in such hierarchical structure. To-

wards this goal 1) the lower-layer should be able to generate desired locomotion behaviors from

a few control commands, and 2) the higher-layer should generate these few control commands

accordingly to realize the high-level tasks and to adapt to the environment (Fig. 4.8).

First, we propose to select the control commands for the lower-layer control based on func-

tional principles of legged locomotion. Previously, we constructed a walking speed controller

by selecting key control parameters that show meaning trends across targeted walking speeds as

the control commands [238]. With such approach, nine selected control commands enabled the

model to generate rapid speed changes between 0.8 m s−1 and 1.8 m s−1. However, it is not clear

if the same key parameters can be used to generate other behaviors such as walking up and down

slopes; if not, then more parameters should be added which increases the action space. Instead

of selecting from the lower layer control parameters, one can adapt the lower layer control to

operate with a few parameters that functionally suffices the generation of diverse locomotion

behaviors. The current swing leg control is an example, which can be modulated for many lo-

comotion behaviors by target foot placement (αtgt) and minimum swing leg length (lclr). Based

on our previous studies, we suggest the following control commands for the full control: desired

trunk angle (θtgt) and energy change along the vertical and horizontal axes (∆Ev and ∆Eh) for

the stance leg control; target foot placement (αtgt), minimum swing leg length (lclr), and swing
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Figure 4.8: Full hierarchical neural controller. I propose to complete the hierarchical control structure and explore

control policies for the higher layer controller using machine learning techniques. The targeted behaviors of the

hierarchical neural controller include speed changes in and gait transitions between walking and running as well

as following commanded footsteps.

intensity (Isw) for the swing leg control; and the control mode of each leg (CR/L) (Fig. 4.8).

Given the lower-layer controller that can be modulated with a few control commands, the

higher-layer controller should map specific values for these control commands to desired loco-

motion tasks and environmental cues. One option for this mapping is to use a giant lookup table,

which we have used to successfully control running speed and height of a simple neuromechan-

ical hopper on rough terrains [235] (Fig. 4.9-A). However, this approach is susceptible to the so-

called curse of dimensionality (a generous calculation on the minimum size of the table, which

neglects the environmental cues and considers simplified states with resolution ofR = 10, results

in R#S×R#S×#A ≈ 1096, where #S ≈ 47 and #A ≈ 100 represent the number of states and

control parameters, respectively), which limits us from applying this method to more complex
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Figure 4.9: Towards a versatile higher-level control model. A. Running speed and height control of a simple

neuromechanical hopper. With a lookup table that maps the full state-to-state of the simple hopper, the model

can control running on unknown rough terrains. B. Running speed control of the neuromechanical model with a

higher layer linear policy. The plot on the right shows the human model (on the left) tracking target velocity that

arbitrarily changes every 6 seconds between 2.4 m s−1 and 3.9 m s−1. Speed changing strategy of modulating the

trunk lean is running in parallel with the linear speed adaptation policy. (vstep: average velocity for one step; v:

instantaneous velocity)

models as our current human model. Therefore, some sort of function approximation instead

of a lookup table seems necessary. We also have explored this direction using a linear function

that maps desired running speeds to the lower-layer control parameters [241] (Fig. 4.9-B). With

addition control components that facilitate speed changes, the human neuromechanical model

could generate acceleration and deceleration of about ±0.35 m s−2 between running speeds of

2.4 m s−1 and 4.0 m s−1. However, to fully use the capacity of the lower-layer controller, a full

state-action-state mapping should be explored, where the states include the state of the human

system as well as the environmental cues.

Therefore, we propose to use more general function approximators such as deep neural
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networks to model the higher-layer brain control. These general function approximators can

be trained without human data using reinforcement learning techniques such as value iteration

[208] and policy iteration [147]. These techniques have been used to control simulation legged-

characters, in the graphics community [53, 203]. Especially, using deep reinforcement learning

techniques [172, 173], which seem to be applicable to high-dimensional continuous action and

state spaces that include detailed representation of the environment and full control parameters of

the lower-layer control [204], one can first develop a black box controller with desired capabili-

ties and reverse engineer functional principles from the developed controller (ex. the few control

commands for the lower-layer controller). On the other hand, one can use supervised learn-

ing techniques to develop control models that closely reproduce existing gait data (including

those generated by simulations), which have been explored for graphical characters and robots

[150, 177, 178]. Moreover, incorporating human gait data using supervised learning in the de-

velopment of neuromechanical control models can lead us to a new direction of studying human

control [82].

4.A Appendices

4.A.1 Reflex control equations

This appendix presents the actual equations that implement the reflex pathways described in

Section 4.1.1. The values of the control parameters used for several locomotion behaviors are

shown in Appendix 4.A.2.

Reflex pathways that are frequently used in the control network include force feedback

( pF TGT,i
SRC ), length feedback ( pL TGT,i

SRC ), velocity feedback ( p±V TGT,i
SRC ), proportional-derivative feed-

back ( pPD TGT,i
θtgt ±θ ), and co-stimulation ( pS TGT,i

SRC,j). The general structures of these pathways are
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shown below:

pF TGT,i
SRC = GF TGT,i

SRC F̄mtu,SRC (t−∆t)

pL TGT,i
SRC = GL TGT,i

SRC

[
l̄ce,SRC (t−∆t)− l̄TGT,ioff,SRC

]
+

pL TGT,i
±αtgt SRC = GL TGT,i

αtgt SRC

[
l̄ce,SRC (t−∆t)− {1± Cα

SRC (αtgt (t−∆t)− α0,SRC)}
]

+

p±V TGT,i
SRC = GV TGT,i

SRC [±v̄ce,SRC (t−∆t)]+

pPD TGT,i
θtgt ±θ =

[
± GP TGT,i

θ (θ (t−∆t)− θtgt)± GD TGT,i

θ̇
θ̇ (t−∆t)

]
+

pS TGT,i
SRC,j = GS TGT,i

SRC SSRC,j

p
[S]+ TGT,i

Sthr SRC,j = G
[S]+ TGT,i

SRC [SSRC,j − Sthr,SRC ]+ ,

where the left superscript indicates the type of the pathway, the right superscript specifies the tar-

get muscle (TGT ) stimulated by the pathway and the control module (i) the pathway belongs to.

The right subscript shows the signal origin as either the source muscle (SRC) or the trunk lean

θ. In addition, for the length and co-stimulation pathways a left subscript indicates feedback

modulation by either the swing-leg target angle ( pL TGT,i
±αtgt SRC ) or the co-stimulation threshold

( p
[S]+ TGT,i

Sthr SRC,j). The symbol [· · · ]+ indicates that only the positive values of the term in the bracket

are used. The feedback data of muscle force (F̄mtu = Fmtu
Fmax

), length (l̄ce = lce
lopt

) and veloc-

ity (v̄ce = vce
vmax

) are normalized to their nominal values. With this notation system, the reflex

pathways that generate the muscle stimulations are given below for each muscle individually:

HAB

SHAB,1 = pF HAB,1
HAB

SHAB,3 = pPD HAB,3
0 −θf

SHAB,4 = pS HAB,4
HABC

SHAB,6 = pL HAB,6

αftgt HAB

HAD

SHAD,3 = pPD HAD,3
0 θf
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SHAD,4 = pS HAD,4
HADC

SHAD,6 = pL HAD,6

−αftgt HAD

HFL

SHFL,3 = pPD HFL,3
θstgt −θs

SHFL,4 = pS HFL,4
GLUC

+ pS HFL,4
HAMC

SHFL,6 = pL HFL,6
αstgt RF − p−V HFL,6

RF

SHFL,10 = pL HFL,10
αstgt HFL

GLU

SGLU,1 = pF GLU,1
GLU

SGLU,3 = pPD GLU,3
θstgt θs

SGLU,4 = pS GLU,4
HFLC

+ pS GLU,4
RFC

SGLU,6 = pL GLU,6

−αs∆tgt HAM
− p−V GLU,6

HAM

where αs∆tgt = αstgt + αs∆

SGLU,10 = pL GLU,10
−αstgt GLU

HAM

SHAM,2 = pF HAM,2
HAM

SHAM,3 = pS HAM,3
GLU,3

SHAM,4 = pS HAM,4
GLU,4

SHAM,9 = pL HAM,9

−αs∆tgt HAM

RF

SRF,8 = pV RF,8
V AS
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VAS

SV AS,1 = pF V AS,1
V AS

SV AS,2 = − pL V AS,2
BFSH

SV AS,10 = pL V AS,10
V AS

BFSH

SBFSH,2 = pL BFSH,2
BFSH

SBFSH,7 = p−V BFSH,7
RF

SBFSH,8 = pV BFSH,8
BFSH MLMV

where ML = 1
CαRF

[
lce,RF (t−∆t1)−

{
1 + Cα

RF (αstgt(t−∆t2)− α0,RF )
}]

+

and MV =
[

1
CαBFSH

vce,BFSH(t−∆t3) + 1
CαRF

vce,RF (t−∆t4)
]

+

SBFSH,9 = p
[S]+ BFSH,9

Sthr,HAM HAM,9

GAS

SGAS,2 = pF GAS,2
GAS

SGAS,9 = p
[S]+ GAS,9

Sthr,HAM HAM,9

SOL

SSOL,1 = pF SOL,1
SOL

TA

STA,5,st = pL TA,5,st
TA − pF TA,5

SOL

STA,5,sw = pL TA,5,sw
TA

where STA,5,st and STA,5,sw are active during stance and swing, respectively.

The trigger events (Sw1 ∼ Sw4 in Fig. 4.2) of the swing leg control are modeled as:
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Sw1 : lce,BFSH(t− tm) ≤ {1 + Cϕ
BFSH (ϕknee,tgt (t− (tss + ts))− ϕ0,BFSH)}

Sw2 : lce,HAM(t− ts) ≥
{

1− Cα
HAM

(
αs∆tgt (t− (tss + ts))− α0,HAM

)}
[| Sw1]

Sw3 : lce,RF (t− ts) ≤
{

1 + Cα
RF

(
αstgt (t− (tss + ts))− α0,RF

)}
[| Sw1]

Sw4 : vce,HAM(t− ts) ≤ 0 [| Sw2] ,

where ϕknee,tgt is calculated from lclr, and [| Sw1] in Sw2, for example, indicates that Sw2 gets

triggered only if Sw1 is already triggered in the swing phase.

4.A.2 Control parameter values

This appendix presents the control parameter values used for locomotion behaviors of normal

walking (Sec. 4.2.1), robust walking (Sec. 4.2.2), fast and slow walking, walking on inclined

and declined slopes, and running (Sec. 4.2.3). The control parameter values are reported in

Table 4.2, where their usages can be found in Appendix 4.A.1. The initial configurations of the

human model for the locomotion behaviors are reported in Table 4.3. Since not all of the reported

parameters are found to robustly generate the targeted behaviors (and that the reported values are

rounded to the third decimal points), they may not successfully generate the locomotion behav-

iors depending on the simulation environment. Instead, these values can be used to quickly find

successful parameter sets. For instance, when initializing CMA-ES with the reported parameter

sets, most of the desired behaviors can be found within a few (< 10) CMA-ES generations.
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walk
robust fast slow ascend descend

run
walk walk walk slope slope

supraspinal control parameters

αf0 [deg] -0.295 -3.761 -0.833 -0.813 -0.692 -0.954 -0.784

cfd [deg m−1] 26.404 0.000 17.139 19.590 15.636 20.760 7.579

cfv [deg (m s−1)−1] 14.830 13.629 10.175 9.083 12.090 10.822 12.237

θstgt [deg] 2.594 7.062 3.133 2.914 2.585 3.802 4.770

αs0 [deg] 60.652 64.448 59.198 66.286 59.587 72.148 71.879

csd [deg m−1] 0.054 0.188 0.066 0.061 0.068 0.073 0.035

csv [deg (m s−1)−1] 0.010 0.002 0.010 0.009 0.011 0.006 0.015

lclr [m] 0.829 0.877 0.844 0.835 0.826 0.752 0.920

αs∆tgt [deg] 0.039 - - - - - 0.081

measurement parameters

Cα
HAB 0.254 - - - - - -

α0,HAB 1.205 - - - - - -

Cα
HAD 0.204 - - - - - -

α0,HAD 1.054 - - - - - -

Cα
HFL 0.363 - - - - - -

α0,HFL 2.068 - - - - - -

Cα
GLU 0.363 - - - - - -

α0,GLU 2.068 - - - - - -

Cα
HAM 0.327 - - - - - -

α0,HAM 0.758 - - - - - -

Cα
RF 0.240 - - - - - -

α0,RF 2.365 - - - - - -

Cα
BFSH 0.199 - - - - - -

68



α0,BFSH 2.948 - - - - - -

spinal control parameters

HAB

SHAB,0,St 0.004 0.001 0.004 0.004 0.004 0.004 0.005

SHAB,0,Sw 0.004 - - - - - 0.002

GF HAB,1
HAB 0.237 0.389 0.317 0.356 0.376 0.000 0.308

GP HAB,3
θf

3.835 6.444 4.541 4.207 6.672 2.821 5.333

GD HAB,3

θ̇f
0.548 1.224 0.504 0.509 0.588 0.501 1.013

GS HAB,4
HABC

1.759 1.736 1.310 1.250 1.722 1.272 1.502

GL HAB,6

αftgt HAB
1.801 - - - - - 0.954

HAD

SHAD,0,St 0.005 0.009 0.008 0.008 0.010 0.008 0.018

SHAD,0,Sw 0.000 - - - - - 0.000

GP HAD,3
θf

0.163 0.235 0.237 0.226 0.276 0.219 0.413

GD HAD,3

θ̇f
0.092 0.163 0.075 0.078 0.081 0.110 0.018

GS HAD,4
HADC

0.003 0.001 0.004 0.004 0.004 0.005 0.002

GL HAD,6

αftgt HAD
3.784 - - - - - 2.698

HFL

SHFL,0,St 0.001 0.001 0.001 0.001 0.001 0.001 -0.016

SHFL,0,Sw 0.001 - - - - - 0.001

GP HFL,3
θs 0.208 0.102 0.245 0.239 0.250 0.256 0.472

GD HFL,3

θ̇f
0.123 0.243 0.108 0.108 0.116 0.112 0.351

GS HFL,4
GLUC

0.069 0.093 0.050 0.056 0.062 0.049 0.120

GS HFL,4
HAMC

0.002 0.001 0.001 0.002 0.001 0.002 0.005

GL HFL,6
αstgt RF 1.175 - - - - - 5.907

GV HFL,6
RF 0.416 - - - - - 0.160
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GL HFL,10
αstgt HFL 0.128 - - - - - 0.000

GLU

SGLU,0,St 0.032 0.023 0.033 0.032 0.033 0.047 0.005

SGLU,0,Sw 0.065 - - - - - 0.086

GF GLU,1
GLU 0.188 0.802 0.371 0.395 0.452 0.250 0.310

GP GLU,3
θs 0.512 0.577 0.418 0.570 0.424 0.533 2.715

GD GLU,3

θ̇f
0.214 0.144 0.172 0.223 0.236 0.109 0.262

GS GLU,4
HFLC

0.020 0.021 0.016 0.016 0.016 0.015 0.016

GS GLU,4
RFC

0.052 0.098 0.048 0.058 0.060 0.061 0.087

GL GLU,6
αstgt HAM 0.169 - - - - - 0.000

GV GLU,6
HAM 0.659 - - - - - 1.221

GL GLU,10
αstgt GLU 0.283 - - - - - 0.814

HAM

SHAM,0,St 0.014 0.076 0.018 0.020 0.022 0.017 0.038

SHAM,0,Sw -0.004 - - - - - -0.005

GF HAM,2
HAM 0.213 0.000 0.098 0.107 0.091 0.080 0.103

GS HAM,3
GLU,3 1.142 1.419 1.140 1.922 1.313 1.121 2.391

GS HAM,4
GLU,4 1.142 1.419 1.140 1.922 1.313 1.121 2.391

GL HAM,9

αs∆tgt HAM
13.640 - - - - - 15.603

RF

SRF,0,St 0.000 0.000 0.000 0.000 0.000 0.000 -0.034

SRF,0,Sw 0.000 - - - - - 0.000

GL RF,8
V AS 0.040 - - - - - 0.041

VAS

SV AS,0,St 0.010 0.006 0.016 0.015 0.017 0.022 0.015

SV AS,0,Sw 0.003 - - - - - 0.002
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GF V AS,1
V AS 2.907 10.210 2.963 2.805 2.602 2.948 2.129

l̄V AS,2off,BFSH 3.799 3.061 2.933 3.189 2.699 3.354 1.019

GL V AS,2
BFSH 0.161 0.053 0.144 0.148 0.135 0.183 0.172

l̄V AS,10
off,V AS 0.018 - - - - - 0.022

GL V AS,10
V AS 0.184 - - - - - 0.171

BFSH

SBFSH,0,St 0.004 0.003 0.004 0.005 0.005 0.004 0.001

SBFSH,0,Sw 0.044 - - - - - 0.042

l̄BFSH,2off,BFSH 1.279 0.826 1.636 1.611 1.354 2.165 1.164

GL BFSH,2
BFSH 1.035 1.504 0.894 0.836 1.028 0.944 1.327

GV BFSH,7
RF 1.228 - - - - - 0.382

GV BFSH,8
BFSH 3.810 - - - - - 2.278

G
[S]+ BFSH,9

HAM,9 0.593 - - - - - 0.000

Sthr,HAM 0.000 - - - - - 0.000

GAS

SGAS,0,St 0.002 0.003 0.001 0.002 0.001 0.002 0.000

SGAS,0,Sw -0.002 - - - - - 0.007

GF GAS,2
GAS 1.422 3.015 1.362 1.332 1.983 0.887 4.689

G
[S]+ GAS,9

HAM,9 0.140 - - - - - 0.536

Sthr,HAM 0.000 - - - - - 0.000

SOL

SSOL,0,St 0.039 0.046 0.030 0.034 0.024 0.042 0.021

SSOL,0,Sw 0.008 - - - - - 0.001

GF SOL,1
SOL 1.133 0.674 1.260 1.284 1.217 0.596 2.555

TA

STA,0,St 0.000 0.000 0.000 0.000 0.000 0.000 0.000
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STA,0,Sw -0.001 - - - - - -0.001

l̄TA,5,stoff,TA 0.649 0.843 0.652 0.673 0.612 0.737 0.325

GL TA,5,st
TA 0.037 0.000 0.000 0.000 0.000 0.000 0.000

GF TA,5
SOL 0.711 0.607 0.914 0.775 0.849 0.741 0.769

l̄TA,5,swoff,TA 0.432 - - - - - 0.413

GL TA,5,sw
TA 0.587 - - - - - 1.647

Table 4.2: Control parameter values of diverse locomotion behaviors. The reported values are the control parame-

ters of the supraspinal control, measurement parameters, and the spinal control. Same values for the measurement

parameters, which map the length of contractile elements in muscles to joint and leg angles, are used in all be-

haviors. Same values for the lower-layer swing control parameters are used in all behaviors except for running.
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walk
robust fast slow ascend descend

run
walk walk walk slope slope

vf [m s−1] 0.200 0.202 0.184 0.197 0.222 0.236 0.190

ϕfR,hip [deg] -1.000 -1.046 -1.003 -1.050 -0.864 -1.119 -1.000

ϕfL,hip [deg] -1.000 -1.066 -1.120 -0.972 -1.022 -0.937 -1.000

vs [m s−1] 1.300 1.440 1.539 1.292 1.423 1.569 3.300

ϕsR,hip [deg] 194.081 203.769 191.116 197.684 182.901 224.209 206.308

ϕsR,knee [deg] 179.115 177.357 184.881 178.794 184.296 172.617 110.558

ϕsR,ankle [deg] 85.590 84.255 76.272 84.919 105.940 31.984 70.461

ϕsL,hip [deg] 156.775 140.674 154.460 162.413 140.744 167.970 169.551

ϕsL,knee [deg] 176.606 173.535 177.039 177.207 173.428 162.249 172.813

ϕsL,ankle [deg] 100.092 101.173 105.545 100.329 102.094 92.702 103.512

Table 4.3: Initial configurations of the human model in diverse locomotion behaviors. The reported values define

the joint angles and velocities of the human model at the beginning of the simulations. The left foot is placed

horizontally in the world frame touching the ground surface. All the muscles are initiated to have slack tendons

and have minimum activations.
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Chapter 5

Model Evaluation Using Unexpected

Disturbances

Most of the material of this chapter has been published in:

• Song and Geyer. Evaluation of a neuromechanical walking control model using disturbance experiments.

Frontiers in Computational Neuroscience, 2017. [242].

In the previous chapter, a spinal-reflex-based neuromechanical control model that can gener-

ate diverse human locomotion behaviors has been proposed. The spinal circuitry of this model

is plausible in that it consists of neurophysiologically plausible reflex pathways [88]. However,

it may not be the only plausible model. The human nervous system receives input from a vast

sensory network, and the afferent pathways that we used to embed specific functions of legged

locomotion can probably be replaced by alternative pathways transmitting similar information.

Moreover, some of the reflex pathways may be replaced in part by CPGs, while preserving the

overall normal behavior [71]. Therefore, to genuinely evaluate the plausibility of the model a

more in-depth comparison to experimental results is required.

Disturbance reactions provide such a more in-depth comparison. Studying the reaction to

disturbances is a common approach to establish system models and to identify controllers [192].
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Specifically for human locomotion, several walking experiments have been conducted that report

on the immediate responses of the human spinal control to different types of unexpected distur-

bances including electrical stimulation [54, 231], mechanical perturbation at individual leg joints

[64, 78, 232], and more natural mechanical perturbation of the whole body [221, 234]. Although

external disturbances have been used in neuromechanical human walking models to either test

the robustness of control models [11, 138, 240] or to study specific high-level recovery strategies

[123, 181], comparisons of the reference data on the reactions of the human spinal control to the

reactions predicted by the different walking models have so far not been performed.

This chapter presents how we perform the in-depth comparison of disturbance reactions for

the proposed neuromechanical spinal control model of human locomotion. How the disturbance

experiments are selected from the literature and replicated with the neuromechanical model are

described in Section 5.1. Then, the comparison results of the disturbance reactions between the

model and humans are presented in Section 5.2, and the implications of the results and future

work are discussed in Section 5.3.

5.1 Disturbance Experiments on the Neuromechanical Model

We select a range of unexpected disturbances used in human gait studies from the literature,

replicate them in simulation with the neuromechanical model, and compare the models reactions

to the reported human experimental data.

5.1.1 Experiment Selection

Five disturbance experiments are selected from the literature: electrical stimulation of the lumbar

spinal cord to evoke multisegmental monosynaptic responses (MMR) [54], mechanical tap of

tendons to induce tendon tap reflex (TR) [64, 78], actuation of the ankle joint to induce stretch

reflexes (SR) [232], and tripping (TRIP) of the swing leg [221] and slipping (SLIP) of the stance
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MMR TR SR TRIP SLIP

Figure 5.1: Five selected gait disturbance experiments. Details on the experiments can be found in Table 5.1.

leg [234] (Fig. 5.1). In these experiments, the reactions of the spinal control are assessed through

the changes that occur in the leg muscle activations within a short time (of about 100 ms) after

the disturbances. Specifically, the activation changes are measured by surface EMGs and their

trend with respect to gait phase or disturbance magnitude is used to estimate the activity of spinal

reflexes.

The five experiments are selected to cover a broad range of disturbances and responses. For

instance, from several reports of studies using similar types of disturbances, the ones that include

the EMG changes for more leg muscles and across more conditions are selected. Specifically,

while both MMR [54] and H-reflex [37, 231] experiments disturb afferent signals using electri-

cal stimulations, the former is selected since MMR disturbs multiple afferents and, as a result,

induces responses in more muscles. Similarly, the SR [232], TRIP [221], SLIP [234] and TR

[64, 78] experiments were chosen over similar ones that apply disturbances for fewer conditions

[22, 47, 55, 76, 261, 270, 284]. (Note that the SLIP experiment by [234] reports on muscle re-

sponses with latencies of about 150 ms, which are longer than usual for spinal reflexes. Although

it is acknowledged that one cannot completely exclude that these responses are long-latency re-

flexes, we still included the study, as the authors clarify that these apparent latencies are in part an

outcome of their experimental protocol for detecting disturbances, and as we could not find an al-

ternative study reporting responses against a range of disturbance intensities. However, to further
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support our analysis on the response amplitudes in the SLIP experiment (compare Sec. 5.2.2),

we have verified the consistency of our model results for a similar experiment by [22], in which

the reported responses are clearly within the time window of spinal reflexes.)

5.1.2 Replication in Simulation

We adapt the original neuromechanical model [240] for each of the five experiments (Table 5.1).

Since all the experiments reported on sagittal plane disturbances, the model is first reduced to its

sagittal plane musculoskeletal architecture and spinal control. Then, the musculoskeletal proper-

ties are scaled [275] to match the average height and weight of the subjects in each experiment

[54, 234]. If this information is not reported [64, 78, 221, 232], the height and weight are set to

1.8 m and 80 kg. Finally, the model’s control parameters are optimized with the cost function

J = CE + cv ‖vavg − vtgt‖ , (5.1)

which encourages energy efficient walking at a target walking speed. In this equation, CE is the

metabolic energy consumed by the muscles, cv = 100 is a weighting factor, and vavg and vtgt are

the average and target walking speeds (Sec. 3.6). The target walking speed, vtgt, is set to the

reported speed in each experiment.

The disturbances were simulated for the reported conditions in each experiment, which either

included different gait phases (for MMR, TR, SR and TRIP) or different disturbance intensities

(for SLIP). The mechanical disturbances of the SR, TRIP and SLIP experiments were directly

replicated in the simulation by modeling an unexpected ankle flexion, the encounter of the trip-

ping obstacle, and the shift of the supporting ground with the same parameters as reported in

each experiment, respectively.

The MMR and TR experiments were less straightforward to replicate in simulation, as the

neuromechanical model does not include the corresponding physiological detail. In the MMR

experiment [54], muscle responses (spikes with about 20 ms durations) are induced by percuta-

neous electrical stimulation (1 ms square pulses) at the lumbar spinal cord, which disturbs the
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MMR [%] TR [%] SR [%] TRIP SLIP

height [m], weight [kg],

walking speed [ms−1]

exp

sim
1.75, 64, 0.97

-, -, 0.83

1.8, 80, 0.83

-, -, 0.97

1.8, 80, 0.97

-, -, 1.11

1.8, 80, 1.11

BMI=23, 1.20

1.8, 75, 1.20

disturbance
exp

sim

1 ms electrical

square pulse

percutaneously at

lumbar spinal cord

10 ms square pulse

at afferent signals

tendon tap with

90 g, 1.5 ms−1

hammer

muscle length

change induced

by hammer tap

ankle flexion of 8◦

with velocity of

250◦s−1

2.2 kg obstacle

bumped by

swing leg

speed change of

split-belt treadmill

at 150 ms after

heel strike

conditions
exp

sim

16 equal phases

over stride

various phases

over stride

16 equal phases

over stride

8 equal phases

over stride

various phases

over 5∼75%

of swing

speed changes of

0.1 to 0.5 with

increments of 0.1 ms−1

(exp: human experiment; sim: simulation replication)

Table 5.1: Experimental setup as described in the human subject studies and as replicated in simulation.

afferent pathways from the legs. Instead of modeling the electrophysiological dynamics such as

the filtering effects of the skin layer, the MMR disturbance was simulated as 10 ms square pulses

that were simultaneously added to the afferent signals from all muscles. The duration of 10 ms

was chosen because it created similar muscle responses (spikes with about 20 ms durations) in

the model. The amplitudes of the square pulses were set to be arbitrarily large (maximum iso-

metric forces, Fm, for force afferents; optimum length, lce, for length afferents; and maximum-

contraction-velocity value, |vmax|, for velocity afferents) to evoke responses much larger than the

normal activations seen during walking, as reported in the MMR experiment [54].

For the TR experiment, it is generally observed that the tendon tap reflex amplitude is propor-

tional to the tapping force [167], although the neurophysiological process behind this observation

is not well understood [289]. The effect of tendon taps was modeled by simulating the length

changes in the muscle tendon unit affected by the tapping. Specifically, we simulated the length

change based on the tension of the muscle and the kinetic energy of the tapping hammer. As a
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result, the effect of the taps on length change varied over the gait cycle according to the variation

of the muscle tension.

5.1.3 Reaction Comparisons

The response trends and amplitudes were compared separately for each experiment and muscle.

While the model has nine muscles per leg, data for only six muscles was available in the literature.

Similarities of the response trends were quantified as the % of the model responses that lie within

±1 standard deviation (s.d.) of human responses when linearly scaled to maximize overlap. For

example, 12 out of 16 of the model’s SOL responses in the MMR experiment lie within ±1 s.d.

of the corresponding human responses and thus the similarity is 12/16=75% (Fig. 5.2).

The response amplitudes are only compared for the SR, TRIP and SLIP experiments. The

MMR and TR disturbances induce synchronous and artificially exaggerated muscle activation

responses, which is not observed in normal voluntary activations [284]. As the model does

not include these artificially synchronized muscle activations, the response amplitudes are not

meaningful to compare for these studies.

5.2 Evaluation of Model Responses

5.2.1 Response Trends

The neuromechanical control model and humans react to disturbances with a similar trend for

the majority of investigated muscles and experimental conditions. Figure 5.2 summarizes the

changes in muscle activation organized by disturbance experiment and leg muscle. The changes

observed in humans (gray lines and shaded areas indicating±1 s.d.) are normalized to their peak

value and overlaid by the corresponding changes of the model (scaled to maximize overlap and

compare trends as described in Sec. 5.1.3, black lines). While some of the response trends do

not match well (≤ 50% overlap within one s.d., comparisons marked with ∗), for the majority of
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the investigated muscles and experimental conditions the scaled model responses lie within one

s.d. of the human responses (78% average overlap for unmarked comparisons).

For several of the marked comparisons, simple modifications of either the reflex control or the

model tuning could improve the overlap. First, in the model, the RF is used mainly for sensing

but not actuation. As a result, it cannot change activation except during swing. In the human

experiments, by contrast, RF shows response trends similar to the synergistic vasti muscle group

VAS throughout stride, although careful interpretation of these RF responses is needed, since

surface EMGs of RF, which are used in the disturbance experiments, are prone to crosstalk from

VAS [186]. If fine wire EMG of RF reveal response trends similar to those of VAS, these trends

can be reproduced by modifying the model to control RF with the same reflex pathways as VAS.

Such modification is tenable in the functional point of view, since RF and VAS share a common

role of knee extension.

Second, the difference between human and model responses of the VAS and the GAS during

late swing may be an artifact of the model tuning process, which only considered undisturbed

walking. The late swing reflexes that control VAS and GAS in the model do not engage during

undisturbed locomotion (Sec. 4.2.2), and thus the optimization process sets their parameters

to arbitrary values as far as they do not affect normal walking. In other words, these control

parameters could be further tuned to improve the overlap with human responses for the two

muscles without changing the undisturbed walking behavior.

Finally, the weak overlap for the SOL in the late swing phase of the SR experiment may

be the result of natural variability in humans. It is known from human experiments using the

H-reflex, the electrically elicited equivalent of the stretch reflex, that the swing phase responses

in SOL vary among subjects between no responses (similar to the trend predicted by the model)

and the responses shown in the SR experiment [231].
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Figure 5.2: Response trends. The responses of the model and human subjects in all five disturbance experiments

are shown. Human responses (gray lines) are normalized with respect to their maximum value in each experiment

and for each muscle. The model responses (black lines) are linearly scaled to place as many of the responses as

possible within ±1 standard deviation of the human responses (gray shaded area).
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5.2.2 Response Amplitudes

Whereas the model captures the majority of the human response trends, it clearly underestimates

the response amplitudes for the more natural, whole body disturbances. In the SR experiments,

the model reacts with amplitudes in the muscle activation changes that are similar to the ones

reported for humans (about 90% of human amplitudes). Yet in the more natural TRIP and SLIP

experiments, the response amplitudes are very small in the model (about 20% and 4%, respec-

tively, and 8% for the experiment in [22] as noted in Sec. 5.1.1). The difference occurs as the

reflexes of the model only respond to changes in the muscle lengths, velocities and forces, and

the SR disturbance induces much larger changes (up to about 100 times) in these proprioceptive

signals than the TRIP and SLIP disturbances, which act on the muscles through the entire body

and its mechanical inertia.

One explanation for the shortfall in the model’s response amplitudes could be the missing

integration of reflex pathways from skin receptors. Experimental studies have shown that cuta-

neous reflexes evoke muscle responses with different trends across the gait cycle depending on

the location of the skin receptors [69, 183, 269]. Additional modulation of the model’s current

proprioceptive reflexes by location-specific cutaneous reflexes (Fig. 5.3), which have been ob-

served in cat experiments [155], could produce human-like muscle response amplitudes in all

experiments without altering the response trends. Such additional modulation against specific

disturbances, such as those in SLIP and TRIP experiments, is also in agreement with previous

observations that cutaneous stimulations are not accountable for the responses against certain

joint specific disturbances (for example, in SR experiment) [93] but do evoke muscle responses

during human walking [183]. However, the functional relevance of this amplification remains

open for speculation. For instance, it could promote the recovery strategies seen during human

tripping (elevating and lowering strategies in early and late swing) [76] and slipping (ankle and

hip strategies for anterior-posterior and medial-lateral perturbations) [195].
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5.3 Implications and Future Work

The spinal-reflex-based neuromechanical model of human locomotion presented in Chapter 4 has

been evaluated by comparing its reactions to disturbances with those of humans during walking.

The comparison of the response trends reinforces the plausibility of the majority of the model’s

reflex circuits. However, the observation of smaller response amplitudes of the model for the

whole body disturbances suggests that these circuits are selectively amplified in humans.

An extension of the current control model with additional circuits that modulate the current

reflex gains would likely be able to better reproduce both the human response trends and ampli-

tudes (Fig. 5.4-A). For example, instead of the abrupt switches in the reflex gains in the current

model, either the supraspinal control [126, 240] or CPGs can gradually change these reflex gains

(Fig. 5.4-A-a and b) and shape the response trends closer to humans (for example, during the

transitions between stance and swing phases in VAS, GAS and SOL, Fig. 5.2). In addition, se-

lective amplifications of response amplitudes for particular disturbances can be realized through

additional reflex pathways that modulate the reflex gains based on the detection of those par-

ticular disturbances (Fig. 5.4-A-c). These additional reflex gain modulations would be able to

proprioceptive reflexes

MN

ININ

cutaneous
reflexes

supraspinal modulation

Figure 5.3: Example of proposed cutaneous amplification of proprioceptive reflex control during tripping. Loca-

tion specific skin sensors at the foot detect an obstacle encounter. Cutaneous reflex pathways return this informa-

tion to the spinal cord and amplify the proprioceptive reflex control of locomotion.
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reproduce the human control during steady walking as well as its reactions against unexpected

disturbances.

On the other hand, it remains open whether other types of models, where CPGs generate

motor outputs, can reproduce steady and reactive human walking behaviors with a similar level

of agreement. It is often hypothesized that CPGs generate some portion or most of the nor-

mal (background) muscle activations while reflexes in parallel generate the remaining portion

[66, 70, 134] (Fig. 5.4-B). However, it is less likely that the previously proposed human walking

models based on this hypothesis [71, 126, 193] can explain human responses observed in the dis-

turbance experiments, because the more of the normal activations is generated in a feed-forward

manner by CPGs the smaller the response amplitudes will be, which stands in contrast to the

large reactions observed in humans. For example, in a model that generates 90% of the nor-

mal activations with CPGs and the remaining 10% with the reflex pathways of the reflex-based

model [71], the response trends will remain the same but the response amplitudes will only be a

tenth of the reflex-based model. Alternatively, the responsive activations could also be partially

generated by CPGs as they get modulated by sensory feedback (Fig. 5.4-C). For example, phase

shifts in CPG activations in response to perturbations, which is called phase resetting (Fig. 5.4-

C-a), have been observed in cats [52, 223] and have been proposed to increase the robustness

of human walking [11, 282]. However, the responses observed in the disturbance experiments

considered in this study do not seem to originate from phase resetting of CPGs since they are

transient responses rather than persistent phase shifts. Finally, CPGs have also been proposed to

be continuously modulated by sensory feedback in many models, where the muscle responses

result from more complicated CPG dynamics [102, 162, 193, 249] (Fig. 5.4-C-b). CPGs are

usually modeled to consist of mutually inhibiting neurons with internal dynamics [160], and

many human walking models [102, 193, 249] incorporate continuous sensory feedback modu-

lation of CPGs by adding afferent signals to this internal dynamics (for example, in the form

of τ u̇ = −u + other-terms + feedback, where τ is a time constant and u is the neural out-
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B. Feed forward + feedback 

R

+

b. continuous modulation

C. Feed forward with modulation

R

a. phase resetting

R

A. Feedback with modulation

R

SS

a. supraspinal modulation

R

R

c. modulation by another reflex

R

b. modulation by CPG

Figure 5.4: Spinal control hypotheses of the generation

of muscle activations. Each block diagram represents a

spinal mechanism of generating muscle activations, where

the spinal control can potentially consist of serial and paral-

lel combinations of the each mechanism. Outputs of reflex

circuits and CPGs are marked in blue and green, respec-

tively, afferent signals during normal walking are marked

in yellow, and those signals in response to disturbances are

marked in red. A-a. Responses through the supraspinal

system appear with larger time delays than the spinal re-

sponses. This holds true for supraspinal modulations of any

spinal control (not shown for B and C). A-b. Modulation

of reflex circuits by pure CPGs does not change the respon-

sive activations. A-c. Response activations of reflexes can

be selectively modulated by additional reflex circuits. B. If

muscle activations are generated mostly by CPGs, in other

words, if the reflex circuits generate only a small portion of

the activation signals, the response to the change in affer-

ent signals would be small as well. C-a. Phase resetting of

CPGs results in persistent phase shifts of the muscle acti-

vation signals. C-b. If CPGs are continuously modulated

by sensory feedback, all afferent signals, including the dis-

turbance signals, get modulated by CPG dynamics.
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put). In this case, the muscle responses are likely to be slower and smaller, since the disturbance

signals need to be integrated to appear in the neural outputs of the CPGs. Therefore, in order

to explain both steady and reactive behaviors during human walking with control structures in

which CPGs generate muscle activations, more complicated reflex circuits may be necessary that

selectively amplify the responses not only for the whole body disturbances but also for the other

disturbances.

Still, there is clear evidence that CPGs are highly involved in locomotion of many animals

including mammals, and it is reasonable to expect human locomotion involves a similar control

structure if the functional role of CPGs remained valid in the course of evolution to upright

bipedal locomotion [39, 119, 156]. One functional role that has been proposed to be realized

by CPGs is the generation of transitional behaviors such as changing gait, as well as locomotion

speed and direction. This view is supported by observations on decerebrate animals, where

simple supraspinal stimulations control locomotion by modulating the frequency and amplitude

of CPGs [13, 96, 233]. It has been shown with a neuromechanical model that human locomotion

speed can be controlled in a similar way by modulating CPGs of the hip muscles [265]. On the

other hand, transitional behaviors including speed and directional changes also can be realized

in the absence of CPGs by changing the reflex gains directly through the supraspinal control

[238, 240, 241]. Therefore, the role of CPGs in transitional locomotion behaviors of humans

calls for further experimental studies. To this end, investigating the responses of the hip muscles

[112], which lack in previous gait disturbance experiments, can be crucial.

Our results also show that solely relying on indirect experimental observations can be mis-

leading when assessing the role of reflexes. First, the changes in muscle responses do not nec-

essarily indicate modulations of reflex gains. For example, in the TR experiment the changes in

the model’s HAM and VAS responses during stance (Fig. 5.2) result from the changes in mus-

cle configurations while the reflex gains remain constant. Second, the correlation between the

muscle states and muscle responses is not sufficient to explain the underlying muscle reflexes.
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For instance, in a gait experiment similar to the SR experiment, [284] suggested velocity feed-

back to contribute about 45% in the generation of SOL activations during the stance phase. The

suggested contribution is based on the correlation between the changes in ankle velocity and

the responses in SOL activation. However, as noted by the authors of the study, this quantifi-

cation neglects the potential contributions of different afferent pathways. Performing the same

correlation-based analysis in our model suggests a contribution of about 40% of velocity feed-

back in the stance control of SOL, even though the model uses no velocity feedback but 100%

force feedback.

Although the findings of our study may help to construct a model that can explain the steady

and reactive spinal control of human walking, it will take further research to settle the actual

circuitries in humans. First, neuromechanical simulations with more physiological details will be

needed to incorporate other types of experimental studies in the evaluation of control models. For

instance, we would be able to compare the response amplitudes of our control model to human

responses in MMR and TR experiments if our simulations could more faithfully describe the

relationship between cutaneous electrical stimulation and synchronous muscle activation as well

as the related neurophysiology. Second, other models which can explain normal human walking

should also be subjected to gait disturbance experiments to genuinely evaluate their plausibility

and arrive at a consensus about what the human circuitry might be. Finally, the resulting control

model should be verified by direct probing of the proposed neural circuits in human experiments.

Although it is currently impossible to probe the entire control of humans that involves millions

of neurons, a control model that is thoroughly evaluated and specified may substantially reduce

the search space. Evaluation beyond steady behavior will play an important role in this quest.
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Chapter 6

Applications of the Neuromechanical

Model

Computational neuromechanical models can be used in various ways. Versions of the reflex-

based neuromechanical model [88, 240, 243] have been applied in different studies due to their

capability of generating human-like and robust locomotion; they have been adapted to test walk-

ing assistive devices in simulation [226, 251, 266], to control prosthetic legs [74, 219, 252],

exoskeleton gait trainers [280], and humanoids [264], and also to generate graphical characters

that walk and run like humans [87, 273]. This chapter presents three of our studies where the

neuromechanical control model is used either as a simulation testbed to study human locomotion

or as a robotic controller for a bipedal robot. In Sec. 6.1, the model is used as a simulation testbed

to assess the influence of several components of human feet on energy consumption during walk-

ing. In Sec. 6.2, the model is used to investigate the physiological origin of the decline in elderly

walking performance. Finally, in Sec. 6.3, the model is adapted to generate robust walking in a

high-fidelity simulation of the bipedal robot ATRIAS.
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6.1 Simulation Testbed for Studying Foot Biomechanics

Most of the material of this section has been published in:

• Song and Geyer. The energetic cost of adaptive feet in walking. IEEE ROBIO, 2011. [237]

• Song, LaMontagna, Collins, and Geyer. The effect of foot compliance encoded in the windlass mechanism

on the energetics of human walking. IEEE EMBC, 2013. [244].

6.1.1 Introduction

The foot plays a special role in human locomotion. It is the segment that interacts with the

environment, taking impacts, securing grip, and transmitting power. Along with this special

role, the human foot has evolved, as already Leonardo da Vinci observed, into a “masterpiece of

engineering” [58] that comprises about 30 segments and joints, 20 muscles-tendon units, and over

100 ligaments. Not much of the potential benefits of this rich biomechanical design [106, 224]

is understood.

One of the unique features of human feet is the windlass mechanism (Fig. 6.1). The windlass

mechanism engages the longitudinal foot arch and the toe segment by the PF, a thick tendon

that spans from the underside of the heel to the toe [28, 250]. Previous biomechanical studies

heel ball toe

MTJ

MTPJ

PF

A. Key components B. Actuation

Figure 6.1: The windlass mechanism of human feet. The key components of the windlass mechanism are the

midtarsal joint (MTJ), the metatarsal phalangeal joint (MTPJ), the toe segment, and the plantar fascia (PF), which

wraps around the ball and connects the heel to the toe (A). When the foot is loaded (red arrows), the windlass

mechanism keeps the foot arch from collapsing by pulling the heel toward the ball (blue arrows) (B).
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on the windlass mechanism focus on its functionality of passively articulating the toe segment

[85, 107, 132]. Another functionality of the windlass mechanism is to modulate the stiffness of

the foot depending on the load the foot is bearing. While the foot segment is flexible at normal

configuration, the foot stiffens as it bears weight and the PF gets loaded (Fig. 6.1-B).

In this section, we use our neuromechanical model to investigate the energetic effect of the

windlass mechanism. First, we compare the energy consumption of foot designs encoding the

windlass mechanism with that of rigid feet (Sec. 6.1.2). In addition, we analyze one of the

functional components of the windlass mechanism further using both simulation and human

experiments (Sec. 6.1.3). We then discuss how neuromechanical simulations can compensate

experimental limitations (Sec. 6.1.4).

6.1.2 Energetic Effect of Adaptive Feet in Walking

To evaluate the energetic cost during walking of the adaptive feet with an additional toe joint, we

compare neuromechanical models with different foot designs (Fig. 6.2). Specifically, we adapt

a sagittal plan reflex-based neuromechanical model [88] to have three different foot designs,

optimize the control parameters for energy efficient walking at speeds between 0.8∼1.8 ms−1

(Sec. 3.6), and compare the resulting cost of transport (COT).

Rigid and adaptive foot designs

The first foot model, which serves as a baseline model when computing the energetic cost of

walking, represents the entire foot, including the toe, as a rigid segment (Fig. 6.2-A). It is similar

to but 5 cm longer than the one representing from the heel to the ball in Section 3.2.1 (Table 3.1).

The second and third designs implement a foot that can flex the arch and adds the windlass

mechanism. The flexible foot arch is realized by a spring loaded MTJ (kMTJ = 0.8 kNm rad−1).

The windlass mechanism combines the flexible arch with the PF (kPF = 5·1000 kNm−2, lslack =

16 cm), a tendon spanning from the heel around the MTPJ to the toe segment [29, 41, 77, 107].
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A. Baseline

TEXTFL

B. Human-like

PTEX

C. Passive

Figure 6.2: Biomechanical foot models. The rigid foot is used as a baseline model for energetic cost comparisons

(A). The human-like adaptive foot model includes the windlass mechanism and the toe extension and flexion

muscles (B). The passive foot model combines the windlass mechanism and a passive toe extensor spring (C).

Baseline Human & Passive

foot rearfoot midfoot toe

lSx, lSy [cm] 25, 0 4, 8 16, 8 5, 0

dG,Sx, dG,Sy [cm] 19, 7 3, 6 15, 7 3, 0

mS [kg] 1.25 0.35 0.8 0.1

ΘS [kgm2] 0.0045 0.0001 0.0007 0.0001

Table 6.1: Mechanical parameters of the three different foot designs (baseline, human and passive).

When the foot rolls over the toe at push-off, the PF tensions and pulls the ball about the MTJ

toward the heel, stiffening the foot arch for effective power transfer [27, 57]. On the other hand,

the PF also tensions when the body weight loads the foot in stance and the ball and heel get

pushed apart, passively exerting toe flexion torque changing the center of pressure. Note that PF

stretch is substantial in human walking where it reaches one to two centimeters [29, 107]. All

three foot designs share the same overall length (unloaded PF for the adaptive feet) and moment

of inertia with respect to the ankle (Table 6.1).

The second and third designs differ in the way the toe joint is actuated. It is implemented

in the second, human-like, design by two muscles that originate from the shank (Fig. 6.2-B).

Although human feet are actuated by intrinsic foot muscles as well, we neglect these smaller

muscles and focus on the large multiarticular toe flexor group (TFL) ({Fmax, vmax, lopt, lslack
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Human Passive

ankle MTJ MTPJ MTPJ

TEX TFL TA TEX TFL PF TEX TFL PF PTEX

r0 [cm] 4 2 1 1 6 6 1 1 1 1

ϕmax [deg] 80 110 - - - - - - - -

ϕref [deg] 90 90 0 0 0 0 20 -10 0 50

ρ 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 1 0.7

Table 6.2: Musculoskeletal attachment parameters of the foot models, which are the moment arm r0, maximum

and reference angle, ϕmax and ϕref , and scaling factor ρ. Note that the attachments are defined as in [88] which

is slightly different from those defined in Sec. 3.2.3.

} = {900 N, 12 lopts−1, 4 cm, 9 cm}) and toe extensor group (TEX) ({Fmax, vmax, lopt, lslack

} = {500 N, 12 lopts−1, 8 cm, 22 cm}). TFL and TEX originate from the shank and span via

long tendons the ankle, MTJ and MTPJ, before inserting in the toe (see Table 6.2 for muscle-

skeleton link parameters). The control of these two actuators mirrors the control of SOL and TA

(Sec. 4.1.1). The third design, in contrast to the second model as well as to human feet, does not

have muscle actuation (Fig. 6.2-C). It relies on passive springs, the PF and a passive toe extensor

spring (PTEX) (kPTEX =100 k N m−2, lslack =5 cm), to actuate the toe. The torque balance

between PTEX and PF is tuned so that PTEX lifts the toe in swing into about 20 degree toe

extension.

Simulation results and conclusions

The energy-optimized walking simulations of the three neuromechanical models with the differ-

ent foot designs reveal that human-like feet incur about 20% more energetic cost than rigid ones

for slow to moderate walking speeds. Figure 6.3 shows the identified minimum energetic cost

at the six target speeds and compares the relative cost with the baseline model as the reference.

For speeds up to a typical human walking speed of 1.4 ms−1, the minimum energetic cost for the

model with the human-like foot are the highest among all three models (Fig. 6.3-A). In particular,
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A. Energetic costs of different feet B. Energy change of different feet
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Figure 6.3: Energetic costs of walking with different feet. The energetic costs are shown for the neuromechanical

walking models with the baseline, human-like and passive foot configurations (A). The energetic costs of the feet

that encode the windlass mechanism (human-like and passive) are compared to that of the baseline model (B).

it is at an energetic disadvantage of about 20% relative to the baseline model with a rigid foot

(Fig. 6.3-B). Although the costs are comparable between the two models at speeds larger than 1.4

ms−1, the significant higher cost of human feet at slow to moderate speeds indicates that human

evolution may have traded the functional advantages of adaptive feet for energy efficiency.

In contrast, the model with the passive foot design that implements some key features of

adaptive feet shows significantly reduced energetic cost throughout all walking speeds. This

model has the lowest absolute cost among all three models (Fig. 6.3-A), generating a relative

cost advantage of at least 15% over the baseline model (Fig. 6.3-B) and of at least 20% over the

human-like model.

Human-like adaptive feet provide advantages, for instance, by reducing impact and securing

grip, but their need for actuation and their reduced rigidity could have a negative effect on the

energy efficiency of walking. While humans seem to be willing to pay for this extra cost, the

passive windlass mechanism helps to keep this extra cost minimal. Moreover, we show that the

third foot design that encodes the windlass mechanism of human feet in a fully passive way can

save even more energy. This third design lead us to develop a hardware foot (Fig. 6.4) that can

be used for humanoids or prosthetic legs to provide passive toe actuation accordingly to the gait

phase.
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Figure 6.4: Hardware development of the foot designed based on the windlass mechanism. The design of the foot

is shown on the left and the foot on a robotic leg [219] is shown on the right.

6.1.3 Energetic Effect of Foot Compliance in Walking

In the previous section, the windlass mechanism’s potential of improving the energy efficiency

of walking has been investigated. It has been shown that walking with feet that incorporate the

windlass mechanism could save more than 15% of the energetic cost as compared to walking

without the mechanism. We hypothesize that this energy saving comes either from the foot

compliance introduced by the windlass mechanism or from its property of reducing the effective

foot length in swing. In this section, we investigate the first option: “Do compliant feet improve

the energy efficiency of walking?” To address this question, we develop a foot model, which

allows to vary the stiffness of the foot independent of the foot length, and test the influence of

foot stiffness on energy efficiency through simulation and experimental studies.

Simulation Setup

The simulation investigation is similar to the previous section but with a new foot design, the so-

called compliant foot models (Fig 6.5). Each compliant foot model consists of two rigid segments

connected to each other by the MTJ. The first segment represents the front part, from the MTJ to

the ball. The second segment represents the hind part including the heel and is connected to the
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Figure 6.5: Neuromechanical model with compliant feet. The stiffness of the foot is modeled by a linear torsion

spring kMTJ at the MTJ. The blue lines represent the reflex pathways of the neural control (see Sec. 4.1.1 for

details).

shank by the ankle joint. The MTJ is passively actuated by a linear torsion spring kMTJ . In the

neutral configuration, as human feet, the heel and the ball are 20 cm apart, the ankle joint is 8 cm

above the sole, and each foot weighs 1.25 kg.

Energy optimal walking simulations at 1.3 ms−1 (Sec. 3.6) are found for a range of foot

stiffness values, kMTJ . The stiffness values are 250, 500, 1000, 2000, 4000, and∞ N m rad−1,

where∞ N m rad−1 indicates rigid feet. The minimum value 250 N m rad−1 is chosen to prevent

the foot from collapsing during walking.

Human experiment with compliant feet

An experimental compliant shoe (Fig. 6.6-B) is developed to conduct similar experiments with

real human subjects. The experimental shoe consists of a bicycle shoe and a compliant joint

mechanism that attaches underneath the bicycle shoe. The bicycle shoe is stiff to isolate internal

foot deformations from the compliant joint mechanism. The compliant joint mechanism includes

two linear springs, where the hind spring provides comfortable heel strike. The position of the

front spring can be adjusted along the fore-aft axis (Fig. 6.6-A), which changes the effective
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A. Compliant joint mechanism B. Compliant shoe C. Elevated shoe

D. Deflection of the compliant shoe while walking

Figure 6.6: Experimental shoes. An experimental compliant shoe is developed (B), which consists of a bicycle

shoe and a compliant joint mechanism (A). How the compliant mechanism deforms during walking are shown at

the bottom right (D). Human subjects wear an elevated shoe on the other foot to match the height of both legs (C).

Figure 6.7: Human experiment of compliant feet. The figure shows a subject walking on a treadmill wearing the

experimental shoes (the compliant shoe on the right and the elevated shoe on the left) with a respirometry system

measuring the oxygen consumption and carbon dioxide production.
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moment arm. By changing the moment arm of the front spring, the shoe can emulate kMTJ values

between 500 N m rad−1 and 2200 N m rad−1, where large energetic differences are observed in

simulation (gray region in Fig. 6.8-A). The height of the compliant joint mechanism is about 7

cm, and the entire experimental shoe weighs about 0.9 kg. To match the height of the other leg,

an elevated shoe (Fig. 6.6-C) is developed which is about 0.7 kg.

The metabolic energy consumption during walking with three different foot stiffness values,

kMTJ = 500, 1300, and 2200 N m rad−1, are collected from two male adult subjects (subject1:

178cm, 68kg; subject2: 182cm, 78kg). In a walking trial, a subject walked on a treadmill at a

normal walking speed of 1.3 m s−1, with the compliant shoe on the right and the elevated shoe on

the left (Fig. 6.7). The experiments for each subject were conducted over two consecutive days,

where the first day was used to ensure the subject gets familiar with the experimental set up with

all the stiffness values. The metabolic costs were measured on the second day, during the last

three minutes of each five-minute walking trail with different kMTJ values, with ten-minute rests

between the trials. The metabolic rate was estimated from the rate of oxygen consumption (V̇O2)

and carbon dioxide production (V̇CO2) measured with a respirometry system (Oxycon Mobile,

JAEGER [199]) as Ė [W] = 16.46V̇O2 [ml s−1] + 4.48V̇CO2 [ml s−1] [31]. The energetic cost,

or the COT, is then calculated as CE
[
J kg−1 m−1

]
= (Ėwalk − Ėstand)/(mv), where Ėwalk and

Ėstand are the average metabolic rates measured during walking and quiet-standing, and m and

v are the subject’s mass and walking speed.

Simulation and experimental results and conclusions

The energetic costs of walking with different foot stiffness values (kMTJ ) for both the energy

optimized model and human subjects are shown in Fig. 6.8. Results of both the simulation and

the experiment suggest that walking with stiffer feet is more energy efficient than walking with

softer feet. In the experiments, walking with the softest setting of the experimental shoe (500

N m rad−1) incurs about 7% to 10% more energetic costs than walking with the stiffest setting
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Figure 6.8: Metabolic cost of walking with different foot stiffness. The metabolic energetic cost of the energy

optimal model walking with different foot stiffness, kMTJ are shown on the left (A). The dotted lines indicate the

kMTJ values that are tested in human subjects with the experimental compliant shoe, while the gray shaded area

is the range the shoe can test. The experimental results with two subjects are shown on the right (B).

(2200 N m rad−1). The experimental results are preliminary in that the metabolic costs were

measured only once at each stiffness value in a small number of subjects. More experiments are

necessary to verify whether the current results generalize across more subjects.

Nevertheless, the results from the simulation and experimental studies so far suggest that the

energy saved by the windlass mechanism (Sec. 6.1.2) does not originate from the compliance it

embeds in the foot. The results actually indicate that stiff feet generate more energy effective

locomotion than soft ones. A possible explanation for this observation is that the power transfer

of the leg to the ground is more effective with stiff feet. Given our initial hypothesis that the

energy saving generated by the windlass mechanism comes either from the foot compliance or

from the reduction of the effective foot length in swing, the results suggest that the second option

is more likely.

6.1.4 Summary and Discussion

Our simulation results suggest that the windlass mechanism reduces the energetic cost of the

adaptive feet of humans during walking. Such observation lead us to a passive foot design that

combines the windlass mechanism and a passive toe actuation that can save energy during walk-
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ing, which may be an alternative for humanoid and prosthetic feet. We further investigated how

the foot compliance embedded in the windlass mechanism effect the energy cost of walking. In

both simulation and human experiments compliant feet worsen the energy efficiency of walking.

These results suggest that the other property of the windlass mechanism of altering the effec-

tive foot length between stance and swing is the main energy saving mechanism. Moreover,

the foot compliance may serve other functional purposes, such as reducing foot impact during

locomotion.

The study of this section shows that neuromechanical simulations can compensate for exper-

imental limitations. First, simulations allow modulating the variable of interest independently

from other features, which may be difficult in human experiments. For example, to investi-

gate the effect of foot compliance with real human subjects, we used a compliant shoe which

introduces addition height of 7 cm to the foot which affects walking behaviors. Second, the un-

derlying criterion of the model’s walking is clearly defined by the optimization cost function. In

this study, the control parameters of the model are tuned for energy efficient walking. However,

although it is widely accepted that humans walk in an energy efficient way [3, 287], humans may

take account of other criteria as well such as pain or muscle fatigue (Sec. 3.5). In the experi-

mental study, one of the subjects reported moderate pain while walking with the stiffest setting.

Experimental results will be distorted if the pain is large enough to cause subjects to change their

walking behavior.
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6.2 Simulation Testbed for Studying Elderly Walking

Most of the material of this section has been submitted to:

• Song and Geyer. Computer simulations imply strength training as the only way to enhance elderly gait.

submitted. [236]

6.2.1 Introduction

Walking performance declines with age. In our 70-80s, compared to 20-30s, the metabolic cost of

walking increases by 15-30% [158, 165], and the regular walking speed reduces by 0.2-0.6 ms−1

[83, 108, 149] (Fig. 6.9). At the same time, physiological properties of the neuromusculoskeletal

system age as well. For example, the body’s mass distribution shifts [86, 122, 202], muscles

become weaker [92, 175] and slower [188, 256], and the nervous system becomes slower [30,

214] and noisier [91]. Understanding how these physiological changes relate to the decline in

walking performance is essential in improving mobility, and thus, the quality of life of elderly

people.

Despite many experiments, the physiological origins of the decline in elderly walking remain

obscure. Previous studies have found that neither the mechanical work [165, 175, 197], nor

stability measures [157, 198], nor basal metabolism [165] explains the increase in metabolic

cost of walking. A change in control strategy (as hinted at by a change in muscle co-activation)
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Figure 6.9: Cost of transports of young and elderly people. The data is from [158].
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has been suggested to contribute to the increase in metabolic cost [114, 207] but remains debated

[175]. A decline in force capacity of muscles, which requires the recruitment of less efficient fast-

twitch fibers, has been proposed as one factor but not further investigated [158]. Understanding

the decline in regular walking speed seems to be even more complicated since it involves the

notion of preference. A common measure used to explain preferred walking speed in legged

animals including humans is the metabolic energy used per walking distance, or the COT. In

other words, animals prefer to walk and run at speeds at which the COT is minimal. However,

the COT-speed relationship does not shift towards slower speed by much with aging (Fig. 6.9)

and therefore does not explain the slower walking speeds in elderly people [157, 158, 165, 197].

The difficulty in linking the deteriorations in elderly gait to their physiological origin comes

from that most of the age-related physiological changes cannot be independently controlled, nor

a correlation between a gait feature and a physiological property necessarily reveals the causal

relationship between those factors.

This difficulty disappears in simulation studies. In neuromechanical models of human gait,

physiological changes can be independently controlled, and their effect on walking performance

can be evaluated with computer simulations. So far, only a few such simulation studies have

focused on age-related changes. For instance, it has been found in simulations that the ability

to walk with the kinematics of young adults is fairly robust to weakening muscles, although it

would increase muscle stress [263], and that weak and stiff muscles do not alter the net mechan-

ical efficiency of the lower limb muscles in elderly gait, although individual muscle efficiencies

shift [175]. However, in these previous studies, walking trajectories of young adults or elderly

were imposed on the neuromechanical models, leaving it open whether the predicted effects

are byproducts or indeed related to the adaptations seen in elderly gait. This ambiguity can be

resolved with neuromechanical models that generate walking behavior.

In this section, we use our predictive neuromechanical model to investigate the origin of

the higher metabolic energy consumption and reduced preferred walking speed in elderly peo-
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Figure 6.10: Predictive neuromechanical model of human locomotion. The model consists of skeletal, muscular

and neural layers. The details of the model are in Chapter 3.

ple. We first adapt our neuromechanical model to represent healthy elderly people (Sec. 6.2.2).

Then we investigate the effect of age-related physiological changes by comparing the walking

simulation results of the original young model, the elderly model, and models with individual

physiological changes (Sec. 6.2.3). We further discuss the implications of the simulation results

(Sec. 6.2.4). This work demonstrates how predictive neuromechanical simulations can be used

to study pathological gaits and their treatment.

6.2.2 Neuromechanical Model for Elderly Gait

We use our neuromechanical walking model (Fig. 6.10, Chapters 3 and 4) to investigate the origin

of the higher metabolic energy consumption and reduced preferred walking speed in elderly

people. Specifically, we use our model presented in the previous chapters as a baseline young

model and modify it to represent healthy elderly people. The modifications mimic physiological

changes that have been observed in elderlies, including the skeletal (S1: lighter legs and heavier

trunk and S2: reduced range of hip extension), muscular (M1: weaker and smaller muscles and

M2: adjusted muscle properties including slower contraction speed), and neural (N1: slower

neural conductance speed and N2: higher sensory and motor noise) changes. We then optimize

the control parameters for this elderly model from slow to fast walking speeds (0.8, 1.0, ..., 1.8

ms−1), and analyze which of these physiological changes result in elderly-like walking behaviors.

103



This analysis includes explaining a performance criterion other than the COT, which as we have

summarized before, does not indicate a slower preferred walking speed for elderly people.

The details on the age-related modifications to represent healthy adults of age around 80-

year-old are summarized in Table 6.3. The modifications are categorized into six groups based

on the component of the model they apply to (Fig. 6.10). In the skeletal layer, the body mass

distribution changes due to loss of leg muscles and gain of body fat (S1) [122, 202], and the range

of hip extension reduces due to muscle contracture (S2) [133, 215]. In the muscular layer, the

muscles lose strength [175, 256] and mass, with much larger loss in the strength (M1) [61, 92],

and a number of muscle properties change, where the most prominent change is becoming slower

(M2) [151, 175, 188, 256]. Since not much is known about how the control changes in elderly

walking, we do not change the neural control structure, but we apply neural changes of reduced

neural conductance speed (N1) [30, 214] and increased sensory and motor noise (N2) [91]. The

specific values of changes are either adopted from previous modeling studies or estimated from

available human data.

physiological properties modification from young model

S1: body mass distribution [122, 202] mleg: -10%; mHAT = mtotal −mleg

S2: range of motion [215] max (ϕhip): -20%

M1: muscle strength and mass [92, 175] Fmax: -30%; mm: -10%

M2: muscle properties [188, 256]
vmax: -20%; N : +30%; εref,pe: -15%;

τdact: +20%; pft: -10%

N1: neural conductance speed [30, 214] ∆t: +15%

N2: sensing and motor noise [91] εs × εm: +100%

mtotal: total body mass; mleg = mthigh +mshank +mfoot; mm: muscle mass;

pft: proportion of fast-twitch muscle fibers; other parameters are explained in Chapter 3.

Table 6.3: Skeletal, muscular and neural changes in the elderly model.
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With the changes applied, the control parameters are reoptimized to minimize the criterion

J =
1

T

∫
A2
mdt+ (vavg − vtgt)2 (6.1)

as explained in sections 3.5 and 3.6. All changes are applied together to represent elderly walk-

ing, and each change are applied individually to the baseline young model for further analysis.

6.2.3 Elderly Gait Simulation Results

The simulation results of the elderly model are consistent with the observations on elderly gait

in the literature. As in young and elderly humans [176, 222], the overall walking behavior

of the young and elderly models are similar in that the time-trajectories of joint angles, joint

torques, ground reaction forces, and muscle activations have more or less similar shapes at all

speeds. Meanwhile, some of the common features of elderly walking, such as more pelvic tilt

with less hip extension throughout the gait cycle [133, 176] and smaller ankle plantarflexion

torque during stance [63, 133, 175, 176] are observed in the elderly model simulation (Fig. 6.11).

Most importantly, the metabolic energy consumptions of the elderly model are, in average, 16%

higher than those of the young model across all walking speeds (Fig. 6.12A), suggesting the

15-30% increase observed in elderly people [158, 165] are, at least in part, captured by the

modeled physiological changes. Furthermore, in agreement with human data, the walking speed

of minimum COT of the elderly model is close to that of the young model.

Change in muscle strength and mass (M1) dominantly contributes to the increased COT.

When the physiological changes are applied individually to the baseline model, only M1 results

in much COT increase (16%), while the other changes do not (<5%) (Fig. 6.12B). This increase

in COTs is mainly due to two factors of muscle physiology, where each factor contributes about

half of the total increase (Fig. 6.13). One factor is that muscles become much weaker relative to

their mass, or, in other words, the quality of muscles declines [61, 92] (Table 6.3-M1). The total

metabolic energy used for walking is the sum of the energy consumed by individual muscles,
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Figure 6.11: Kinematics, dynamics and muscle activations of young and elderly models walking at 1.2 ms−1.

The traits that are consistent across walking speeds (at least for 1.0-1.6 ms−1) are marked either in blue, red or

gray shades. The blue shades mark the traits that agree with reported human data, the red shades mark the ones

that oppose the reported human data, and the gray shades indicate the ones that do not have enough human data

to compare with. We refer to human data that allow comparisons between young and elderly walking at similar

speeds, which are Kerrigan et al. [133], Monaco et al. [176], Kim and Kim [137], DeVita and Hortobagyi [63],

Monaco and Micera [175], and Schmitz et al. [222]. (BW: body weight; LL: leg length)

which is calculated as Em = mm (hA + hM + hS + wM), where mm is muscle mass, hA, hM

and hS are activation, maintenance and shortening heats, and wM is mechanical work done by

the muscle [23]. Weaker muscles need to be activated more to generate enough forces, which

results in higher hA and hM , while reduced muscle mass, mm, results in lower energy consump-

tion. Therefore, the muscles becoming much weaker than getting smaller results in more energy

consumption. Another factor is the size-principle of motor unit recruitment. According to the

size-principle, slow-twitch fibers are first recruited at low activation, and the fast-twitch fibers,

which consumes more metabolic energy, are more recruited at higher activations. As this effect
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is modeled in hA and hM , highly activated weaker muscles of the elderly model result in more

energy consumption as well.

In the elderly model, the increase in energy consumption mostly happens at the hip flexors,

while the ankle extensor muscles (GAS and SOL) consume even less energy than in the young

model (Fig. 6.12C). This is in line with the observations that elderly people tend to use less

ankle plantarflexion and more hip flexion [34, 128, 176, 222]. Among the individual changes,
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Figure 6.12: Metabolic COT of walking with age-related physiological properties. A. The COTs for walking

speeds between 0.8 to 1.8 ms−1 of the elderly model and the baseline young model are shown in black and gray,

respectively (circle: simulation data; solid line: least-squares fitting quadratic polynomial; vertical dotted line:

walking speed at the minimum of the fitted curve; horizontal dotted line: mean value of simulation data, where its

value is shown at the right). B. The COTs with individual age-related physiological changes are shown. Applying

S2 or N2 alone to the baseline model does not affect walking (other than numerical differences), and thus not

reported. C. The COTs of the muscles that show meaningful differences in the elderly model compared to the

young model are shown for all and individual age-related changes. The COTs of the other muscles in the elderly

model change less than 5% of the total COT.
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M2 results in most similar adaptations, suggesting that slower muscles of elderly people are no

more suitable for performing fast ankle push off and thus use more hip flexors to propel the limbs

forward.

While the metabolic COT does not explain the slower preferred walking speeds observed in

elderly people, we find muscle fatigue as a plausible performance criterion of selecting walking

speed for both young and elderly models (Fig. 6.14). Although muscle fatigue, which is defined

as an inverse of muscle endurance time, has been widely used in modeling studies to solve the

muscle-joint redundancy problem [1, 169, 254], interestingly, to our knowledge, it has not been
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Figure 6.13: Metabolic energy calculations. The COTs are calculated based on Bhargava’s [23] and Umberger’s

[258] muscle metabolics models. The original Bhargava’s model (marked in blue shade), which is adopted in the

present study (Fig. 6.12), has a convex relationship to the muscle activation based on the size-principle, whereas the

original Umberger’s model (marked in red shade) has a concave relationship. The activation-metabolics relation-

ship remains debated with competing evidence [45, 118, 218]. To explore the effect of the activation-metabolics

relationship, the activation terms in both models are adapted to be convex, linear or concave. It is shown that the

activation-metabolics relationship can much affect the COTs in the elderly model. The Bhargava-based model

with linear activation relationship (row 2, col 1) shows that the decline in muscle quality (i.e. muscle strength

being larger than the reduction of muscle mass) contributes about 7% increase in COT, which is about the half of

the 16% increase in the elderly model.
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Figure 6.14: Muscle fatigue of transport (FOT) of walking with age-related physiological properties. A. The

FOTs for walking speeds between 0.8 to 1.8 ms−1 of the elderly model and the baseline young model are shown in

black and gray, respectively (circle: simulation data; solid line: least-squares fitting quadratic polynomial; vertical

dotted line: walking speed at the minimum of the fitted curve, where its value is shown at the top). B. The FOT

with individual age-related physiological changes are shown. C. The FOTs of the muscles that show meaningful

differences in the elderly model compared to the young model are shown for all and individual age-related changes.

The FOTs of the other muscles in the elderly model change less than 5% of the total FOT. (FTG: fatigue)

investigated as a criterion of selecting walking speeds. We formulate a criterion, so-called, the

FOT, defined as the muscle fatigue accumulated per distance traveled, analogously to COT and

find that it suggests reasonable walking speeds for both young and elderly models. Selecting

a walking speed to minimize the FOT results in 1.49 and 1.21 ms−1 for the young and elderly

model, respectively. This reduction of 0.28 ms−1 in elderly model is within the reported range of

0.2-0.6 ms−1 [83, 108, 149]. Individual changes of S1,M1 andM2 all result in much reduction in

preferred speed (Fig. 6.14B). (The contributions of selected muscles can be found in Fig. 6.14C.)

109



6.2.4 Implications of Elderly Gait Simulations

The simulation results suggest training of leg muscles may be the only effective way to enhance

the walking performance in healthy elderly people. The increase of the metabolic energy demand

is mostly due to muscle weakness or sarcopenia (M1), and slower preferred walking speed is

mostly due to the loss of leg muscles (M1), which attributes to the loss of fast-twitch fibers (M2)

and results in the loss of leg mass (S1). Therefore, recovery on other physiological changes, such

as the range of joint motions, neural transmission speed and noise may not have much effect on

the gait performance in healthy elderly people. It is known that physical training can recover

the muscular changes and enhance walking performance in elderly people [154, 166]. However,

the effects of different physical trainings vary and the optimal modes, frequency and intensity of

training are unclear [154, 166]. Our results suggest to focus on recovering the strength, mass and

speed of the leg muscles. For example, trainings that focus on the hypertrophy of the fast-twitch

fibers [188] can be more effective than those that do not [211].

The two main factors of the elderly model consuming more metabolic energy are 1) the

decline in muscle quality and 2) the recruitment of more costly fast-twitch fibers. The second

factor based on the size-principle, which accounts about half of the 16% total energy increase

in the elderly model (Fig. 6.13), was previously proposed by Martin et al. [158] but had not

been further investigated. We speculate that one reason it had not been investigated is due to the

competing evidence for the effect of the size-principle on metabolic consumption [45, 118, 218].

Moreover, there are unmodeled neural [51] and chemical [46] components between the energy

consumption and force production that can change with aging. Further studies on the muscular

changes in aging are necessary to clarify their effect on the metabolics of elderly walking.

Although the calculation on muscle fatigue awaits for more advancements as well (Fig. 6.15),

its potential of explaining the selection of preferred walking speed can have a profound impact on

gait studies. Our results show that FOT can explain the preferred walking speeds of both young

and elderly people, which cannot be done with the widely accepted COT criterion. Walking at
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Figure 6.15: Muscle fatigue calculations. In most neuromechanical studies, muscle fatigue is calculated from

either muscle activations,
∫
Am

pdt, or muscle stress,
∫
F̄m

pdt, where F̄ = Fm

Fmax
. Therefore, precisely speaking,

the activation and force terms represent the rate of fatigue. While the different calculations on muscle fatigue

await further evaluations, most of the neuromechanical studies on human locomotion use
∫
Am

2dt (marked in

blue) [6, 169, 254], which is adopted in the present study (Fig. 6.14). For the muscle-stress-based calculations,∫
F̄m

3dt (marked in red) is reported to well fit the stress-endurance relationship in constant force sustaining tasks

in a single joint [56].

a speed of minimizing FOT rather than COT seems plausible at both the performance and the

neural perspectives. It is likely that many people these days care more about muscle fatigue

than shortage of energy. This is in line with the observation that fatigued elderly people do

not change their walking speeds [104], suggesting that their original preferred speed is already

optimal for fatigue. Moreover, muscle activations or stress, which well estimate the rate of

fatigue (Fig. 6.15), may be more easily accessed by the central nervous system, especially by

the portion located at the spinal cord, than the metabolic rate of individual muscles. Therefore,

further investigation on FOT as a criterion for selecting locomotion speed seems promising, and

elderly walking is a good task for such investigation since its speed is not explained by COT.

We have investigated the physiological origin of the deterioration in elderly walking using
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predictive neuromechanical simulations. The elderly neuromechanical model with skeletal, mus-

cular and neural changes, compared to the young model, consumes 16% more metabolic energy

during walking and chooses 2.8 ms−1 slower walking speed based on the FOT criterion. Fur-

ther analysis using simulations with individual physiological changes suggests that, among the

modeled age-related changes, a decline of muscle strength mostly contributes to the increase in

the metabolic cost of elderly walking. In addition, we propose FOT as a performance criterion

for explaining preferred walking speed in both young and elderly people, and that the change

in FOT-speed relationship with aging is due to the loss of leg muscles as well as the changes in

muscle properties. The results suggest that focusing on recovering these muscular changes can

effectively enhance the performance of elderly walking.
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6.3 Controller for Bipedal Robots

Some content of this section has been published in:

• Batts, Song, and Geyer. Toward a virtual neuromuscular control for robust walking in bipedal robots. IEEE

IROS, 2015. [21].

6.3.1 Introduction

State of the art locomotion controllers enable bipedal robots to walk outside the laboratory envi-

ronment [81, 127, 185, 260]. A typical controller takes high-level goals from a footstep planner,

uses a simple dynamics model to plan the corresponding COM trajectories, and generates target

joint torques of the full robot that realize these trajectories [130]. Recent implementations of this

approach replan the footsteps online to react to unexpected disturbances [260], or account for the

full dynamics of the robot to calculate desired joint torques [81, 142]. Other controllers employ

more heuristic policies to overcome unexpected disturbances. For example, intuition based poli-

cies that adjust the step length, leg thrust, and trunk lean have demonstrated stable locomotion

[185, 212]. Despite these advances, walking controllers have not yet reached the robustness of

human control in locomotion, which makes it difficult to use bipedal robots in scenarios such as

rescuing lives from natural and man-made disasters.

An alternative control strategy is to imitate the human control of locomotion. Although the

human control is not fully understood, various neuromechanical models have been proposed

to explain fundamental control mechanisms of human locomotion, and some of them have been

used to control humanoid robots [105, 180, 184, 286]. In this section, we adapt our neuromechan-

ical model (Chapter 4) to control a bipedal robot ATRIAS (Fig. 6.16). The kinematic structure,

mass distribution, and actuation dynamics of ATRIAS are much different from those of humans.

We show in a high-fidelity simulation platform that the robust walking of the neuromechanical

model can be transferred to this bipedal robot with significantly different dynamics.
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neural
controller

Figure 6.16: Virtual neuromuscular control for bipedal robot locomotion. The neuromuscular layer of a neu-

romechanical model is mapped to a robot topology (ATRIAS pictured) and emulated to generate desired motor

torques.

6.3.2 ATRIAS Simulation Platform

ATRIAS is a human-size (leg length: 1 m; body weight: 63 kg) bipedal robot that is designed to

concentrate the mass at the trunk [213], which results in segment dynamics different than those

of humans (Table 6.4). Each of ATRIAS’ legs is a lightweight four-bar linkage that makes point

contact with the ground. Two series elastic actuators (SEAs) located at each hip joint drive the

four-bar linkage in the sagittal plan. A third gear-motor controls the leg in the frontal plane,

which can be used for 3D locomotion.

We use a high-fidelity simulation of the ATRIAS platform constrained in the sagittal plane,

which is developed and tested in [159] (Fig. 6.17, Matlab Simulink/SimMechanics R2014b). The

trunk upper leg lower leg foot
COM
to hip

mass length mass length mass length height mass

ATRIAS 10 57.9 50 1.1 50 1.0 - - -

human model 35 53.5 46 8.5 46 3.5 20 8 1.25

(unit: cm, kg)

Table 6.4: Segment properties of ATRIAS and a human model.
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ATRIAS model has 10 internal DOFs (4 for the four-bar linkages, 4 for the SEAs, and 2 for the

frontal plane motors). In addition, a boom constrains ATRIAS to a circular track, while the trunk

is allowed to pitch. The frontal plane motors are regulated to keep both legs in the sagittal plane.

Furthermore, the simulation includes the detailed SEA dynamics and control (max torque: 350

Nm), and dynamic ground contact models (Sec. 3.4) that capture stick-slip friction. While we

simulate the continuous dynamics of the physical system with a variable time-step solver (ode45,

relative error tolerance: 1e-3, absolute error tolerance 1e-4), the control loop runs discretely at

1 kHz to match the control frequency of the actual robot. The simulation includes the encoders

used to estimate the position and orientation of the trunk, internal joint angles, and SEA motor

torques.

6.3.3 Virtual Neuromuscular Control

The virtual neuromuscular controller (VNMC) emulates a neuromechanical model to derive de-

sired joint torques of the ATRIAS robot for walking (Fig. 6.18). The robot’s trunk lean, forward

velocity, joint angles and joint torques (θr, vr,ϕr, τ r) are mapped to virtual measurements re-

A. ATRIAS hardware B. ATRIAS simulation

Figure 6.17: 2D experimental testbed of ATRIAS. The left picture shows the actual testbed of ATRIAS con-

strained to a circular track by a boom (A). We use a high-fidelity simulation of this testbed to investigate virtual

neuromuscular control (B).
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Figure 6.18: Virtual neuromuscular controller on ATRIAS. The encoders on the ATRIAS model measure the

states of the robot used by the VNMC. The SEA controller tracks desired torques to drive the ATRIAS model.

The desired torques are generated by the VNMC, which emulates a neuromechanical model that is mapped to the

robot geometry.

quired to simulate the neuromuscular system, which are the trunk lean, forward velocity, joint

angles, loading force on the legs, and the foot contact information (θv, vv,ϕv,f v, cv). The neu-

romuscular model outputs virtual joint torques (τ v) that are mapped to desired robot joint torques

(τ̂ v). The desired joint torques (τ̂ v) are tracked by the SEA controller during stance. Because the

torque measurement errors (≈ 20 Nm) and the joint frictions (≈ 20 Nm) are too large to conduct

precise torque tracking of the light swing legs (≈ 2 kg), the desired torques for the motors, ig-

noring the SEA dynamics, are commanded directly to the motor controller during swing, relying

on the fact that the spring is very stiff (≈ 3500 N m rad−1) compared to the leg mass.

The neuromechanical model of the VNMC is adapted from the sagittal hip and knee com-

ponents of the human neuromechanical model presented in Chapter 4. Two changes were made

to the original neural controller. First, in the length and velocity feedback pathways, the joint

angles and angular velocities are directly used instead of the states of the CEs in muscles. Such

feedback pathways are designed to control muscles considering joint positions and velocities,

and using CEs’ states introduce errors since they do not capture the SEs’ states (Fig. 3.4). The

neural controller in Chapter 4 still uses muscle states as a biologically plausible controller, but
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there is no reason for a robotic controller to keep these errors. In addition, using joint angles and

velocities is more intuitive for one to hand tune the parameters when optimization trials get stuck

in local minima misusing the control parameters [21]. Second, due to similar reasons, the un-

necessary neural transmission delays are removed from the virtual neuromuscular model. Only

the operation of the positive force feedback pathways utilizes the neural transmission delays in

a purposeful way [89]. In other pathways, the delays only deteriorate the control. Therefore, the

time delays of all data except the muscle force data are removed from the virtual neuromuscular

model. The adapted model is treated as a black box controller that generates virtual joint torques

based on the virtual measurements, τ v = τ v (θv, vv,ϕv,f v, cv).

The remaining part of the VNMC converts the sensory data of the robot to the virtual mea-

surements, Φϕ: (θr, vr,ϕr, τ r)→ (θv, vv,ϕv,f v, cv), and the virtual torques to desired robot

joint torques, Φτ : τ v → τ̂ r. The trunk lean and the forward velocity of the virtual skele-

ton are identical to that of ATRIAS, {θv, vv} = {θr, vr}. The remaining measurements are

converted through geometric transformations. The joint angles of the skeletal system, ϕv =(
ϕR1
v , ϕR2

v , ϕL1
v , ϕ

L2
v

)
, are mapped from the joint angles of the robot, ϕr =

(
ϕR1
r , ϕR2

r , ϕL1
r , ϕ

L2
r

)
.

For instance, the kinematic relation for the joints of the right (R) leg (while all the mappings are

the same for the left leg) is

ϕR1
v =

1

2

(
−π + ϕR1

r + ϕR2
r + ϕR2

v

)
(6.2)

ϕR2
v = 2 sin−1

(
lr
lv

cos

(
ϕR2
r − ϕR1

r

2

))
(6.3)

where lr and lv are the segment lengths (the thigh and shank are equal in length) of the robot

and virtual legs, respectively. We model mechanical limits of ATRIAS that prevent the right

hand side of Eq. (6.3) from reaching singularity. The loads on the legs, f v =
(
fRv , f

L
v

)
, are

the components of the ground reaction forces that act in the direction from the feet to the

hips. These are estimated, assuming quasi-static equilibrium, from the robot joint torques,
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τ r =
(
τR1
r , τR2

r , τL1
r , τL2

r

)
, as

fRv =
τR1
r − τR2

r

2 lr sin
(
ϕR2
r −ϕR1

r

2

) . (6.4)

The boolean vector, cv =
(
cRv , c

L
v

)
, indicates whether the legs are in contact with the ground. We

assume a contact is made if the leg force (fRv or fLv ) exceeds 25% of body-weight. Finally, the

virtual joint torques, τ v =
(
τR1
v , τR2

v , τL1
v , τL2

v

)
, are mapped to desired robot actuator torques,

τ̂ r =
(
τ̂R1
r , τ̂R2

r , τ̂L1
r , τ̂L2

r

)
, as

[τ̂R1
r , τ̂R2

r ]T = ΦT
τ [τR1

v , τR2
v ]T (6.5)

using the Jacobian

Φτ =

1+k
2

1−k
2

k −k

 (6.6)

between virtual and robot joint velocities with

k =
lr sin

(
ϕR2
r −ϕR1

r

2

)
lv cos

(
ϕR2
v

2

) . (6.7)

The virtual knee angles (ϕR2
v and ϕL2

v ) are saturated at 179 deg to avoid singularity in Eq. (6.7),

and the desired torques (τ̂ r) are saturated at the maximum actuator torques, ±350 Nm.

The control parameters of the black box neuromuscular model (Rn, n = 48) are optimized to

generate robust walking. Specifically, we simulate ATRIAS walking on a circular track with one-

meter-long flat ground tiles of randomly varying heights and use CMA-ES ([100], Sec. 3.6) to

find the largest height difference |∆hmax| that ATRIAS successfully traverses. For that purpose,

the cost function below is used:

J =


dtgt − dwalk, if dwalk < dtgt

− |∆hmax| , otherwise
, (6.8)

where dtgt is a target travel distance (dtgt = 30 m≈ 2.5 laps), and dwalk is the distance the model

walks before falling. The cost function was designed considering two possible simulation out-

comes: falling and completing the course. First, if the model fails to reach the target distance
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(dwalk < dtgt), the cost decreases the further the model walks. Second, if the model success-

fully traverses the track (dwalk ≥ dtgt), the cost decreases as the largest ground-height change

(|∆hmax|) increases, which is also an optimization parameter. The initial seed parameters for

optimization were hand-tuned on flat terrain.

6.3.4 Simulation Results

With the optimized VNMC, ATRIAS can walk on a terrain with maximum height differences

of ± 20 cm. Fig. 6.19 shows kinematic and kinetic data for 10 seconds of this walking behav-

ior, during which the robot traverses the maximum height changes. The estimated foot contact

information used in the control fairly agrees with the actual contacts. As the robot ascends and

descends the tiles, the forward velocity (vr) across steps does not change much, while the trunk

lean (θr) and step length do change much. For example, when descending a −20 cm step (the

third to the last step in Fig. 6.19), ATRIAS makes a long step (about 95 cm) and the trunk leans

forward (about 22 deg) due to a large impact produced at foot contact. The GRFs varies much as

the robot traverses the terrain. Human-like double hump vertical GRF is observed in some steps

(the second and fourth right steps in Fig. 6.19); while, in some other steps, the stance foot looses

contact due to excessive rebound after initial contact (the first, seventh and eighth right steps).

The SEA torques match the desired torques well during stance, while they jitter around zero dur-

ing swing. This is expected, since, during swing, the desired torque is commanded directly to the

motor controller, and the load on the SEA is small. The jitter during swing sometimes appears

in the joint angles as well.

6.3.5 Future Work

We proposed the VNMC that adapts the neuromechanical model into a walking controller for

bipedal robots. In a high-fidelity simulation of the ATRIAS bipedal robot constrained to the

sagittal plane, the VNMC can generate walking on rough terrain with height changes of ±20 cm
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Figure 6.19: Kinematic and kinetic data while walking on rough terrain. The top panel shows snapshots projected

to a 2D plane of ATRIAS every 1 sec walking on a ±20 cm terrain. The panels below show the estimated foot

contact of the right leg, forward velocity vr, trunk lean θr, step length, right leg ground reaction forces (gray: left

leg; scaled to body weight (BW)), right leg joint angles ϕR1
r and ϕR2

r (gray: left leg), and right leg desired joint

torques τ̂R1
r and τ̂R2

r (magenta: SEA torques). The actual stance phases of the right leg, which are different from

the estimated contact information, are marked by gray background.
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Figure 6.20: ATRIAS making walking steps. The figure shows snapshots (every 500 ms) of ATRIAS mak-

ing walking steps. The stance leg is controlled by the VNMC, while the swing leg is controlled by a heuristic

position-tracking controller. ATRIAS is constrained to the sagittal plane by a boom and is pushed forward by an

experimenter.

without changing the control parameters.

An obvious future direction is to extend the current work for 3D walking and to verify the

simulation results on the ATRIAS hardware platform. Extension of the current VNMC for

straight 3D walking of ATRIAS seems to be straightforward, at least in simulation, since the

original neuromechanical model generates robust 3D walking in simulation (Sec. 4.2.2, Fig. 4.5,

Table 4.1), and an addition of foot segments with free ankles (i.e. little passive torque at the

ankle) has been enough to prevent slipping around the vertical axis in previous walking stud-

ies with the ATRIAS hardware [115]. Regarding transferring to hardware, we have done some

preliminary work on testing the stance leg control. With hand-selected control parameters, the

stance leg control is able to generate stable standing (with the legs splayed, and on the boom) and

generate stance leg behavior for sagittal plane walking. For example, with a heuristic position-

tracking swing leg controller, the VNMC generates reliable stance leg behavior while ATRIAS

makes forward steps by external pushes (Fig. 6.20).

To be useful as a robotic controller, the controller should be able to initiate and terminate
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walking from and to standing which is lacking in the current VNMC. In the presented simula-

tion study, ATRIAS starts with initial forward velocity and in an appropriately pose for walking,

which is difficult to reliably reproduce in hardware. A simple solution, which we have validated

in simulation, is to adapt an existing robotic controller [129, 210, 212] for walking initiation then

to switch to the VNMC. The proper control parameters of the VNMC, of which basin of attrac-

tion covers the walking state of the adapted walking initiation controller, can be found by off-line

optimization. An ultimate solution is to extend the original neuromechanical control model to

include walking initiation and termination. Once such extension is made in the neuromechanical

model in the proposed hierarchical structure (Sec. 4.4), the resulting VNMC would be able to

make transitions between standing and walking and even running with simple high-level com-

mands.

Another challenge that emerges in the process of transferring from simulation to hardware is

the difficulties in tuning the control parameters. Although we use a high-fidelity simulation that

includes some details of motor dynamics and joint frictions, it is not perfect and thus introduces

simulation bias. Therefore, the control parameters, which counts about 50, optimized in simula-

tion may not successfully work in hardware, and it is difficult, if not impossible, to run hundreds

of trials with the hardware robot to re-optimize the parameters as done in simulation. Basically,

there are two ways to overcome this issue. First, one can improve the simulation environment to

overcome the model uncertainty. For example, control parameters can be learned in an ensemble

of simulations that covers the potential model uncertainty [179], or both the model and the control

parameters can be learned iteratively from the differences between the simulated behaviors and

those in the hardware experiments [98]. Second, one can use more sample efficient optimization

methods that are applicable on hardware. Bayesian optimization with domain specific kernels

[7] and preference-based Bayesian optimization [253] have been explored to sample-efficiently

tune (although fewer in number) the control parameters of the neuromechanical model (n = 16)

or the VNMC for a prosthetic leg (n = 3), respectively. We suggest to combine both approaches
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for setting the control parameters of VNMC for bipedal robots: first, find a set of control param-

eters using advanced simulation techniques that is good enough to generate stable walking on

hardware, and then further tune the parameters on hardware using sample-efficient optimization

techniques.
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Chapter 7

Conclusions

This thesis proposes a neuromechanical control model that can explain diverse human loco-

motion behaviors, evaluates the plausibility of the proposed model using a range of unexpected

disturbances, and demonstrate how the model can be adapted to a simulation testbed for studying

humans and to a robotic controller for leg machines. The details of the work, their implications

to the state of the art, and suggestions for future research are summarized below.

• Chapter 4: We propose a spinal-reflex-based control model that can generate diverse

human locomotion behaviors.

When optimized for energy efficient walking, the model generates kinematics, dy-

namics, and muscle activations close to those observed in normal human walking.

Only a few previous models generate such human-like walking.

The behaviors the model can generate include walking and running, acceleration and

deceleration, slope and stair negotiation, turning, and deliberate obstacle avoidance.

To our knowledge, no previous model has demonstrated such diverse behaviors.

The work demonstrates that CPGs are not necessary for generating human locomo-

tion behaviors, which opposes a common view on human locomotion control.

The work supports the possibility that a range of human locomotion behaviors may
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be generated by a unified spinal controller. The higher-layer brain control may be

modulating the unified spinal controller to change locomotion behaviors, instead of

switching between multiple controllers.

For experimental neuroscientists, the model can serve as a guide for searching the

neurophysiological origin and circuitry of spinal control in humans. Since each neu-

ral circuit of the model embeds a specific function, verifying the circuits in humans

can lead to function-oriented rehabilitation treatment.

Potential future research: The proposed neuromechanical model is incomplete in that

only part of the control is in a hierarchical structure. Hierarchizing the full control

and developing a higher layer control that can modulate the lower layer control based

on high-level locomotion tasks and environmental cues are left as future work, where

reinforcement and supervised learning techniques may be effectively used.

• Chapter 5: We evaluate the plausibility of the proposed control model using a range

of unexpected disturbances.

To our knowledge, this is the first work of evaluating a neuromechanical model by

comparing its muscle responses to those observed in humans. We show that how the

similarities between the model’s and humans’ responses reinforce the plausibility of

the model, and how the differences reveal the shortage of the model providing a better

idea about human control.

The role of CPGs in human locomotion control remains questionable. Incorporating

CPGs into the proposed reflex-based controller to generate some portion of muscle

activations is likely to change the response amplitudes to become farther from what

is observed in humans.

Potential future research: Mutual influences between developing control models and

designing human experiments will facilitate our understanding of human control.
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Control models should explain more experimental observations, and human exper-

iments should be designed to differentiate more control models. In this iterative pro-

cess, neuromechanical simulations should include more physiological details, and

more existing control models should be evaluated by comparing its behaviors with

human experiments.

• Chapter 6: We show how the proposed neuromechanical model can be used as a

simulation testbed for studying human locomotion and as a robotic controller for

legged machines.

The model is used to study human foot biomechanics by simulating walking with dif-

ferent foot designs. The simulation results suggest that adaptive feet with additional

toe joint costs more energy, the windlass mechanism in human feet partially saves

this cost, and this saving does not come from the compliance of the feet which is also

supported by real human experiments.

The model is used to study the physiological basis of the decline of walking perfor-

mance in elderly people. The simulation results suggest that the increase in metabolic

cost and reduction in regular walking speed in elderly people is attributed to the loss

of leg muscles as well as the changes in muscle properties. In addition, we propose

muscle fatigue as a plausible performance criterion for selecting walking speed in

both young and elderly people.

Potential future research for better simulation testbeds: The ultimate simulation testbed

for human locomotion, which I call the digital locomotor clones, should be able to

predict locomotion behaviors and their adaptations to internal (ex. injury and surgery)

and external (ex. assistive devices and external disturbances) changes of any individ-

ual, from young to old and from healthy to ill. Toward this goal, much work should

be done to 1) increase modeling details of the neuromechanical simulation environ-

ment (ex. physiological details and interaction with assistive devices), 2) model the
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physiological features of different ages and pathologies, and 3) customize simulation

models to individual human subjects.

We propose a framework for adapting a neuromechanical control model to a robotic

controller. The framework, which we call the virtual neuromuscular controller, is

tested on a bipedal robot ATRIAS. With the controller, ATRIAS could generate robust

walking in physics simulation. Our work is novel in that we replaced unnecessary

biological components with robotics ones (ex. removal of unnecessary neural delays,

replacement of biological sensory data with joint encoder data, etc.) reasoning about

their functional necessity.

Potential future research for better robotic controllers: The neuromechanical control

model can be further adapted into a robotic controller. In other words, the functional

principles encoded in the neuromechanical model can be interpreted directly for a

specific robot, based on its kinematic structure and its motor dynamics, and emulating

virtual muscles would not be necessary.

Human control of locomotion has been investigated for the past century but still remains

a grand challenge. This thesis shows that neuromechanical simulations may play an essential

role in advancing our knowledge of human control. As the neuronal-to-circuitry layer is better

understood by neuroscientists and the circuitry-to-behavior layer is better explained by neurome-

chanical simulation models, we will eventually come to fully understand the human locomotion

control. This understanding will change the way we design rehabilitation treatment and engineer

assistive devices.
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[184] John Nassour, Patrick Hénaff, Fethi Benouezdou, and Gordon Cheng. Multi-layered multi-pattern cpg for adaptive locomotion of hu-
manoid robots. Biological cybernetics, 108(3):291–303, 2014. 6.3.1

[185] Gabe Nelson, Aaron Saunders, Neil Neville, Ben Swilling, Joe Bondaryk, Devin Billings, Chris Lee, Robert Playter, and Marc Raibert.
Petman: A humanoid robot for testing chemical protective clothing. Journal of the Robotics Society of Japan, 30(4):372–377, 2012. 6.3.1

[186] A Nene, C Byrne, and H Hermens. Is rectus femoris really a part of quadriceps?: Assessment of rectus femoris function during gait in
able-bodied adults. Gait & posture, 20(1):1–13, 2004. 5.2.1

[187] Jens Bo Nielsen. How we walk: central control of muscle activity during human walking. The Neuroscientist, 9(3):195–204, 2003. 1.2,
2.2, 2.2.2

[188] Rachel Nilwik, Tim Snijders, Marika Leenders, Bart BL Groen, Janneau van Kranenburg, Lex B Verdijk, and Luc JC van Loon. The
decline in skeletal muscle mass with aging is mainly attributed to a reduction in type ii muscle fiber size. Experimental gerontology, 48
(5):492–498, 2013. 6.2.1, 6.2.2, 6.3, 6.2.4

[189] Tom F Novacheck. The biomechanics of running. Gait & posture, 7(1):77–95, 1998. 2.2.1, 2.2.1

[190] Marie Engelene J Obien, Kosmas Deligkaris, Torsten Bullmann, Douglas J Bakkum, and Urs Frey. Revealing neuronal function through
microelectrode array recordings. Frontiers in neuroscience, 8, 2015. 2.3

[191] G Obinata, K Hase, and A Nakayama. Controller design of musculoskeletal model for simulating bipedal walking. In Annual Conference
of the International FES Society, 2004. 2.2, 2.3.1

[192] Katsuhiko Ogata and Yanjuan Yang. Modern control engineering. Prentice-Hall Englewood Cliffs, 1970. 5

[193] Naomichi Ogihara and Nobutoshi Yamazaki. Generation of human bipedal locomotion by a bio-mimetic neuro-musculo-skeletal model.
Biological cybernetics, 84(1):1–11, 2001. 2.2, 2.3, 2.3.1, 2.3.2, 5.3

[194] Sooyol Ok and DuckSool Kim. Evolution of the cpg with sensory feedback for bipedal locomotion. In Advances in Natural Computation,
pages 714–726. Springer, 2005. 2.2, 2.3.1

[195] Anderson Souza Castelo Oliveira, Leonardo Gizzi, Uwe Gustav Kersting, and Dario Farina. Modular organization of balance control
following perturbations during walking. Journal of neurophysiology, 108(7):1895–1906, 2012. 5.2.2

[196] Grigoriı̆ Nikolaevich Orlovskiı̆, TG Deliagina, and Sten Grillner. Neuronal control of locomotion: from mollusc to man. Oxford University
Press, 1999. 1.1, 2, 2.1.1, 2.1.2, 2.2, 2.2.2

[197] Justus D Ortega and Claire T Farley. Individual limb work does not explain the greater metabolic cost of walking in elderly adults. Journal
of applied physiology, 102(6):2266–2273, 2007. 6.2.1

[198] Justus D Ortega, Leslie A Fehlman, and Claire T Farley. Effects of aging and arm swing on the metabolic cost of stability in human
walking. Journal of biomechanics, 41(16):3303–3308, 2008. 6.2.1

[199] Oxycon mobile device. URL http://www.carefusion.com. 6.1.3

[200] Yu V Panchin, RI Sadreev, and Yu I Arshavsky. Control of locomotion in marine mollusc clione limacina x. effects of acetylcholine
antagonists. Experimental brain research, 106(1):135–144, 1995. 2.1.1

136

http://www.carefusion.com


[201] Aftab E Patla and Joan N Vickers. How far ahead do we look when required to step on specific locations in the travel path during
locomotion? Experimental brain research, 148(1):133–138, 2003. 2.2.1

[202] Michael J Pavol, Tammy M Owings, and Mark D Grabiner. Body segment inertial parameter estimation for the general population of
older adults. Journal of biomechanics, 35(5):707–712, 2002. 6.2.1, 6.2.2, 6.3

[203] Xue Bin Peng, Glen Berseth, and Michiel van de Panne. Dynamic terrain traversal skills using reinforcement learning. ACM Transactions
on Graphics (to appear), 2015. 4.4

[204] Xue Bin Peng, Glen Berseth, and Michiel van de Panne. Terrain-adaptive locomotion skills using deep reinforcement learning. ACM
Transactions on Graphics (TOG), 35(4):81, 2016. 4.4

[205] Jacquelin Perry and Judith M. Burnfield. Gait analysis: normal and pathological function. SLACK Incorporated, 2nd edition, 2010. 1.1,
2.2.1, 2.2.1, 4.4, 4.2.2

[206] Nicolas T Petersen, Jane E Butler, Veronique Marchand-Pauvert, Rebecca Fisher, Annick Ledebt, Henrik S Pyndt, Naja L Hansen, and
Jens B Nielsen. Suppression of emg activity by transcranial magnetic stimulation in human subjects during walking. The Journal of
Physiology, 537(2):651–656, 2001. 2.2.2

[207] Daniel S Peterson and Philip E Martin. Effects of age and walking speed on coactivation and cost of walking in healthy adults. Gait &
posture, 31(3):355–359, 2010. 6.2.1

[208] Joelle Pineau, Geoff Gordon, Sebastian Thrun, et al. Point-based value iteration: An anytime algorithm for pomdps. In IJCAI, volume 3,
pages 1025–1032, 2003. 4.4

[209] T Pozzo, A Berthoz, and L Lefort. Head stabilization during various locomotor tasks in humans. Experimental Brain Research, 82(1):
97–106, 1990. 2.2.1

[210] Jerry Pratt, Chee-Meng Chew, Ann Torres, Peter Dilworth, and Gill Pratt. Virtual model control: An intuitive approach for bipedal
locomotion. The International Journal of Robotics Research, 20(2):129–143, 2001. 6.3.5

[211] Gisela Pyka, Elizabeth Lindenberger, Susan Charette, and Robert Marcus. Muscle strength and fiber adaptations to a year-long resistance
training program in elderly men and women. Journal of Gerontology, 49(1):M22–M27, 1994. 6.2.4

[212] Marc H Raibert. Legged robots that balance. MIT press, 1986. 4.1.2, 6.3.1, 6.3.5

[213] Alireza Ramezani, Jonathan W Hurst, Kaveh Akbari Hamed, and JW Grizzle. Performance analysis and feedback control of atrias, a
three-dimensional bipedal robot. Journal of Dynamic Systems, Measurement, and Control, 136(2):021012, 2014. 6.3.2

[214] Michael H Rivner, Thomas R Swift, and Khalid Malik. Influence of age and height on nerve conduction. Muscle & nerve, 24(9):
1134–1141, 2001. 6.2.1, 6.2.2, 6.3

[215] Kathryn E Roach and Toni P Miles. Normal hip and knee active range of motion: the relationship to age. Physical therapy, 71(9):
656–665, 1991. 6.2.2, 6.3

[216] Jessica Rose, James Gibson Gamble, and Janet M Adams. Human walking. Lippincott Williams & Wilkins Philadelphia, 2006. 1.1, 4.3

[217] Serge Rossignol. Neural control of stereotypic limb movements. Comprehensive Physiology, 1996. 2.1.3

[218] E Saugen and NK Vollestad. Nonlinear relationship between heat production and force during voluntary contractions in humans. Journal
of Applied Physiology, 79(6):2043–2049, 1995. 6.13, 6.2.4

[219] Alexander Schepelmann, Jessica Austin, and Hartmut Geyer. Evaluation of decentralized reactive swing-leg control on a powered robotic
leg. In Intelligent Robots and Systems (IROS), 2015 IEEE/RSJ International Conference on, pages 381–386. IEEE, 2015. 6, 6.4

[220] Marco Schieppati. The hoffmann reflex: a means of assessing spinal reflex excitability and its descending control in man. Progress in
neurobiology, 28(4):345–376, 1987. 2.2.2

[221] AM Schillings, BMH Van Wezel, TH Mulder, and J Duysens. Widespread short-latency stretch reflexes and their modulation during
stumbling over obstacles. Brain research, 816(2):480–486, 1999. 2.2.2, 5, 5.1.1, 5.1.1, 5.1.2

[222] Anne Schmitz, Amy Silder, Bryan Heiderscheit, Jane Mahoney, and Darryl G Thelen. Differences in lower-extremity muscular activation
during walking between healthy older and young adults. Journal of Electromyography and Kinesiology, 19(6):1085–1091, 2009. 6.2.3,
6.11, 6.2.3

[223] ED Schomburg, N Petersen, I Barajon, and Hans Hultborn. Flexor reflex afferents reset the step cycle during fictive locomotion in the
cat. Experimental brain research, 122(3):339–350, 1998. 5.3

[224] Stephen H Scott and David A Winter. Biomechanical model of the human foot: kinematics and kinetics during the stance phase of
walking. Journal of biomechanics, 26(9):1091–1104, 1993. 6.1.1

[225] Justin E Seipel and Philip Holmes. Running in three dimensions: Analysis of a point-mass sprung-leg model. The International Journal
of Robotics Research, 24(8):657–674, 2005. 2.2

[226] Keehong Seo, SeungYong Hyung, Byung Kwon Choi, Younbaek Lee, and Youngbo Shim. A new adaptive frequency oscillator for gait
assistance. In Robotics and Automation (ICRA), 2015 IEEE International Conference on, pages 5565–5571. IEEE, 2015. 6
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