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Abstract

Autonomous agents can play games (like Chess, Go, and even Starcraft), they can help make complex scientific predictions (e.g., protein folding), and they can even write entire computer programs, with just a bit of prompting. However, even the most basic physical manipulation skills, like unlocking and opening a door, still remain literally out-of-reach. The key challenge is acquiring the manipulation primitives themselves – there are infinite objects and environments in this world that a robot will have to interact with. Even worse, physics is unforgiving and even small errors can cause a task to fail entirely. In this thesis, I adopt a data-driven approach to address this challenge. Instead of hard-coding or planning actions within a known environment, I will explore methods/algorithms that acquire policies from increasingly scalable sources of offline data. The first section will demonstrate how highly effective policies can be learned from expert demonstrations and high-capacity neural networks. This work establishes the viability of data-driven policy learning for manipulation tasks, but requires the most expensive form of data to collect. Thus, the next part loosens the assumptions and demonstrates how diverse data can be collected across multiple institutions, and be used to boost performance even in specific domains/tasks. The third section pushes this same philosophy even further, and shows how human data can be used to improve robot policies. This is accomplished via representation learning – human data is used to learn robotic representations using various contrastive, self-supervised, and semi-supervised algorithms that transfer strongly to downstream manipulation tasks. Finally, we look ahead and discuss how these methods can continue to scale by leveraging larger datasets and massive pre-trained vision/language models.
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Chapter 1

Introduction

Autonomous agents can play games (like Go, Chess, and Starcraft) at a super-human level [204, 228, 191]. They can help solve complex scientific and engineering problems (like chip design [147] and protein folding [111]), and can even drive autonomously in limited geographic regions (e.g. https://waymo.com/). Now with the advent of Large Language Models [169, 56] (LLMs), we’re watching computers automate high-level reasoning and planning tasks. These advances are breathtaking and they have certainly revolutionized the world of bits and pixels. But their impact on the real, physical world has been surprisingly limited. For example, a robot still cannot make a cup of coffee or fold clothes on command. To be clear, the robot can definitely reason (using LLMs) about the physical primitives required to transport coffee, but executing the primitives themselves in the real world remains literally out of reach!

But why are these primitives so hard to acquire? The major challenge is that manipulation tasks force the robot to precisely reason about object contact behaviors, which can vary subtly depending on object properties, environment details, and the exact task itself. For example, the robot may need to gently grasp a mug by the handle (when transporting coffee) or stably hold it upside down (when cleaning the mug). Furthermore, it will have to perform these tasks in any kitchen, given any novel mug. It is impossible to enumerate and explicitly plan across all these scenarios. Even if we could, slight differences (e.g., robot wear and tear) during test time could cause catastrophic failures, because the margin of error for these tasks is so small and physics is unforgiving. So what can we do instead?

A good idea is to take inspiration from other AI subfields (like Natural Language Processing [169]), where highly capable models/agents emerged naturally via data-driven learning. They key insight is that these systems can automatically generalize to new scenarios and tasks, by automatically learning fundamental skills and world knowledge from vast amounts of training data. If applied to robotics, this capability could allow agents to solve the novel test scenarios outlined in the previous section. However, collecting enough data remains a fundamental challenge. After all, both vision and language models are often trained on vast collections of data scraped
from the internet. In contrast, robot learning researchers often have to collect their
own data, and are thus limited to simple, lab scenarios.

This thesis seeks to scale both the data sources and the learning algorithms and
models used in robotics. More precisely, the objective is to learn a goal-conditioned
robotic policy $a_t \pi(*|o_t, g)$ (where $a_t$ is robot actions, $o_t$ is observations, and $g$ is goal
vector), using a mix of the robot’s “prior experience” (i.e., expert demonstrations
and autonomous rollouts collected on the robot itself) and offline, out-of-domain
datasets (e.g., human video data). Note that there is a natural trade-off between
these data sources – the robot data is most targetted to the test-time tasks, but
is the most scarce due the difficulty of collecting it. As a result, this work will
explicitly investigate both ends of this trade-off. Specifically, it investigates:

1. **Learning from Expert Robot Data:** In this setting $\pi$ is learned exclusively from
   expert demonstrations. While this is a rich and highly targetted supervision
   signal, it is also the most expensive to collect – it requires human tele-operators
to manually collect data in the real world for every task/scenario! This thesis
demonstrates the power of this learning signal for training high capacity policy
networks that can be used to scalably parameterize $\pi$.

2. **Learning from Autonomous Multi-Institution Robot Data:** In this “middle
   ground” setting, $\pi$ is learned using a mix of robot data collected from different
   institutions. To reduce human effort, this data is collected automatically using
   random robot interactions in a table-top bin setting. This allows us to learn
   significantly stronger policies using the increased amount of data, but is still
   limited to table-top settings.

3. **Learning from Internet Scale Data:** In this final setting, the policy is initial-
   ized (i.e., pre-trained) using Out-Of-Domain (OOD) data collected from more
   scalable sources (e.g., human video data and internet mining). The hope is to
   learn effective representations and physical/world knowledge from “cheaper”
data. Then these representations are transferred to robotics domain to learn
   $\pi$, using a small amount of expert demonstration data.

1.0.1 Contributions

While investigating these data sources, this thesis makes the following contributions:

C1. Chapter 2 demonstrates how high-capacity transformer neural networks can
   learn complicated goal conditioned behaviors using a simple imitation learning
   algorithm. This showcases the power of expert demonstration data, but
   requires an unfeasible amount of demonstrations for real world tasks.

C2. Chapter 3 attempts to ease the data burden by developing a scalable strategy
   for cross institution robot data collection. This data is used to pre-train a
robot policy that can then be quickly fine-tuned to solve new tasks in novel hardware environments. While much more scalable than the original expert demonstration assumptions, the level of diversity showcased in robot labs is still limited.

C3. Chapter 4 shows how representations trained on internet scale video data can be efficiently fine-tuned to solve robotic tasks in various domains. In other words, representations allow us to bring priors learned from entirely different domains into the robot setting.

C4. While representation learning is a powerful paradigm, it is unclear how to create a stronger representation for robotics. The core question is, “what out-of-domain data yields the strongest representations for downstream robotics tasks?” Chapter 5 analyzes this question and finds that standard internet datasets transfer surprisingly well to robotics, but that self-supervised representation alone does not efficiently capture scene information required for robotics.

C5. Finally, Chapter 6 demonstrates how a semi-supervised approach can explicitly inject relevant object and environment level visual cues into the representation. This process yields a representation with stronger transfer to downstream manipulation tasks and can be applied to any pre-trained representation. Thus, we are able to more efficiently transfer data to the robotics domain from outside sources.
Part I

Learning from Expert Robot Data
Chapter 2

Transformers for One-Shot Visual Imitation

2.1 Motivation

Imitation is one of the most important cornerstones of intelligence. Watching other humans act, inferring their intentions, and attempting the same actions in our own home environments allows us to expand our skill set and enhance our representations of the world [229]. On the other hand, robots - while capable of imitating skills like table tennis [149] and driving [167] – are much less flexible when it comes to visual imitation. Most prior work in robotic imitation assumes that the agent is trying to acquire a single skill from demonstration(s) collected kinesthetically [161] (i.e. a human manually guides a robot) or via tele-operation [258]. These approaches can work so long as the target test-time task and environment are do not significantly differ from those seen during training. Is it possible to develop a robotic agent which can learn to imitate without these restrictions?

Visual imitation requires extracting a higher level goal from the visual demonstration and using the inferred goal to predict actions from pixels. But how does one represent goal/intention and how can this contextual information be incorporated into the policy function itself? There are three primary approaches in prior work: the first approach is to represent goals/intentions as pixels by generating goal images, and then inferring actions given current observations and inferred goals [200, 208]. While this approach is intuitive and interpretable, it is difficult to generate pixels, in a way that respects structural differences in the image. Figure 2.1 shows an example with well defined task semantics, but where a change in object positions makes it difficult to visually map the human state to the robot environment. The second approach has been to model visual imitation as a one-shot learning problem [59], which can be solved with meta-learning algorithms [68]. Here, a robot is given a single example, in the form of a video or demonstration (e.g. video + control telemetry), and must use that information to perform new instances of the same
task. The demonstration is used to update the parameters of a policy function and
the updated policy is executed on the robot. Domain gaps can be addressed with
a learned adaptive los function [249]. While the one-shot formalism is very useful,
estimating policy parameters from a single example can be an extremely difficult
problem and prone to over-fitting.

In this chapter, we explore a third alternative: task-driven features for one-shot
learning. We process both observations from the target agent and demonstrations
frames from a "teacher" agent in order to extract context-conditioned state represen-
tations. What neural network architectures can create task-driven features? While
in the past, approaches such as LSTMs have been used, in this chapter, we focus
on self-attention architectures. In particular, the Transformers architecture - while
simple - has seen broad success in NLP [225] and Vision [233] tasks. Furthermore,
using attention for control tasks has has basis in biology and psychology. Indeed,
humans use attention mechanisms to create context driven representations [180],
and directly supervising policies with human attention can dramatically increase
task performance [257].

In this chapter, we propose using transformers [225] (or non-local self-attention
modules [233]) to extract relational features which act as input state vectors for the
policy function. Our transformers take as input both the spatial ResNet Features
from teacher demonstration and the target agent. This allows the policy to automatic-
ically adapt its features to the task at hand, by using context frames to focus only
on important task-specific details. For example, in Figure 2.1 the robot could use
human context frames to focus only on relevant details like the red block’s location,
and entirely ignore distracting elements like the table’s leg. However, transformer
features could easily end up improperly weighting important details during test
time. We propose to solve this issue by further supervising the state representa-
tion learning with an unsupervised inverse dynamics loss. This loss constrains the
learning problem and ensures the final representations can model the underlying dy-
namics, as well as task specific details. Ultimately, our method achieves significant
improvements over one-shot imitation learning baselines on a suite of pick and place
tasks: our final policies demonstrate a 2x performance gain and can match baseline
performance with 3x fewer data-points.

2.2 Related Work

Learning from Demonstration (LfD) is a rich and diverse field of study which focuses
on enabling robots to learn skills from human or other expert demonstrations. A
thorough review is out of scope for this chapter, so we gladly refer the reader to sur-
vey articles [8, 21, 187]. Of prior work, Behavior Cloning (BC) [179, 14], a common
formulation of LfD, is most related to our project. BC involves imitating an expert
agent given a set of trajectories (a.k.a time series of observations and actions), by
fitting a function which approximates the expert’s action in a given state. This
simple formulae has proven successful in imitating a wide range of behaviors from visual inputs, including robotic manipulation tasks [173] and driving [22]. These methods have been extended to situations where expert observations are present without action labels [222], including prior work which linked this problem to inverse dynamics minimization [244]. However, both of these approaches require the demonstration agent match the imitator.

BC algorithms often assume that they are approximating a single state conditioned policy. In an environment with multiple tasks or multiple variations of the same task, this constraint can be limiting. Work on goal conditioned imitation learning seeks to relax these assumptions by allowing for policies which condition on a goal variable alongside the current state, and adjust their behavior accordingly. There are myriad ways to introduce goal conditioning, including with the robot’s state [57], ”goal” images of the final state [143, 138, 70], natural language [139], and video or images of humans [198, 240]. In our project, we assume the robot has a single video of another agent (be it another robot or a human) doing a task, and must complete that same task itself using past experience. This is a specific instance of the one-shot learning problem [59], and has been investigated before previously using meta-learning with an adaptive loss [249]. Instead of using meta-learning, we propose to attack this problem with an attention mechanism over image frames.

A challenge in this line of work is learning visual representations which can enable the robot to deduce the task from video of another agent and perform the task itself. Work in computer vision demonstrated that deep neural networks are capable of learning such flexible representations for action recognition [205] and state estimation [130], but often require large image datasets to fully train. Unfortunately, collecting ImageNet [54] scale datasets on robotics platforms is prohibitively expensive, due to the cost of continuous robot operation and hardware fragility. Work in self-supervised learning [95, 35, 82] offers a glimmer of hope, by showing how
large and (relatively) cheap sets of unlabelled images can be used to learn expressive and useful representations for other downstream tasks. These representations could be used directly as reward functions [194, 192], but it can be very difficult to define rewards for a suite of tasks. Instead, unsupervised learning techniques alongside simple data augmentation can be used to increase data efficiency when directly acquiring policies with reinforcement learning [210, 127, 120]. Even simpler self-supervised losses - like inverse modelling (i.e. predicting action between two sequential states) - can be used to learn robust policies which adapt to new environments [91]. Our goal in this project is to apply these insights in representation learning to the one-shot imitation learning problem.

2.3 Our Method

2.3.1 Problem Definition

Our method follows prior work [68, 249], and formalizes the one-shot imitation learning problem as supervised behavior cloning on a data-set of tasks. For each task \( T \) (e.g. place blue bottle in bin), we have several demonstration videos and target trajectories. Note that the demonstration videos and target trajectories are semantically similar tasks but could have different starting/end states. We represent each demonstration video as \( v_i \) and each target trajectory, \( t_i \), as a temporal sequence of observations \( o \) and actions \( a \). Hence, \( t_i = \{ (o_i^{(1)}, a_i^{(1)}), \ldots, (o_i^{(k)}, a_i^{(k)}) \} \).

Models are trained on a dataset of tasks \( D = \{ T_1, \ldots, T_n \} \). During test time, new test tasks - \( T_{test} \) - are sampled which the model must successfully control the imitator agent to perform. Thus, all methods are evaluated on task success rates in held out environments. Our setup is challenging because: (a) morphological differences between demonstration and target agent (e.g. one is human and other is robot arm); (b) missing correspondence between demonstration videos and target trajectories.

2.3.2 Feature Learning with Transformers

Given video context from a demonstrator agent and image frames from the test environment, our representation module must deduce relevant features and efficiently pass them on to later stages of the pipeline for action prediction. For example, when given a video of a green bottle being dropped in a bin, the vision module should detect and represent the green bottle in its own environment while ignoring other distracting objects. We propose to learn this mechanism end-to-end using self-attention Transformer modules [225], in the hope that this powerful inductive bias helps the policy perform tasks successfully.

Before the attention module, individual images from both the context video and current state are passed through a ResNet-18 architecture [97], and spatial features (size \([512, T, H, W]\)) are collected before the average pooling step. At this stage, the
Figure 2.2: Our method uses a Transformer neural network to create task-specific representations, given context and observation features computed with ResNet-18 (w/ added positional encoding). The attention network is trained end-to-end with a behavior cloning loss, an inverse modelling loss, and an optional point loss supervising the robot’s future pixel location in the image.

features are flattened (size \([512, T \times H \times W]\)) and sinusoidal positional encodings \(225\) are added to the tensor (i.e. time and space treated as single dimension). These embeddings can allow neural networks to represent higher frequency functions \(215\), and we empirically found that they were crucial to preserving spatial and temporal information in the attention module. After adding positional encodings, the features are reshaped to their original size.

Next, the non-local multi-head attention operator is applied to the input tensor. We adopt a specific implementation of the Transformers self-attention module presented in Wang et al \(233\), which we augment with multi-headed self-attention \(225\). First, the module generates Key, Query, and Value tensors by applying three separate 3D spatio-temporal convolutions (we use kernel size \(k = 1\)) with ReLU activation to the input tensor. To be clear, each convolution layer’s input and output are \([d, T, H, W]\) tensors, where \(d\) is the Transformer’s embedding size. These generated key, query, and value tensors are then flattened and projected down \(n\) separate times - once for each attention “head” - before attention is applied (final shape per head \([d, T \times H \times W]\)). The self-attention operator is applied to each head individually. Considering attention head \(j\), temperature parameter \(\tau\), and projected tensors \(K_j, Q_j, V_j\), this amounts to:

\[
A_j = \text{softmax}(K_j^T Q_j / \tau) \quad V_j^{(out)} = V_j A_j
\]

The individual attention heads are then concatenated together channel-wise, and
then projected back to the original 512 dimension size with another 3D convolution \((O = \text{Conv3D} (\text{concat}[V_{1}^{(out)}, \ldots, V_{n}^{(out)}]))\). Note that this multi-head attention operator can be implemented with little overhead using batched matrix multiplication. Dropout [211], then a residual connection, and finally batch normalization [104] are applied to get the final output \(f(x) = \text{batchnorm}(x + \text{dropout}(O))\), with final size \([512, T, H, W]\). In order to appropriately apply this to behavior cloning (where \(o_{t+1}\) is not known during test time), we make this operation causal by appropriately padding the 3D convolution operators and masking the attention.

### 2.3.3 Goal Conditioned Behavior Cloning

As discussed previously, our objective is to learn a policy \(\pi(a_t|o_{1:t}, v)\) which ingests the current (or optionally all previous) state observations alongside a context video, and predicts a distribution over possible actions the expert policy would select. We process the input video stream with stacked attention modules to yield fixed size spatial features, with one feature map per time-step. The features are projected down to a fixed size representation vector using a spatial softmax operator [131], followed by a multi-layer perceptron with ReLU activations, and finally L2 normalization to unit length. This representation \(\phi_t = F(o_{1:T}, v)\) is used for action prediction.

**Multi-Modal Action Prediction:** One of the most naive ways to predict \(\pi(a_t|o_{1:t}, v)\) from \(\phi_t\) is to simply parameterize the policy as a normal distribution \(\pi(a_t|o_{1:t}, v) = \mathcal{N}(\mu(\phi_t), \sigma(\phi_t))\), and to sample actions from that. However, this approach can run into severe limitations when the real expert distribution is multi-modal. Consider a robot attempting to top-down lift a cup by its handle. Rotating the gripper by \(90^\circ\) or \(-90^\circ\), but not rotating at all (i.e. the mean action) would result in task failure since the gripper would close on top of the handle. Prior work [173, 171, 138] showed this limitation matters in practice, and rectifies the situation by predicting a mixture of uni-modal distributions. We adopt the same solution used by Lynch et al [138]. First, we discretize the action space (discussed in detail in Section 2.4.1) and then parameterize the policy as a discretized logistic mixture distribution [184]. For each timestep, we predict \(k\) logistic distributions with separate mean and scale, and form a mixture by convexly weighting them with vector \(\alpha\). The behavior cloning training loss is simply negative log-likelihood for this distribution:

\[
\mathcal{L}_{BC}(D, \theta) = -\ln(\sum_{i=0}^{k} \alpha_k(\phi_t) \cdot P(a_t, \mu_i(\phi_t), \sigma_i(\phi_t))
\]

Where, \(P(a_t, \mu_i(\phi_t), \sigma_i(\phi_t)) = F(\frac{a_t+0.5-\mu_i(\phi_t)}{\sigma_i(\phi_t)}) - F(\frac{a_t-0.5-\mu_i(\phi_t)}{\sigma_i(\phi_t)})\) and \(F(\cdot)\) is the logistic CDF. During test time, actions are simply sampled from the distribution and executed on the robot without rounding. For most of our experiments, the model performed best when using two mixture components and learned constant variance parameters per action dimension.
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2.3.4 Inverse Model Regularizer

Our method also adds a self-supervised inverse modeling objective to act as a regularizer to the behavior cloning loss during training. Context and trajectory snippets are sampled from the dataset, and images in them are randomized with sampled translations, color shifts, and crops. This randomization is applied consistently to frames from the context video, whereas images from the agent’s observation stream (a.k.a trajectory images) are randomized individually. This randomized image stream is passed through the attention and representation modules to generate $\tilde{\phi}_t$. The representations $\tilde{\phi}_t$ and $\tilde{\phi}_{t+1}$ are used to predict a discretized logistic mixture distribution over intermediate actions. Thus, the inverse loss is:

$$
L_{\text{INV}}(\mathcal{D}, \theta) = -\ln(\Sigma_{k=0}^k \alpha_k(\tilde{\phi}_t, \tilde{\phi}_{t+1}) \text{logistic}(\mu_i(\tilde{\phi}_t, \tilde{\phi}_{t+1}), \sigma_i(\tilde{\phi}_t, \tilde{\phi}_{t+1})))
$$

We share parameters between the behavior cloning and inverse modeling objectives for the attention module, representation module, and distribution prediction heads (i.e. after first layer). In practice, we use the randomized image stream for both tasks as well, in order to minimize memory consumption.

2.3.5 Point Prediction Auxiliary Loss

Finally, our model uses $\phi_t$ to predict a 2D keypoint location corresponding to the location of the gripper in the image $H$ timesteps in the future. Ground truth for this auxiliary loss is easy to acquire given either a calibrated camera matrix or object detector trained on the robot gripper. One could instead predict the 3D gripper position in world coordinates if neither is available. While not strictly needed for control, this loss is very valuable during debugging, since it lets us visually check during training if the model understand where the robot ought to be $H$ timesteps in the future. The point prediction is parameterized with a simple multi-variate 2D normal distribution $p_{t+H} \sim \mathcal{N}(\mu(\phi_t), \Sigma(\phi_t))$ with loss $L_{\text{pnt}}(\mathcal{D}, \theta) = -\ln(\text{likelihood}(p_{t+H}, \hat{p}_{t+H}))$. Thus, the overall loss for our method is:

$$
L(\mathcal{D}, \theta) = \lambda_{\text{BC}} L_{\text{BC}}(\mathcal{D}, \theta) + \lambda_{\text{INV}} L_{\text{INV}}(\mathcal{D}, \theta) + \lambda_{\text{pnt}} L_{\text{pnt}}(\mathcal{D}, \theta)
$$

2.4 Experimental Results

Our model is evaluated on robotic manipulation tasks - namely pick and place tasks - in simulation using multi-agent MuJoCo [220] environments. Our evaluations investigate the following questions: (1) can our model perform new task instances (defined in 2.4.1) previously unseen during training? And (2) what components (e.g. inverse loss, etc.) are most crucial for successful control?

2.4.1 Simulation Environment and Tasks
Environment Description: The environments we use are modified variants of those originally presented in RoboTurk [145]. Visually, the base environment - shown in Figure 2.3 - is the exact same as the original from RoboTurk, except the object meshes are replaced with primitive geometric types (e.g. boxes and cylinders) in order to improve simulation contact stability and run-time. This modification results in only minor visual differences. In order to investigate visual imitation across agent morphology, we use duplicate versions of the environment with two visually distinct robots. The Sawyer robot (red robot in Figure 2.3) provides demonstration videos and the Panda robot (white robot in Figure 2.3) acts as the agent which our model must control. Both environment’s action spaces are modified to support end-effector control. Given a target \( x, y, z \) position, rotation in axis-angle form, and gripper joint angle the environment solves for desired robot joint angles with inverse kinematics and sends joint velocities to the robot using a simple PD controller. Thus, the final action space consists of a target pose discretized into 256 independent bins per dimension in order to support our behavior cloning loss. It’s important to note that the demonstrations we train on do not cover the whole state space, so the robot is mostly constrained to 3-DOF movement.

Task Definition: A “task instance” consists of picking an object from a specific start location - uniformly distributed on the table in Fig. 2.3 - and placing the object in one of the four bins on the right. Task instances are grouped into “tasks” based on shared properties. For example, picking a milk carton (from Fig. 2.3) and placing it into bin 1 is a task, and different task instances are constructed by changing the carton’s start position. This precise definition allows us to collect a suite of train task instances, train models on that data, and test generalization to new task instances.

Data Collection Methodology: Training data is collected using an expert pick-place policy (built using privileged information from the simulator) in the target environment(s). For each task \( T \) we repeatedly, sample a demonstration video \( (v_i) \) by executing the expert policy on the Sawyer robot, then shuffle the objects, and sample an expert trajectory \( (t_i) \) by executing the expert policy on the Panda robot. This way a dataset of tasks is formed from individual task instances.

2.4.2 Baseline Comparisons

Our investigation begins by evaluating our method’s performance in 16 tasks in the base environment (Figure 2.3). We seek to determine the robot’s physical compe-
Table 2.1: Comparison between our method and baselines in 16 pick and place tasks. Values indicate success rates and 95% confidence intervals for “stages”Footnote 1 in the overall pick and place task.

tency at manipulating all four objects, as well as its ability to deduce which task it should perform from context video. A natural way to quantify this is by breaking down the 16 pick and place tasks into “reach,” “pick,” and “place” stages, and reporting success rates on each stage individually. Failure modes can be successfully deduced from these rates. For example, since reaching is a physically easy task, if the robot does not reach the object then it is likely unable to deduce the target object from the context frames. Furthermore, if the robot reaches the object but is unable to pick it up, its physical dexterity (or lack thereof) is likely to blame.

We collect 100 train task instances using the methodology described previously for each of the 16 tasks. That amounts to 1600 total demonstration videos alongside 1600 expert robot trajectories. We train our method on the dataset and compare against the following baselines:

- **Contextual-LSTM:** This baseline utilizes a standard Encoder-Decoder LSTM [99, 212] (augmented with self-attention [11, 36]), to first consume the context video, and then predict actions from encoded observations. It uses the same mixture distribution our model uses. Before LSTM processing, images frames are embedded using a pre-trained ResNet-18 [97] neural net combined with spatial-softmax [131] and fully-connected layers. The whole network is trained end-to-end with a behavior cloning loss.

- **Domain Adaptive Meta-Learning:** DAML [249] uses a learned loss function to adapt a neural network’s parameters to perform the desired task. We used a wider version of the network used in the original paper, since we found that using deeper models (like ResNet-18) resulted in overfitting on this task. To increase performance, the same discrete logistic action distribution is used. DAML is trained end-to-end with the MAML meta-learning algorithm [65] using a behavior cloning loss, along with explicit supervision of the pick and drop locations.

- **DAML-Auxiliary:** This method uses the same meta-learning model described

---

Footnote 1: Reaching is defined as placing the gripper within < 0.03 units from the target object, picking requires stably lifting the object > 0.05 units off ground, and placing requires putting the object in the correct bin (a.k.a task completion)
above, except only the predicted pick and place locations are used during test time. Given this prediction, a grasp motion is executed in the environment using a hard coded grasp policy.

For each of the 16 tasks, the models are prompted to perform new task instances (unseen during training) using freshly generated context videos. Success rates for our method and baselines (averaged across tasks) are shown in Table 2.1. As you can see, our method is the only one which can reliably perform new task instances. Its overall success rate is double the competing models’ reaching success rate, including the DAML-auxiliary model which makes strong task assumptions, and the LSTM model which uses embedding level attention. The LSTM baseline’s (which uses standard attention) relative failure supports our hypothesis that the Transformer architecture uniquely enables difficult visual processing. For additional experiments testing generalization to new objects (i.e. new tasks instead of new task instances) refer to Appendix H.1.1.

2.4.3 Architecture Ablation

While the our model clearly outperforms the other baselines, it is unclear if the Transformers architecture or additional losses deserve more credit. To test this thoroughly, the Transformers model is tested against an ablated version of itself without the attention mechanism (i.e. just temporal-spatial convolutions) using the same base environment comparison described before. Furthermore, models are trained with various versions of the baseline neural network architectures, alongside the additional loss terms. Specifically, 4 baseline architectures are considered: 2 of them adopt the small convolutional network used in prior work [249, 262] either with or without an additional LSTM [99] on top, and the other 2 use ResNet features [97] (again with or without LSTM). Note all architectures were tuned to maximize their own test performance rather than to match some other metric (e.g. number of parameters), since doing so often led to worse results for the baseline (e.g. larger LSTMs overfit more than Transformers). Results are presented in Figure 2.4. The key takeaways are encouraging. First, the Transformers architecture (w/ attention) outperforms a library of other architectures for this task by large margins, even using the same losses. Furthermore, the baselines perform better when trained with the additional losses compared to being trained purely with a behavior cloning loss as done before (contextual-LSTM’s success rate improves 20% → 40%).
Figure 2.4: Our Transformer model is compared against other neural networks (all trained w/ our losses and code) to determine how useful the attention mechanism really is. The Transformer architecture outperforms all others, including a version of itself w/out attention.

Figure 2.5: We compute success rate v.s number of train samples for our method and versions with one loss excluded (all w/ Transformer). Note the model without inverse loss is usually outperformed when compared to its peers trained on the same data.

2.4.4 Loss Function and Method Ablations

Given that our training losses/code boosted baseline architecture performance compared to just behavior cloning, we now seek to test exactly which component was most useful. It’s entirely possible that some of the additional parts offer more utility in the “low-data” regime where over-fitting is more likely, and thus are less useful when more data is present. Thus, we collect two more versions of the base environment dataset with fewer samples (480 and 800 samples pairs), and train three ablations - one model without the inverse loss, one without the point loss, and one without data augmentation - alongside our base model on all three datasets (two new sets + original). That results in a total of 12 models, all of which we evaluate in the same manner as before. Overall success rates for all models are in Figure 2.5. Note that the model without the inverse loss is outperformed by its counterparts in two out of three datasets, whereas the point loss only makes a significant difference in the smallest dataset. Indeed as the number of datapoints increases, so does the importance of the inverse loss: the model without inverse loss is more than 25% worse than its counterparts in the N = 1600 case! While the inverse loss clearly makes a difference, this cannot be observed as “positive transfer” in the behavior cloning train/test loss (see Appendix H.1.2). This suggests inverse loss regularization helps test time performance in ways not captured in the training objective.

Finally, conditioning our policy on context video proved to be more effective than just feeding it the last frame, which indicates the demonstration helps our model determine which task to perform compared to using a “goal image” frame. For more
check Appendix H.1.3.

2.5 Discussion

In this project we explore the one-shot visual imitation learning problem. Our experiments highlight two technical contributions - applying the Transformers architecture to one-shot imitation tasks and a self-supervised inverse modelling objective - which both result in large performance gains over baseline one-shot imitation learning approaches. More specifically, our ablations show that our model trained without the self-supervised inverse loss performs significantly worse when compared to other versions with the inverse loss, and all of our Transformers models (even without inverse loss) outperform a Seq2Seq LSTM trained with traditional “embedding level” attention mechanisms by roughly 2x.

The main takeaway here is that injecting the right biases - both in terms of network design and the loss function - can help policies perform better during test-time. We believe that the Transformer’s attention mechanism provides such a bias by allowing for task conditioned representations, whereas the inverse model forces the policy to preserve information which is needed for robust control during test time. We hope that these findings prove useful to others working on one-shot imitation learning and goal conditioned reinforcement learning in general.
Part II

Learning From Autonomous Multi-Institution Robot Data
Chapter 3

RoboNet: Large-Scale Multi-Robot Learning

3.1 Motivation

The key motivation for using machine learning in robotics is to build systems that can handle the diversity of open-world environments, which demand the ability to generalize to new settings and tasks. Such generalization may either be zero-shot, without any additional data from the target domain, or very fast, using only a modest amount of target domain data. Despite this promise, two of the most commonly raised criticisms of machine learning applied to robotics are the amount of data required per environment due to limited data-sharing, and the resulting algorithm’s poor generalization to even modest environmental changes. A number of works have tried to address this by developing simulations from which large amounts of diverse data can be collected [182, 6], or by attempting to make robot learning algorithms more data efficient [50, 52]. However, developing simulators entails a deeply manual process, which so far has not scaled to the breadth and complexity of open-world environments. The alternative of using less real-world data often also implies using simpler models, which are insufficient for capturing the many details present in complex real-world environments such as object geometry or appearance.

Instead, we propose the opposite – using dramatically larger and more varied datasets collected in the real world. Inspired by the breadth of the ImageNet dataset [54], we introduce RoboNet, a dataset containing roughly 162,000 trajectories with video and action sequences recorded from 7 robots, interacting with hundreds of objects, with varied viewpoints and environments, corresponding to nearly 15 million frames. The dataset is collected autonomously with minimal human intervention, in a self-supervised manner, and is designed to be easily extensible to new robotic hardware, various sensors, and different collection policies.

The common practice of re-collecting data from scratch for every new environment essentially means re-learning basic knowledge about the world — an unnece-
Figure 3.1: A glimpse of the RoboNet dataset, with example trajectories, robots, and viewpoints. We collected data with Sawyer, Franka, WidowX, Kuka, and Baxter robots, and augmented the dataset with publicly-available data from a robot from Google [66], a Fetch [251], and a Sawyer [61]. We use RoboNet to study the viability of large-scale data-driven robot learning, as a means to attain broad generalization across robots and scenes.

ecessary effort. In this chapter, we show that sharing data across robots and environments makes it possible to pre-train models on a large dataset of experience, thus extracting priors that allow for fast learning with new robots and in new scenes. If the models trained on this data can acquire the underlying shared patterns in the world, the resulting system would be capable of manipulating any object in the dataset using any robot in the dataset, and potentially even transfer to new robots and objects.

To learn from autonomously-collected data without explicit reward or label supervision, we require a self-supervised algorithm. To this end, we study two methods for sharing data across robot platforms and environments. First, we study the visual foresight algorithm [67, 61], a deep model-based reinforcement learning method that is able to learn a breadth of vision-based robotic manipulation skills from random interaction. Visual foresight uses an action-conditioned video prediction model trained on the collected data to plan actions that achieve user-specified goals. Second, we study deep inverse models that are trained to predict the action taken to reach one image from another image, and can be used for goal-image reaching tasks [3, 138]. However, when trained in a single environment, robot learning algorithms, including visual foresight and inverse models, do not generalize to large domain variations, such as different robot arms, grippers, viewpoints, and backgrounds, precluding the ability to share data across multiple experimental set-ups and making it difficult to share data across institutions.

Our main contributions therefore consist of the RoboNet dataset, and an experi-
mental evaluation that studies our framework for multi-robot, multi-domain model-based reinforcement learning based on extensions of the visual foresight algorithm and prior inverse model approaches. We show that, when trained on RoboNet, we can acquire models that generalize in zero shot to novel objects, novel viewpoints, and novel table surfaces. We also show that, when these models are finetuned with small amounts of data (around 400 trajectories), they can generalize to unseen grippers and new robot platforms, and perform better than robot-specific and environment-specific training. We believe that this chapter takes an important step towards large-scale data-driven approaches to robotics, where data can be shared across institutions for greater levels of generalization and performance.

3.2 Related Work

Deep neural network models have been used widely in a range of robotics applications [75, 254, 30, 255, 16, 103]. However, most work in this area focuses on learning with a single robot in a single domain, while our focus is on curating a dataset that can enable a single model to generalize to multiple robots and domains.

The multi-task literature [51, 5], lifelong learning literature [216, 217], and meta-learning literature [65, 4] describe ideas that are tightly coupled with this concept. By collecting task-agnostic knowledge in wide variety of domains, a robotic system should be able to rapidly adapt to new, unseen environments using relatively little target domain data.

Large-scale, self-supervised robot learning approaches have adopted a similar viewpoint [165, 133, 83, 67, 255, 3, 163, 61]. Unlike these methods, we specifically consider transfer across multiple robots and environments, as a means to enable researchers to share data across institutions. We demonstrate the utility of our data by building on the visual foresight approach [67, 61], as it further enables generalization across tasks without requiring reward signals. This method is related to a range of recently proposed techniques that use predictive models for vision-based control [26, 218, 234, 125, 153]. Further, we also study how we can extend vision-based inverse models [3, 163, 251, 138] for generalizable robot-agnostic control.

A number of works have studied learning representations and policies that transfer across domains, including transfer from simulation to the real world [182, 219, 108], transfer across different dynamics [38, 252, 164, 6], transfer across robot morphologies with invariant feature spaces [85] and modularity [55], transfer across viewpoints through recurrent control [183], and transfer across objects [68, 107], tasks [59] or environments [39] through meta-learning. In contrast to these works, we consider transfer at a larger scale across not just one factor of variation, but across objects, viewpoints, tasks, robots, and environments, without the need to manually engineer simulated environments.

Outside of robotics, large and diverse datasets have played a pivotal role in machine learning. One of the best known datasets in modern computer vision is the
ImageNet dataset [54], which popularized an idea presented earlier in the tiny image dataset [224]. In particular, similar to our work, the main innovation in these datasets was not in the quality of the labels or images, but in their diversity: while prior datasets for image classification typically provided images from tens or hundreds of classes, the ImageNet Large-Scale Visual Recognition Challenge (ILSVRC) contained one thousand classes. Our work is inspired by this idea: while prior robotic manipulation methods and datasets [66, 247, 29, 83, 145, 61, 199] generally consider a single robot at a time, our dataset includes 7 different robots and data from 4 different institutions, with dozens of backgrounds and hundreds of viewpoints.

This makes it feasible to study broad generalization in robotics in a meaningful way.

### 3.3 Data-Driven Robotic Manipulation

In this work we take a data-driven approach to robotic manipulation. We do not assume knowledge of the robot’s kinematics, the geometry of objects or their physical properties, or any other specific property of the environment. Instead, basic common sense knowledge, including rigid-body physics and the robot’s kinematics, must be implicitly learned purely from data.

**Problem statement: learning image-based manipulation skills.** We use data-driven robotic learning for the task of object relocation – moving objects to a specified location either via pushing or grasping and placing. However, in principle, our approach is applicable to other domains as well. Being able to perform tasks based on camera images alone provides a high degree of generality. We learn these skills using a dataset of trajectories of images \( I_{0:T} \) paired with actions \( a_{0:T} \), here \( T \) denotes the length of the trajectory. The actions are sampled randomly and need to provide sufficient exploration of the state space, which has been explored in prior work [61, 241]. This learning and data collection process is self-supervised, requiring the human operator only to program the initial action distribution for data collection and to provide new objects at periodic intervals. Data collection is otherwise unattended.

**Preliminaries: robotic manipulation via prediction.** We build on visual foresight [67, 61], a method based on an action-conditioned video prediction model that is trained to predict future images, up to a horizon \( h \), from on past images: \( \hat{I}_{t+1:t+h} = f(I_t, a_{t:t+h-1}) \), using unlabeled trajectory data such as the data presented in the next section. The video prediction architecture used in visual foresight is a deterministic variant of the SAVP video prediction model [128] based heavily on prior work [66]. This model both predicts future images and the motion of pixels, which makes it straightforward to set goals for relocating objects in the scene simply by designating points \( d_{0,i} \) (e.g., pixels on objects of interest), and for each one specifying a goal position \( d_{g,i} \) to which those points should be moved. We refer to \( d_{0,i} \) as designated pixels. These goals can be set by a user, or a higher-level planning
algorithm. The robot can select actions by optimizing over the action sequence to find one that results in the desired pixel motion, then executing the first action in this sequence, observing a new image, and replanning. This effectively implements image-based model-predictive control (MPC). With an appropriate choice of action representation, this procedure can automatically choose how to best relocate objects, whether by pushing, grasping, or even using other objects to push the object of interest. Full details can be found in Appendix H.2.1 and in prior work [61].

Preliminaries: robotic manipulation via inverse models. To evaluate RoboNet’s usefulness for robot learning beyond use with the visual foresight algorithm, we evaluate a simplified version of the inverse model in [138]. Given context data, \{\ldots, (I_{t-2}, a_{t-2}), (I_{t-1}, a_{t-1})\}, the current image observation \(I_t\), and a goal image \(I_{t+T}\), the inverse model is trained to predict actions \(a_t, \ldots, a_{t+T-1}\) (where \(T\) is a given horizon) that are needed to take the robot from the start to the goal image. Our experiments train a one-step inverse model where \(T = 1\), which can be trained with supervised regression. At test time, the model takes as input 2 context frame/action pairs, the current image, and a goal image and then will predict an action which ought to bring the robot to the goal. This process is can be repeated at the next time-step, thus allowing us to run closed loop visual control for multiple steps.

3.4 The RoboNet Dataset

To enable robots to learn from a wide range of diverse environments and generalize to new settings, we propose RoboNet, an open dataset for sharing robot experience. An initial set of data has been collected across 7 different robots from 4 different institutions, each introducing a wide range of conditions, such as different viewpoints, objects, tables, and lighting. By having only loose specifications\(^1\) on how the scene can be arranged and which objects can be used, we naturally obtain a large amount of diversity, an important feature of this dataset. By framing the data collection as a cross-institutional effort, we aim to make the diversity of the dataset grow over time. Any research lab is invited to contribute to it.

3.4.1 Data Collection Process

All trajectories in RoboNet share a similar action space, which consists of deltas in position and rotation to the robot end-effector, with one additional dimension of the action vector reserved for the gripper joint. The frame of reference is the root link of the robot, which need not coincide with the camera pose. This avoids the need to calibrate the camera, but requires any model to infer the relative positioning between the camera and the robots’ reference frames from a history of context frames. As we show in Section 3.5, current models can do this effectively. The action space can

\(^1\)Specifications can be found here: http://www.robonet.wiki
also be a subset of the listed dimensions. We chose an action parametrization in
end-effector space rather than joint-space, as it extends naturally to robot arms with
different degrees of freedom. Having a unified action space throughout the dataset
makes it easier to train a single model on the entire dataset. However, even with a
consistent action space, variation in objects, viewpoints, and robot platforms has a
substantial effect on how the action influences the next image.

In our initial version of RoboNet, trajectories are collected by applying actions
drawn at random from simple hand-engineered distributions. We most commonly
use a diagonal Gaussian combined the automatic grasping primitive developed in
[60]. More details on the data collection process are provided in Appendix H.2.3.

3.4.2 The Diverse Composition of RoboNet

The environments in the RoboNet dataset vary both in robot hardware, i.e. robot
arms and grippers, as well as environment, i.e arena, camera-configuration and
lab setting, which manifests as different backgrounds and lighting conditions (see
Figure 3.1 and 3.2). In theory, one could add any type (depth, tactile, audio, etc.)
of sensor data to RoboNet, but we stick to consumer RGB video cameras for the
purposes of this project. There is no constraint on the type of camera used, and
in practice different labs used cameras with different exposure settings. Thus, the
color temperature and brightness of the scene varies through the dataset. Object
sets also vary substantially between different lab settings. To increase the number
of tables, we use inserts with different textures and colors. To increase the number
of gripper configurations, we 3D printed different finger attachments. We collected
104.4k trajectories for RoboNet on a Sawyer arm, Baxter robot, low-cost WidowX
arm, Kuka LBR iiwa arm, and Franka Panda arm. We additionally augment the
dataset with publicly available data from prior works, including 5k trajectories from
a Fetch robot [251] and 56k trajectories from a robot at Google [66]. The full dataset
composition is summarized in Table 3.1.

3.4.3 Using and Contributing to RoboNet

The RoboNet dataset allows users to easily filter for certain attributes. For example,
it requires little effort to setup an experiment for training on all robots with a certain
type of gripper, or all data from a Sawyer robot. An overview of the current set of
attributes is shown in Table 3.1, and image examples are provided in Figure 3.2. We
provide code infrastructure and common usage examples on the project website.

2Scripts for controlling common types of robots, for collecting data, and for storing
data in a standard format are available on the project website. On the same webpage
we are also providing a platform that allows anyone to upload trajectories. After
data has been uploaded we will perform manual quality tests to ensure that the

\[\text{http://www.robonet.wiki/}\]
trajectories comply with the standards used in RoboNet: the robot setup should occupy enough space in the image, the action space should be correct, and the images should be of the right size. After passing the quality test, trajectories are added to the dataset. An automated quality checking procedure is planned for future work.

<table>
<thead>
<tr>
<th>Robot type</th>
<th>Sawyer (68k), Baxter (18k), WidowX (5k), Franka (7.9k), Kuka (1.8k), Fetch (5k) [251], GoogleRobot (56k) [56]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gripper type</td>
<td>Weiss Robotics WSG-50, Robotiq, WidowX, Baxter, Franka, Kuka</td>
</tr>
<tr>
<td>Arena types</td>
<td>7</td>
</tr>
<tr>
<td>Arena inserts</td>
<td>10</td>
</tr>
<tr>
<td>Gripper configurations</td>
<td>10</td>
</tr>
<tr>
<td>Camera configuration</td>
<td>113</td>
</tr>
<tr>
<td>Lab environments</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 3.1: Quantitative overview of the various attributes in the RoboNet dataset, including the 7 different robot arms and 7 different grippers.

3.5 Robot-Agnostic Visual Control: Model Training and Experiments

A core goal of this chapter is to study the viability of large-scale data-driven robot learning as a means to acquire broad generalization, across scenes, objects, and even robotic platforms. To this end, we design a series of experiments to study the following questions: (1) can we leverage RoboNet to enable zero-shot generalization or few-shot adaptation to novel viewpoints and novel robotic platforms? (2) how does the breadth and quantity of data affect generalization? (3) do predictive models trained on RoboNet memorize individual contexts or learn generalizable concepts that are shared across contexts? Finally, we evaluate a simple inverse model to test if RoboNet can be used with learning algorithms other than visual foresight.

3.5.1 Visual Foresight: Experimental Methodology

For our visual foresight robot experiments, we evaluate models in terms of performance on the object relocation tasks described in Section 3.3. A task is defined as moving an object not in the training set to a particular location in the image. After running the learned policy or planner, we measure the distance between the achieved object position and the goal position. We judge a task to be successful if the operator judges the object is mostly covering the goal location at the end of the rollout. Models within an experiment are compared on the same set of object
relocation tasks. We use this evaluation protocol through the rest of the experiments. Please refer to Appendix H.2.5 for some images of the testing environments. Note that results should not be compared across different experiments, since task difficulty varies across robots and human operators.

3.5.2 Visual Foresight: Zero-Shot Generalization to New Viewpoints and Backgrounds

In this section, we study how well models trained on RoboNet can generalize, without any additional data, to novel viewpoints and held-out backgrounds with a previously seen robot. Generalizing to a new viewpoint requires the model to implicitly estimate the relative positioning and orientation between the camera and the robot, since the actions are provided in the robot’s frame of reference. We attempt five different object relocation tasks from two views in order to compare a model that has been trained on 90 different viewpoints against a model that was only trained on single viewpoint. The arrangement of the cameras is shown in Appendix H.2.5.

In Table 3.2, we show object relocation accuracy results for both of these models when testing on both the seen viewpoint (left) and a novel viewpoint (right). The results show that the model trained on varied viewpoints achieves lower final distance to the goal on the benchmark tasks for both views, thus illustrating the value of training on diverse datasets.

We tested the same multi-view model on a similar set of tasks in an environment substantially different from the training environment. In Figure 3.3 we show a successful execution of a pushing task in this new environment. The multi-view model achieves an average final distance of 14.4 ± 2 cm (std. error) in the new setting. This performance is comparable to that achieved by the multi-view model in a novel viewpoint, which suggests the model is also able to effectively generalize to novel surroundings.

![Figure 3.3: Zero-shot generalization to new backgrounds with a model trained across multiple views.](image)

<table>
<thead>
<tr>
<th></th>
<th>Avg. dist. (cm)</th>
<th>Avg. dist. (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>seen view</td>
<td>held-out view</td>
</tr>
<tr>
<td>single view</td>
<td>14.8 ± 3.8</td>
<td>23.2 ± 2.6</td>
</tr>
<tr>
<td>multi-view</td>
<td>9 ± 2.2</td>
<td>16.2 ± 2.9</td>
</tr>
</tbody>
</table>

Table 3.2: Evaluation of viewpoint generalization, showing the average distance to the goal after executing the action sequence and standard error. A new backgrounds with a model trained model trained on multiple views can better generalize to a new viewpoint.
3.5.3 Visual Foresight: Few-Shot Adaptation to New Robots

When evaluating on domains that differ more substantially from any domain present in the dataset, such as settings that contain an entirely new robotic arm, zero-shot generalization is not possible. In this section, we evaluate how well visual foresight can adapt to entirely new robots that were not shown to the model during training. This is one of the most challenging forms of generalization, since robots have not only different appearances, but also different dynamics when interacting with objects, different kinematics, and different work-space boundaries.

To test our hypothesis, we collect a small number (300-400) of random trajectories from the target robot environment. Models are then pre-trained on the entirety of RoboNet, but holding out the data from the target robot. These models are then fine-tuned using the aforementioned collected trajectories. We compare to a separate model that is trained from scratch on those trajectories. Additionally, for the Franka experiments another model is trained on all the Franka data in RoboNet, and for the Baxter experiment one model is pre-trained on just Sawyer data in RoboNet and fine-tuned to Baxter. The R3 and Fetch were also not included in the pre-training data due to computational constraints.

![Figure 3.4: Example task of grasping and moving a thin plastic cup with the Franka robot, using visual foresight pre-trained on RoboNet w/o Franka and fine-tuned on 400 trajectories from the Franka robot.](image)

### Table 3.3: Results for adaptation to an unseen Kuka robot

<table>
<thead>
<tr>
<th>Kuka Experiments</th>
<th>Success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Train on N=400</td>
<td>10%</td>
</tr>
<tr>
<td>Random Train on N=1800</td>
<td>30%</td>
</tr>
<tr>
<td>RoboNet w/o Kuka Finetune on N=400</td>
<td>40%</td>
</tr>
</tbody>
</table>

### Table 3.4: Results for adaptation to an unseen Franka robot

<table>
<thead>
<tr>
<th>Franka Experiments</th>
<th>Success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Train on N=400</td>
<td>20%</td>
</tr>
<tr>
<td>Random Train on N=8000</td>
<td>35%</td>
</tr>
<tr>
<td>RoboNet w/o Franka Finetune on N=400</td>
<td>40%</td>
</tr>
</tbody>
</table>

### Table 3.5: Evaluation results for adaptation to an unseen Baxter robot

<table>
<thead>
<tr>
<th>Baxter Experiments</th>
<th>Success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Train on N=300</td>
<td>33%</td>
</tr>
<tr>
<td>Sawyer Finetune on N=300</td>
<td>83%</td>
</tr>
<tr>
<td>RoboNet w/o Baxter Finetune on N=300</td>
<td>58%</td>
</tr>
</tbody>
</table>

Table 3.3: Results for adaptation to an unseen Kuka robot. The model pre-trained on RoboNet without the Kuka, RoboNet without the Franka, trained on RoboNet’s Sawyer R3, and Fetch data, achieves R3, and Fetch data, achieves the best performance when the best performance when fine-tuned with 400 trajectories from the test robot.

Table 3.4: Results for adaptation to an unseen Franka robot. The model pre-trained on RoboNet without the Franka, trained on RoboNet’s Sawyer R3, and Fetch data, achieves the best performance when fine-tuned with 400 trajectories from the test robot.

Table 3.5: Evaluation results for adaptation to an unseen Baxter robot. The model pre-trained on RoboNet without the Baxter, trained on RoboNet’s Sawyer R3, and Fetch data, achieves the best performance when fine-tuned with 300 trajectories from the test robot.
The quantitative results are summarized in Table 3.3, Table 3.4, and Table 3.5. The results show that RoboNet pre-training provides substantial improvements over training from scratch, on all three test robots. In the Kuka and Franka experiments, a model fine-tuned on just 400 samples is able to outperform its counterpart trained on all of RoboNet’s data from the respective robot. These results suggest that RoboNet pre-training can offer large advantages over training tabula rasa, by substantially reducing the number of samples needed in a new environment. Figure 3.4 shows a successful rollout of visual foresight on a challenging task of positioning a plastic cup to a desired location.

In the Baxter experiment, we also find that pre-training on specific subsets of RoboNet (in this case the Sawyer, which is visually more similar to the Baxter than other robots) can perform significantly better than training on the entire dataset. Hence, this experiment (as well as the Robotiq gripper generalization experiment in Appendix H.2.6) demonstrates that increased diversity during pre-training can sometimes hurt performance when compared to pre-training on a subset of RoboNet. We hypothesize that more specific pre-training works better, because our models under-fit when trained on all of RoboNet, which we study in more detail in the next section.

### 3.5.4 Visual Foresight: Model Capacity Experiments

When training video prediction models on RoboNet, we observe clear signs of under-fitting. Training error and validation error are generally similar, and both plateau before reaching very high performance on the training sequences. During test time, inaccurate predictions are often the cause of poor performance on the robot. Thus, we perform an additional experiment to further validate the underfitting hypothesis. We train two large models, using a simplified deterministic version of the network architecture presented in [226], on RoboNet’s Sawyer data: one model has 200M parameters and the other has 500M parameters. The 200M parameter model has $0.104 \pm 0.057$ average $\ell_1$ per-pixel error on a held out test set, whereas the 500M model has $0.0847 \pm 0.045$ $\ell_1$ per-pixel error. These results suggest that current visual foresight models – even ones much larger than the 5M - 75M parameter models used in our control experiments – suffer from underfitting, and future research on higher capacity models will likely improve performance.

### 3.5.5 Inverse Model: Multi-Robot and Multi-Viewpoint Reaching

To evaluate RoboNet’s applicability to different control algorithms, we train a simple version of the inverse model from [138] (refer to Section 3.3 for details) on a subset of RoboNet containing only Sawyer and Franka data. The same model is evaluated on both robots: the Sawyer experiments also contain a held-out view. We evaluate model performance on simple reaching tasks. Tasks are constructed by supplying a goal image, by taking an image of the gripper in a different reachable state.
After task specification, the model runs continuously, re-planning each step until a maximum number of steps is reached. Success is determined by a human judge. This model is able to perform visual reaching tasks on both robots, including from a novel viewpoint not seen during training. However, because of its comparatively greedy action selection procedure, we observe that it tends to perform poorly on more complex tasks that require object manipulation.

### 3.6 Discussion

We presented RoboNet, a large-scale and extensible database of robotic interaction experience that combines data from 7 different robots, multiple environments and backgrounds, over a hundred camera viewpoints, and four separate geographic locations. We demonstrated two example use-cases of the dataset by (1) applying the visual foresight algorithm [61] and (2) learning vision-based inverse models. We evaluated generalization across many different experimental conditions, including varying viewpoints, grippers, and robots. Our experiments suggested that fine-tuning models pretrained on RoboNet offers a powerful way to quickly allow robot learning algorithms to acquire vision-based skills on unseen robot hardware.

Our experiments further found that video prediction models with ≤ 75M parameters tend to heavily underfit on RoboNet. While much better, we even observe underfitting on 500M-parameter models. As a result, prediction models struggle to take advantage of the breadth and diversity of data from multiple robots, domains, and scenes, and instead seem to perform best when using a subset of RoboNet that looks most similar to the test domain. This suggests two divergent avenues for future work. On one hand, we can develop algorithms that automatically select subsets of the dataset based on various attributes in a way that maximizes performance on the test domain. In the short term, this could provide considerable improvements with our current models. However, an alternative view is to instead research how to build more flexible models and policies, that are capable of learning from and larger and more diverse datasets across many robots and environments. We hope that the RoboNet dataset can serve as a catalyst for such research, enabling robotics researchers to study such problems in large-scale learning. Next, we discuss limitations of the dataset and evaluation, and additional directions for future work.

**Limitations.** While our results demonstrated a large degree of generalization, a number of important limitations remain, which we aim to study in future work. First and foremost, the tasks we consider are relatively simple manipulation tasks.

<table>
<thead>
<tr>
<th>Inverse Model</th>
<th>Success</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sawyer Reaching</td>
<td>4/5</td>
</tr>
<tr>
<td>Front View</td>
<td></td>
</tr>
<tr>
<td>Sawyer Reaching</td>
<td>5/5</td>
</tr>
<tr>
<td>Unseen View</td>
<td></td>
</tr>
<tr>
<td>Franka Reaching</td>
<td>4/5</td>
</tr>
<tr>
<td>Front View</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.6: Inverse model results on 5 reaching tasks. The model is successful across multiple robot platforms and generalizes to a new viewpoint.
such as pushing and pick-and-place, with relatively low fidelity. This is an important limitation that hinders the ability of these models to be immediately of practical use. However, there are a number of promising recent works that have demonstrated how predictive models of observations can be used for solving tasks of greater complexity such as tool use [241] and rope manipulation [125], and tasks at greater fidelity such as block mating [153] and die rolling [218]. Further, one bottleneck that likely prevents better performance is the quality of the video predictions. We expect larger, state-of-the-art models [236, 226] to produce significantly better predictions, which would hopefully translate to better control performance.

Another limitation of our current approach and dataset is the source of data being from a pre-determined random policy. This makes data collection scalable, but at the cost of limiting more complex and nuanced interactions. In future work, we plan to collect and solicit data from more sophisticated policies. This includes demonstration data, data from modern exploration methods that scale to pixel observations [18, 24, 162], and task-driven data from running reinforcement learning on particular tasks. As shown in prior work [241], improving the forms of interactions in the dataset can significantly improve performance.

In selecting how and where to collect additional data, our experiments suggest that adaptation to new domains is possible with only modest amounts of data, on the order of a few hundred trajectories. This suggests that prioritizing variety, i.e. small amounts of data from many different domains, is more important than quantity in future collection efforts.

Future Directions. This chapter takes the first step towards creating learned robotic agents that can operate in a wide range of environments and across different hardware. While in this chapter, we explored two particular classes of approaches, we hope that RoboNet will inspire the broader robotics and reinforcement learning communities to investigate how to scale model-based or model-free RL algorithms to meet the complexity of the real world, and to contribute the data generated from their experiments back into a shared community pool. In the long term, we believe this process will iteratively strengthen the dataset, and thus allow the algorithms derived from it to achieve greater levels of generalization across tasks, environments, robots, and experimental set-ups.
Part III

Learning from Internet Scale Data
Chapter 4

Manipulate by Seeing: Creating Manipulation Controllers from Pre-Trained Representations

4.1 Motivation

The lack of suitable, large-scale data-sets is a major bottleneck in robot learning. Due to the physical nature of data collection, robotics data-sets are: (a) hard to scale; (b) collected in sterile, non-realistic environments (e.g. robotics lab); (c) too homogeneous (e.g. toy objects with fixed backgrounds/lighting). In contrast, vision data-sets contain diverse tasks, objects, and settings (e.g. Ego4D [81]). Therefore, recent approaches have explored transferring priors from large scale vision data-sets to robotics settings. What is the right way to accomplish this?

Prior work uses vision data-sets to pre-train representations [160, 154, 239] that encode image observations as state vectors (i.e. $s = R(i)$). This visual representation is then simply used as an input for a controller learned from robot data – e.g. a policy $\pi(a|s)$, trained with expert data via Behavior Cloning [179], or a Value function $V(s)$, trained using exploratory roll-outs via Reinforcement Learning [213]. Is this approach the most efficient way to use pre-trained representations? We argue that pre-trained networks can do more than just represent states, since their latent space already encodes semantic, task-level information – e.g. by placing semantically similar states more closely together. Leveraging this structure to infer actions, could enable us to use significantly less robotic data during train time.

This chapter achieves this by fine-tuning a pre-trained representation into: (a) a one-step dynamics module, $F(s, a)$, that predicts how the robot’s next state given the current state/action; and (b) a “functional distance module”, $d(s, g)$, that calculates how close the robot is to achieving its goal $g$ in the state $s$. The distance function is learned with limited human demonstration data, using a contrastive learning objective (see Fig. 4.1). Both $d$ and $F$ are used in conjunction to greedily
Figure 4.1: This chapter proposes to solve a range of manipulation tasks (e.g., pushing) by learning a functional distance metric within the embedding space of a pre-trained network. This distance function—in combination with a learned dynamics model—can be used to greedily plan for robot actions that reach a goal state. Our experiments reveal that the proposed method can outperform SOTA robot learning methods across four diverse manipulation tasks.

plan robot actions (see Fig. 4.1 for intuition). Our experiments demonstrate that this approach works better than policy learning (via Behavior Cloning), because the pre-trained representation itself does the heavy lifting (thanks to its structure) and we entirely dodge the challenge of multi-modal, sequential action prediction. Furthermore, our learned distance function is both stable and easy to train, which allows it to easily scale and generalize to new scenarios.

To summarize, we show a simple approach for exploiting the information hidden in pre-trained visual representations. Our contributions include:

- Developing a simple algorithm for acquiring a distance function and dynamics model by fine-tuning a pre-trained visual representation on minimal (human-collected) data.

- Creating an effective manipulation controller that substantially outperforms State-of-the-Art (SOTA) prior methods from the robot learning community (e.g., Behavior Cloning [179], Offline-RL [119], etc.).

- Demonstrating that our approach can handle four realistic manipulation tasks,
generalize to new objects and settings, and solve challenging scenarios w/ multi-modal action distributions.

4.2 Related Work

**Behavior Cloning**  This chapter adopts the Learning from Demonstration (LfD) problem setting [8, 21, 187], where a robot must acquire manipulation behaviors given expert demonstration trajectories. A standard approach in this space is to learn a policy ($\pi$) via Behavior Cloning [179] (BC), which directly optimizes $\pi$ to match the expert’s action distribution. While conceptually simple, realistic action distributions are difficult to model, since they are inherently multi-modal and even small errors compound over time. Thus, policy learning requires extensive intensive network engineering (e.g. transformer architectures [45, 34], multi-modal prediction heads [195, 138], etc.) and/or human-in-the-loop data collection algorithms [179, 109] to work in practice. Instead of learning a policy, we learn a functional distance metric that captures the how “close” a state is to reaching a target goal. This lets us build a manipulation controller using a simple greedy planner during test time, without any explicit action prediction!

**Offline RL**  Broadly speaking, the field of Reinforcement Learning [213] (RL) seeks to learn a value/advantage/Q function by assuming access to a reward signal, which “evaluates” a state (e.g. +1 reward for reaching goal). RL algorithms usually require environment interaction to learn, though the field of Offline-RL [132] seeks to extend these systems to learn from offline trajectories. While these approaches have created some impressive robotics demos ranging from locomotion [129, 122] to dexterous manipulation [6, 90, 47], RL methods are data hungry [174, 6], difficult to implement, require extreme “reward engineering” (e.g. Meta-World [248] reward functions are 50 lines!), hampered by unstable learning dynamics [123], and poorly generalize in realistic robotic manipulation settings [48]. In contrast, our method learns a proxy for value functions (i.e. distances) purely from offline data, using representation learning algorithms (from the vision field) that are much more stable.

**Learning Visual Rewards**  Finally, our distance learning approach is analogous to learning visual rewards. Prior work learned success classifiers [194, 242, 223] and/or video similarity metrics [192, 9, 189, 12, 31] from expert video demonstrations. Once learned, these modules were used to parameterize reward functions that could be used to train policies [1], and/or as cost functions for planners [7]. However, these papers mostly consider simple settings (e.g. simulation) or require the test setting to exactly match train time. This is because the learned reward functions are often noisy and/or poorly generalize to new scenes. In contrast, our learned distance metric is stable and can easily adapt to new scenarios, thanks to the pre-trained
network’s latent structure. This allows us to solve diverse tasks during test time on a real robot, using a simple (and fast) shooting method planner.

4.3 Methods

Preliminaries This chapter considers learning goal-conditioned manipulation behaviors from image observations. The robot agent is provided a goal observation \( (I_g) \) – e.g. target object in robot gripper – and an observation \( (I_t) \) for the current time-step \( t \). The robot must process these observations and decide an action to take \( (a_t) \). Note that all observations \( (I) \) are wrist-mounted RGB camera images with no depth or proprioceptive data. Additionally, the actions \( (a) \) are specified as arbitrary \( SE(3) \) transforms for the robot’s end-effector. Our goal is to learn a robotic manipulation controller, using a set of training trajectories \( D = \{\tau_1, \ldots, \tau_N\} \), where \( \tau_i = \{I_g, I_1, a_1, \ldots, a_{T-1}, I_T\} \). The test and train settings are visualized in Fig. 4.4.

Our Approach Our method leverages a pre-trained representation network, \( R \), to encode observations, \( i_t = R(I_t) \), and enable control via distance learning. Specifically, we use contrastive representation learning methods [157, 148] to learn a distance metric, \( d(i_j, i_k) \), within the pre-trained embedding space. The key idea is to use this distance metric to select which of the possible future state is closest to the goal state. But how do we predict possible future states? We explicitly learn a dynamics function, \( F(i_t, a_t) \) that predicts future state for a possible action \( a_t \). During
Figure 4.3: Our method is tested on 4 different manipulation tasks (pictured above). These tasks test different skill axis, ranging from task-level reasoning (e.g. detect target, move to object before goal, etc.) to fine-grained motor control (e.g. grab top of knob to turn).

test time, we predict multiple future states using different possible action and select the one which is closes to goal state. The following sections describe the learned dynamics module (see Sec. 4.3.1), distance learning method (see Sec. 4.3.2), and test-time controller for robot deployment (see Sec. 4.3.4) in detail. Fig. 4.2 provides a visual depiction of our training algorithm. Pseudo-code and hyper-parameters are presented in Supplement H.3.1.

4.3.1 Dynamics Prediction

An ideal dynamics function would perfectly capture how a robot’s actions effects its environment. In our setting, this translates to predicting the next observation embedding, given the current embedding and commanded action: $F(i_t, a_t) = i_{t+1}$. Thus, $F$ can be learned via regression by minimizing reconstruction loss in embedding space:

$$L_F = ||F(i_t, a_t) - i_{t+1}||_2$$ (see Fig. 4.2, left). This module has two primary uses: (1) during training it acts as a physically grounded regularizer that relays action information into the embedding space, and (2) during test time it enables the robot to plan actions in embedding space. As you will see, both properties are leveraged extensively in the rest of our method.

4.3.2 Learning Task-Centric Distances

Our distance module $d(i_j, i_k)$ seeks to learn functional distances that encode task-centric reasoning (e.g. must reach for object before pushing it) alongside important physical priors (e.g. object is to the left so move left). How can we learn such a distance space? Since we have access to expert trajectories $\tau$, we know that the next state sequentially visited by the expert ($i_{t+1}$) is closer to the goal state ($i_g$) than arbitrary states ($\hat{i}$) reachable from $i_t$ – i.e. $d(i_{t+1}, i_g) << d(\hat{i}, i_g)$.

Our insight is that a distance metric with these properties can be learned via contrastive learning. Specifically, we define $d(i_j, i_k) = -\cos(i_j, i_k)$, where $\cos$ is cosine similarity, and sample a observation-state-goal tuples ($i_t, a_t, i_g$), alongside random noise action candidates $\hat{a}^1, \ldots, \hat{a}^n$ sampled from $\mathcal{D}$. We apply NCE loss
and get:
\[
\mathcal{L}_d = \frac{\exp(-d(F(i_t, a_t), i_g))}{\exp(-d(F(i_t, a_t), i_g)) + \sum_j \exp(-d(F(i_t, \hat{a}^j), i_g))}
\]

This loss creates a warped embedding space where \(i_{t+1}\) (hallucinated by \(F(i_t, a_t)\)) is pushed closer towards the goal state \(i_g\), than other arbitrary states reachable from \(i_t\) (again hallucinated by \(F\)). This process is shown visually in Fig. 4.2 (right), and precisely satisfies our criteria for good distance functions.

### 4.3.3 Training Details

Both modules are trained jointly resulting in a final loss: \(\mathcal{L} = \lambda_d \mathcal{L}_d + \lambda_F \mathcal{L}_F\). Note that \(F\) is implemented as small neural networks with 2 hidden layer, while \(d\) does not require any extra learned networks since its implemented via contrastive loss in the metric space. The shared representation network, \(R\), we use is ResNet-18 initialized by R3M weights. The ADAM [117] stochastic gradient descent optimizer and back-propagation are used to train the network end-to-end. Please refer to Supplement H.3.1. for additional details.

### 4.3.4 Test Time Robot Deployment

During test time our learned modules must be able to solve real manipulation tasks when deployed on robot hardware. Thus, we develop a simple inference policy that solves for robot actions using our learned distance and dynamics function. First, a cost function \(C_g(i) = d(i, i_g)\) is parameterized given a goal observation \(I_g\) and the learned distance function. \(C_g\) encodes how far an arbitrary image observation is from the goal image. The optimal action, \(a_t^*\), will take the robot closest to the goal, hence:
\[
a_t^* = \text{argmin}_a C_g(F(i_t, a))
\]
Note that we use the dynamics function \(F\) to predict the next state, since we do not know the real \(i_{t+1}\) during test time. The cost minimization is performed using the shooting method: random candidate actions, \(a_1, \ldots, a_N\), are sampled from \(D\), passed through the dynamics function, and the action with minimum cost \(C_g(F(i_t, a_i))\) is executed on the robot. This process is illustrated in Fig. 4.1. Policy execution ends once the distance between the current state and the goal falls below a threshold value: \(C_g(i_t) < \lambda\). While a more complicated planner could’ve been used, this solution was adopted due to its speed, simplicity, lack of hyper-parameters, and good empirical performance.

The final detail to discuss is gripper control for prehensile tasks (e.g. pick and place). Since the gripper status is binary (open/close) and highly correlated with the current state (i.e. close when object in hand), it makes more sense to handle it implicitly rather than as part of the action command \(a_t\). Thus, we trained a gripper action classifier \(G(i_t) \in [0, 1]\) that predicts the probability of closing the gripper given the current image embedding. This is also implemented by adding a single layer to ResNet-18 initialized by R3M weights and can be trained using a small amount (< 100) of human labelled images from the train dataset \(D\). As a
result, our system can seamlessly handle gripper control in prehensile tasks, without requiring gripper labels for every frame in $\mathcal{D}$.

4.4 Experimental Setup

Our method is tested on four different manipulation tasks (see Fig. 4.3) that require a mix of high-level reasoning (e.g. go to object before target), low level precision (must carefully grab knob to turn it), and time-time generalization (e.g. push novel object). We collect behavior data for each task from human demonstrators as described below. The trained policies are deployed on a real Franka Pandas robot (see Fig. 4.4, right). Additional details on the hardware setup and control stack are presented in Supplement H.3.2.

4.4.1 Tasks

We now introduce the tasks used in our experiments (pictured in Fig. 4.3), and provide more details on their train and test conditions:

**Pushing** For this task (see Fig. 4.3a) the robot must approach a novel object placed on the table and push it to the goal location (marked by target printout). **Training:**
Our method was trained on a dataset of 100 demonstrations with diverse objects and randomized targets. **Testing:** During test time, the method was evaluated using 20 trails that involved unseen objects and new target printouts placed in randomly sampled positions. A trail is deemed successful if the robot pushes the object onto the target. This is the only task that did not require gripper control.

**Pick and Place** This task (see Fig. 4.3b) is analogous to the pushing task (described above), except the robot must now pick the object up from its initial location and place it in a target bowl. This task requires more precision than pushing, since
grasping an object is harder than localizing it. **Training:** We collect a dataset of 400 demonstrations for training, using randomized train objects and target bowls. **Testing:** The method is evaluated using 20 trials that used novel objects and unseen target bowls (i.e. analogous to pushing). A trail is successful if the robot places an object into the target.

**Door Opening** The opening task (see Fig. 4.3c) requires the robot to approach a handle, grasp it, and then pull the door open. While conceptually simple, this task requires a great deal of precision, since the commanded actions must (almost) exactly match the direction of the door hinge. **Training:** We created a toy kitchen setting for this task, and collected 100 demonstrations of opening the door when starting from various initial positions. **Testing:** We evaluated on 20 real world test trials, where the robot’s initial position and the door’s initial state (e.g. position and hinge angle) were randomized. A trial was deemed successful if the door is opened fully.

**Knob Turning** In this final task (see Fig. 4.3d) the robot must approach a knob in the toy kitchen, and then turn it clock-wise. Similar to the opening task, knob turning requires very precise motor control, since the robot must grab the knob at exactly the right location and carefully rotate in order to turn. **Training:** We collect a dataset of 100 knob turning demonstrations. **Testing:** The method is evaluated on 20 trials, with randomized robot/knob initial positions. Success is determined by if the knob is turned far enough to cause an audible “click.”

### 4.4.2 Robot-Free Data Collection

A major strength of our setup is that training data (\(D\)) can come from a different agent than the test time robot. We leverage this property to collect videos directly from humans operating a low-cost grabber stick (see Fig. 4.4, left), and use structure from motion [190] to recover actions. This allows us to collect demonstrations without an expensive tele-op setup [258, 124] or time-intensive kinesthetic demonstrations (i.e. manually moving the robot by hand). While based on prior work, our stick setup makes two important contributions: it is easier build and use than the highly instrumented setup in Song et. al. [209], and it provides higher quality images and action labels than the GoPro used in Young et. al. [246]. Please refer to Supplement H.3.1 for more information on our training and testing setups. We will release our dataset publicly.

### 4.5 Experiments

The following experiments seek to validate our distance learning framework on real control tasks (described above), and give some fundamental insights as to why they
Table 4.1: We compare success rates for our method versus the baselines on all four manipulation tasks. Our distance learning method outperforms a suite of representative robot learning baselines.

<table>
<thead>
<tr>
<th>Task</th>
<th>Ours</th>
<th>BC [179, 246]</th>
<th>IBC [69]</th>
<th>IQL [119]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pushing</td>
<td>85%</td>
<td>70%</td>
<td>70%</td>
<td>65%</td>
</tr>
<tr>
<td>Pick and Place</td>
<td>60%</td>
<td>30%</td>
<td>30%</td>
<td>45%</td>
</tr>
<tr>
<td>Door Opening</td>
<td>55%</td>
<td>40%</td>
<td>45%</td>
<td>50%</td>
</tr>
<tr>
<td>Knob Turning</td>
<td>40%</td>
<td>20%</td>
<td>20%</td>
<td>35%</td>
</tr>
</tbody>
</table>

Table 4.2: We compare our distance learning method versus the behavior cloning baselines (BC [179, 246] and IBC [69]) when trained on varying amounts of data. Distance learning is able to learn faster than the baselines and scale better with data.

<table>
<thead>
<tr>
<th># Demos</th>
<th>Pushing</th>
<th>Pick and Place</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ours</td>
<td>BC</td>
</tr>
<tr>
<td>50</td>
<td>70%</td>
<td>50%</td>
</tr>
<tr>
<td>100</td>
<td>85%</td>
<td>70%</td>
</tr>
<tr>
<td>200</td>
<td>90%</td>
<td>80%</td>
</tr>
<tr>
<td>400</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>600</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

work. First, our baseline study (see Sec. 4.5.1) compares our method against representative SOTA techniques in the field. In addition, in Sec. 4.5.2 we analyze a specific scenario with highly multi-modal actions, where our model especially shines. Finally, the ablation study (see Sec. 4.5.3) investigates which components of our system are actually needed for good performance.

4.5.1 Baseline Study

We first note that this chapter uses only demonstration data and no online data. Therefore, we compare our method against three SOTA baselines – ranging from standard behavior cloning, to energy based modeling, and Offline Reinforcement Learning (RL) – that cover a wide range of prior LfD work. The baseline methods are described briefly below. To make the comparisons fair, we parameterize all neural networks with the same R3M representation backbone used by our method, and tune
hyper-parameters for best possible performance. Please check Supplement H.3.2 for in depth details.

- **Behavior Cloning** [179, 246] (BC): BC learns a policy (via regression) that directly predicts actions from image observations: $\min_\pi ||\pi(I_t, I_g) - a_t||_2$. This provides a strong comparison point for a whole class of LfD methods that focus on learning motor policies directly (i.e. learn policies that predict actions).

- **Implicit Behavior Cloning** [69] (IBC): IBC learns an energy based model that can predict actions during test time via optimization: $a_t = \arg\min_a E(a, I_t, I_g)$. This method is conceptually very similar to behavior cloning, but has the potential to better handle multi-modal action distributions and discontinuous actions.

- **Implicit Q-Learning** [119] (IQL): IQL is an offline-RL baseline that learns a Q function $Q(s, a) = Q((I_t, I_g), a_t)$, alongside a policy that maximizes it $\pi(I_t, I_g) = \arg\max_a Q(s, a)$. Note that IQL’s training process require us to annotate our offline trajectories $\mathcal{D}$ with a reward signal $r_t$ for each time-step. While this can be done automatically in our setting (Supplement H.3.2), this is an additional assumption that could be very burdensome in the general case.

Our method is compared against the baselines on all four of our tasks (see Sec. 4.4.1). Results are reported in Table 4.1. Note how our simple distance learning approach achieves the highest success rates on all of four tasks. In addition, our method is much simpler than the strongest baseline (IQL), which requires an expert defined reward signal and uses a more complicated learning algorithm. The final test time performance is visualized in Fig. 4.5 and on our website: https://agi-labs.github.io/manipulate-by-seeing/.

**Data Scaling** A common cited strength of BC (versus RL) is its ability to continuously improve with additional expert data. Can our method do the same? Table 4.2 compares our distance learning method versus the BC/IBC baselines (on pushing/pick-place tasks), when trained on various amounts of data. Note how our method both learns faster than BC/IBC, and continuously scales with added demonstrations. This suggests that distance learning is a powerful alternative to BC on robotic manipulation tasks, no matter how much training data is available.

**4.5.2 Multi-Modality Experiment**

A common challenge in policy learning is effectively handling multi-modal action predictions. We propose a simple test scenario that allows us to test our method in this setting without any other confounding variables. Specifically, we create a “obstacle pushing” task where the robot must push an object to the target without disturbing an obstacle placed in the middle (see Fig. 4.6). Observe that there are two
equally valid ways that the robot could push the block; to the left or to the right. We collect a training dataset of 100 demos, equally split between going left and right. This creates action multi-modality where the agent must arbitrarily choose between two scenarios in order to successfully perform the task, but will fail if it simply averages the actions and pushes the block forward (into the obstacle). We expect that standard BC will fall into this failure mode, since it is trained using standard L2 action regression. In contrast, our method should still work since the low distance states will move the robot either to the left or right state, thus allowing it to make a discrete choice.

To test this hypothesis, we test our method, the BC baseline, and IQL (the strongest non-BC baseline) on 20 trials in this task setting. Success is judged similarly as to pushing (see Sec. 4.4.1), with the added condition that the robot should not push the obstacles into the target. Our method achieves a $95\%$ success rate,
versus 0% for BC and 90% for IQL in this setting! As expected, our method is able to greatly improve upon BC in this setting, because it explicitly avoids action prediction. While IQL should not suffer as badly from multi-modality, thanks to its learned value function, our method is still able to outperform it despite being simpler algorithmically and trained without reward signal.

### 4.5.3 Ablation Study

Our final experiment removes components of our method in order to determine which parts were most crucial for control performance. The representation ablation replaces the R3M backbone in our neural network with a pre-trained ImageNet representation (using same ResNet-18 architecture for both). We expect the ImageNet weights to be be weaker, since they were trained on a smaller dataset that did not include ego-centric videos (ImageNet vs Ego4D used by R3M). Additionally, the dynamics ablation removes the dynamics module during training, thus leaving the distance model/embeddings without any physical grounding. This is effectively the method from Hahn et. al. [88], which trained a distance embedding for navigation tasks without considering state dynamics at all. We expect this ablation to perform worse on manipulation tasks, because dynamics is more important in this setting v.s. visual navigation.

The two ablations are evaluated and compared against our method on all four test tasks (see Table 4.3). We find that our method strongly outperforms both of our baselines, which suggests that our intuition outline above is correct. In particular, we conclude that stronger representations can directly stronger control performance using our method. Additionally, this shows that the dynamics grounding is important to ensure that our learned distances transfer onto real robot hardware during test time, especially in manipulation tasks that involve object interactions/contact.

<table>
<thead>
<tr>
<th></th>
<th>Ours</th>
<th>ImageNet Repr.</th>
<th>No Dynamics [88]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pushing</td>
<td>90%</td>
<td>40%</td>
<td>60%</td>
</tr>
<tr>
<td>Pick and Place</td>
<td>60%</td>
<td>40%</td>
<td>35%</td>
</tr>
<tr>
<td>Door Opening</td>
<td>55%</td>
<td>45%</td>
<td>50%</td>
</tr>
<tr>
<td>Knob Turning</td>
<td>40%</td>
<td>15%</td>
<td>40%</td>
</tr>
</tbody>
</table>

Table 4.3: This table compares success rates for our method versus the ablations on the all four tasks. As you can see, removing the dynamics module from our method during training and training with a weaker representation both result in worse performance.
4.6 Discussion

This chapter demonstrates that neural image representations can be more than just state representations: a simple metric defined within the embedding space can help infer robot actions. We leverage this insight to learn a distance function and dynamics function using minimal low-cost human data. These modules parameterize a robotic planner that is validated across 4 representative manipulation tasks. Despite its simplicity, our method is able to outperform standard imitation learning and offline-RL methods in the robot learning field. This is especially true in situations involving multi-modal action distributions, where our method entirely outclasses a standard BC baseline. Finally, the ablation study demonstrates that stronger representations directly result in stronger control performance, and that dynamics grounding is important for our scheme to work in practice.

Future Work  We hope that this chapter inspires future work in the space of representation learning and robotics. Follow up works should improve visual representations specifically for robotics, by more precisely capturing fine-grained interactions between gripper/hand and objects. This could improve performance on tasks like knob turning, where the pre-trained R3M encoder often struggled to detect small shifts of the gripper relative to the knob. Finally, we hope that our contrastive learning method could be extended to learn entirely without action labels. This would allow us to train on large scale manipulation datasets (e.g. YouTube videos) and transfer the results directly to the control setting.
Chapter 5

An Unbiased Look at Datasets for Visuo-Motor Pre-Training

5.1 Motivation

Consider a robot that must perform a manipulation task in an unstructured environment: e.g., toasting a bread slice. To accomplish this, the robot must locate the target objects (bread, toaster, etc.) in the scene and reason about their physical properties (e.g., Center-of-Mass, etc.), using RGB camera inputs. However, the real world has innumerable objects, lightning conditions, and environments that a robot may run into. This incredible range of scenarios makes hand-engineering a vision pipeline impossible. Thankfully, the computer vision and representation learning communities have highlighted a successful paradigm to overcome this challenge: learn end-to-end neural representations directly from data [53, 121], which can then be used for downstream vision tasks. We seek to do the same for policy learning.

But what data should these representations be trained on? In an ideal world, we would leverage task-specific robotic data (i.e., trajectories) to jointly learn a visual representation and a controller, using end-to-end reinforcement or imitation learning [213, 131, 178, 89]. Unfortunately, learning visual representations in conjunction with action policies is frequently in-

Figure 5.1: Due to the scarcity of diverse, large-scale robotic data, visuo-motor representations – which are necessary to solve tasks (e.g., put bread in toaster) from visual inputs – must be learned from external datasets [154]. But which datasets contain the best priors for robotics? Surprisingly, we find that simply pre-training on standard vision datasets (e.g., ImageNet) can outperform SOTA baseline representations from the robot learning community, despite using roughly 5x less data.
tractable [33, 106] or requires a large amount of data, that may be too expensive to collect on real hardware. Furthermore, the homogeneity of robotics data (collected in single lab) hinders generalization to novel scenarios, which is the motivation for learning in the first place! To overcome this, the field has trended towards pre-training visual representations on large-scale, unlabeled vision datasets, using self-supervised learning algorithms – e.g., Masked Auto-Encoders [94] (MAEs), contrastive learning [158, 96, 35], etc. These pre-trained representations decouple policy learning from perception, allowing us to learn behaviors with far less robotic data [154, 170, 141, 115, 73].

The key insight is that self-supervised visual pre-training can learn useful priors from out-of-domain data that will be useful for robotics. Recent work in robot manipulation [170, 154, 140, 141] has investigated different neural architectures and algorithms for learning these priors. However, there is one important commonality – all these methods train (primarily) on the same dataset, Ego4D [81]. Indeed, this seems like an intuitive choice, because: (1) Ego4D contains first-person camera views, which are analogous to the robot’s camera; (2) Ego4D focuses on human-object interaction – i.e., it is aligned with the downstream manipulation task; and (3) the dataset offers thousands of hours of video frames to train on. But is this intuitive bias empirically tested?

In this chapter, we empirically investigate these research questions from the perspective of robotic manipulation tasks. Specifically, we pre-train a total of 15 representations on various datasets using MAEs [94], a state-of-the-art (SOTA) self-supervised learning algorithm. We then fine-tune each of these representations to solve various manipulation tasks in simulated and real settings via Behavior Cloning (w/ ≤ 50 demonstrations). Our experiments reveal that many intuitive biases and common assumptions in our field need to be revisited. Surprisingly, we find that standard image datasets based on curated internet data (e.g., ImageNet [53], Kinetics [207], 100 Days of Hands [197]) can learn stronger visuo-motor representations than egocentric human interaction data (of Ego4D)! In fact, pre-training on the ImageNet compares favorably against SOTA (visuo-motor) baseline representations, which were trained on far more data (e.g. MVP [239] was trained on 2M+ frames) using the exact same algorithm and hyperparameters. This leads us to an importance insight – the pre-training image distribution is far more crucial for effective representation learning than naively increasing the number of images to train on. Building on this, we investigate various schemes for scaling pre-training dataset size while creating a broader image distribution. Our best model improves performance by 30% (v.s. SOTA baselines [141, 239]) on real world robotics tasks and is the direct result of this search. Finally, we show how simple implementation details (like using dropout [211] during evaluation) can have a significant impact on policy performance, and how these trends are poorly captured in simulation studies. Our project code and models are released publicly, and we encourage the reader to view
5.2 Related Works

Learning Actionable Representations The robotics field has long focused on learning actionable representations, which focus on task relevant details and are maximally predictive of the actions the robot should take. These representations can be learned end-to-end as part of policy learning, using data collected by expert demonstrations (e.g., Imitation Learning [187]) or the robot itself (e.g., Reinforcement Learning [213]). This paradigm has been successfully applied to a wide range of tasks like in-the-wild grasping [83], bin-picking [112, 133, 165], insertion [131], pick-place [23], and even self-driving [22, 166, 33]. Prior work also added tertiary optimization objectives (e.g. observation reconstruction [152], inverse modeling [46], dynamics modeling [237], etc.) on top of policy learning, in order to make representation learning more efficient. However, all of these techniques share the same flaw: they require a wealth of task-specific robotic data for learning representations.

Self-Supervised Visual Pre-Training Thus, the robotics community has trended towards pre-training representations on out-of-domain, vision datasets, (which are both larger and more diverse) and transferring them to robotics tasks. Prior works [154, 140, 239, 170, 141] all seem to follow a common formula: representations are trained using SOTA self-supervised vision algorithms (e.g., contrastive learning [158, 35, 96], masked image modeling [94, 17], etc.) on frames (primarily) sampled from the Ego4D dataset [81]. These representations are then evaluated mostly in sim [220], using a common policy learning framework [154, 141]. These choices may seem reasonable (see Sec. 5.1), but there is surprisingly little evidence backing them. Importantly, R3M [154] and MVP [170] compared only with supervised ImageNet representations but not apples-to-apples with self-supervised ImageNet representations [94]. Our investigation fills in these critical gaps. We find that representations learned on standard image datasets (like ImageNet) are surprisingly applicable to the robotics space, and that common evaluation/experimental techniques can give a misleading sense of progress.

5.3 Experimental Methods

Our investigation follows a simple formula (see Fig. 5.2). Step 1: We pre-train visual representations on various datasets using the same self-supervised algorithm (masked image modeling). Step 2: We fine-tune each representation for downstream manipulation tasks in both simulated and real (via behavior cloning). For evaluation
Our investigation considers 5 standard datasets from both the computer vision and robotics: ImageNet [53], 100 Days of Hands [197] (DoH), Ego4D [81], Kinetics [207], and RoboNet [44] (left). For each dataset, we pre-train a visual representation on it using the Masked Auto-Encoders (MAE) algorithm [94]. This masked image modeling method works by randomly masking patches in the image, and training an encoder/decoder to reconstruct them (center). Once pre-training is concluded, we fine-tune the representation to various robotics tasks, both in sim and in the real world (right).

**Visual Pre-Training** This project requires a scalable representation learning algorithm that can seamlessly operate on heterogeneous data sources, with the highest possible performance. We chose to use Masked Auto-Encoders (MAEs), a self-supervised representation learning algorithm with SOTA performance on various vision [94, 17, 221, 232, 206, 155, 64], multimodal [101, 10], and robotics tasks [141, 239]. The MAE encoder \( E \) is a Vision Transformer (ViT) network [256] that produces an embedding vector to represent an input image \( I \): i.e. \( E(I) \in \mathbb{R}^{768} \). During training \( E \) is tasked to represent \( I \), using only 25\% random patches sampled from the image. Then a decoder network \( D \) attempts to reconstruct \( I \) in its entirety (see Fig. 5.1, middle). Both \( E \) and \( D \) are trained end-to-end, minimizing the MSE reconstruction objective: \( \|D(E(I)) - I\|_2 \). During training, the visual encoder learns to reason spatially: i.e., it learns how patches relate to each other, and how they can come together to form the final image. Thus, \( E \) learns a highly efficient image descriptor that can be transferred to downstream tasks without any algorithmic changes (e.g. no masking needed during transfer). The MAE hyperparameters are...
described in Appendix H.4.1. Note that they are directly copied from the original MAE work by He et al. [94] and shared by prior works in robot learning [141, 239].

**Fine-Tuning w/ Behavior Cloning** Pre-trained visual representations are fine-tuned to solve downstream tasks of robotic manipulation. To this end, we adopt the paradigm of *Learning from Demonstration (LfD)* [8, 21, 187, 114, 98, 235]. Our goal is to learn a policy \( \pi \) that uses the given observation \( o_t \) to predict an optimal action distribution for the task: \( a_t \sim \pi(\cdot | o_t) \). Note that the actions \( a_t \) are commands sent to the robot controller, while the observations consist of the current image and robot joint information: \( o_t = [i_t, j_t] \). The policy \( \pi \) must be learned given a set of expert demonstrations \( (D = \{\tau_1, \ldots, \tau_n\}) \), where each demonstration \( \tau_i = [(o_0, a_0), \ldots, (o_T, a_T)] \) is a trajectory with optimal observation-action tuples (i.e. collected by a proficient agent).

\( \pi \) is parameterized using a 2-layer network \( (p) \), built atop the pre-trained encoder \( E \). The forward pass works as follows: first, the observation image is encoded \( E(i_t) \); then \( j_t \) is concatenated to the encoding and passed to the policy network \( p(E(i_t), j_t) \). \( p \) predicts a policy distribution, which in our case is a Gaussian Mixture Model [144, 172]. During test time, actions are sampled from this distribution and then executed on the robot. The entire policy network (both \( p \) and \( E \)) is fine-tuned end-to-end (using Adam [117] for 50K iterations) to maximize the log probability of actions from the expert demonstrations: \( \min_{\pi} -\log(\pi(a_t | E(i_t), j_t)) \). This procedure was designed to closely match prior work with two important modifications: we apply dropout to the policy network \( p \), and we apply data augmentation to \( i_t \) before passing it to the encoder. Both of these deviations are validated in our experiments (see Sec. 5.5). Please refer to Appendix H.4.2 for the exact hyperparameters.

**Evaluation Procedure** To evaluate a representation, we apply the above fine-tuning stack separately on 13 sim tasks and 3 real tasks. Each policy’s final checkpoint is evaluated on \( N \) test rollouts for every task, with novel initializations (e.g., test objects, new initial positions, etc.). All evaluation hyperparameters (e.g., demonstration set, number of test-time rollouts, initial positions, test objects, BC hyperparameters, etc.) are kept fixed within a task. This allows for maximally fair evaluation.

**Simulation Tasks:** Our simulated tasks set spans a set of 3 MuJoCo [220] environments – MetaWorld [250], RoboSuite [144], Franka Kitchen [86] – that are frequently used by the robot learning community, and the exact setups (e.g., task rewards/success criteria, camera positioning, object sets, demonstration trajectories, etc.) were directly taken from prior work [141, 154, 144] (fully documented in Appendix H.4.3). As a result, our simulated results should be very accessible to the community.

**Real World Tasks:** While simulation is a useful tool, there is a significant sim2real gap in manipulation. Thus, we designed 3 distinct tasks for real world validation on a Franka Panda Robot (visualized in Fig. 5.2).
1. **Block Stacking** requires the robot to pick up the red block and place it on the green block. This is the simplest of three tasks as the robot only has to adapt to new object configurations during test time. However, the robot still needs to precisely localize and grasp the (small) red block.

2. **Pouring** requires the robot to lift the cup and pour almonds in the target bowl. At test time, the cup and target bowls are both novel objects (unseen during training), and are placed in random positions, requiring the robot to generalize to new visual inputs.

3. **Toasting** is our most challenging task, and it requires the robot to pick up the object, place it in the toaster, and then shut the toaster. At test time, we use a novel object and randomize both the object’s initial pose and the toaster’s initial orientation. Toasting requires the robot to execute a multi-stage manipulation strategy, while also generalizing to new visual scenarios.

Each of the three tasks use a **shared action space**: Cartesian velocity control; and a **shared observation space**: proprioceptive inputs and 3rd person camera view (visualized in Fig. 5.3, left). We collect $n = 50$ tele-op demonstrations per task. Please refer to Appendix H.4.3 for all other task hyperparameters and our website for task videos: https://data4robotics.github.io.

### 5.4 Probing Dataset Biases

In our empirical study, we evaluate 5 widely-used datasets as pre-training candidates (see Fig. 5.2, left): ImageNet [53], Ego4D [81], 100 Days of Hands [197] (DoH), Kinetics [207], and RoboNet [44] (see Sec. 5.4.1 for descriptions). We apply our experimental methodology (from Sec. 5.3) on various sub-samplings/combinations of these datasets. First, we conduct single dataset pre-training: i.e., we evaluate a dataset’s performance in isolation to empirically determine which is most suited for our diverse downstream manipulation tasks (Sec. 5.4.1). In our second suite of experiments, we analyze how well various combinations of the data perform (Sec. 5.4.2). Finally, we investigate dataset scaling for pre-training, and find that the pre-training image distributions matter most (Sec. 5.4.3).

#### 5.4.1 Comparing Datasets Apples-to-Apples

Before diving into the details, let’s take a step back and add context about the datasets we probe.
Figure 5.3: Observations from our pouring task (left) are compared against random pre-training images from ImageNet-1M/Ego4D-1M (right). Note that all the pre-train images are very different from the evaluation task. Nonetheless, the curated, single-object images from ImageNet-1M yield stronger visuo-motor representations than the Ego4D-1M frames do (see Table 5.1).

<table>
<thead>
<tr>
<th>Task</th>
<th>Single Dataset Models (1M Images)</th>
<th>Baselines</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ImageNet</td>
<td>Ego4D</td>
</tr>
<tr>
<td>Sim</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RoboSuite [144]</td>
<td>62%</td>
<td>61%</td>
</tr>
<tr>
<td>MetaWorld [250]</td>
<td>90%</td>
<td>93%</td>
</tr>
<tr>
<td>Franka Kitchen [81]</td>
<td>63%</td>
<td>68%</td>
</tr>
<tr>
<td>Average (Sim)</td>
<td>72%</td>
<td>74%</td>
</tr>
<tr>
<td>Real</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Block Stacking   | 68% ± 9.5% | 64% ± 9.5% | 72% ± 9.8% | 55% ± 9.2% | 76% ± 9.7% | 6% ± 0% | 60% ± 10% | 52% ± 10%
| Pouring          | 44% ± 12% | 19% ± 9.0% | 50% ± 9.0% | 19% ± 12% | 13% ± 7.6% | 6% ± 0% | 25% ± 10% | 13% ± 7.6%
| Toasting         | 10% ± 16% | 0% ± 0%   | 10% ± 16%  | 40% ± 17% | 0% ± 0%   | 6% ± 0% | 10% ± 10% | 10% ± 10%
| Average (Real)   | 41% ± 7.1% | 28% ± 6.9% | 44% ± 7.1% | 38% ± 6.9% | 30% ± 7.0% | 6% ± 0% | 33% ± 6.9% | 25% ± 6.6%

Table 5.1: Comparing Datasets Apples-to-Apples. We compare pretrained representations, learned on 1M images from five datasets. We report success rates after finetuning representations with BC, and the real world evaluations also include standard error (i.e., Success% ± Std. Err.%). For additional context, we benchmark SOTA baselines [141, 239] and a “Scratch” representation with no pretaining. We find that visual representations learned on standard vision datasets with internet images and curation (e.g., ImageNet) provide surprisingly strong performance in the real world.

1. **ImageNet** (ImageNet-1K) contains 1000 train images for each of its 1000 classes. ImageNet is a popular and classical computer vision dataset, i.e., curated carefully from internet images. The broad image distribution may result in more expressive representations (as observed in purely visual tasks like classification). However, ImageNet is focus on centered, single-object, and high-quality internet images. As a result of this domain gap, many believe that ImageNet is an ill fit for robotics.
2. **Ego4D** is a modern, ego-centric, and in-the-wild video dataset, with 3.6K hrs of video collected by humans performing daily tasks. It is conjectured that Ego4D is well suited for robot learning as it contains realistic images that a robot may observe in real-world environments. However, frames collected within the same video tend to look similar to each other, and the lack of curation mean that some object classes (e.g. blocks, cups, etc.) rarely appear.

3. **DoH** is focussed on human hands and contains curated YouTube videos of people manipulating various household objects (e.g. in cooking video). The curation ensures that action classes are balanced and that videos look distinct from each other. Furthermore, the focus on manipulation may help the representations pick useful cues (e.g. where objects can be grasped). However, YouTube videos look quite different from robot’s visual observations, so its an open question if priors learned from DoH would benefit downstream tasks in robotics.

4. **Kinetics**(-700) is similar to DoH in that it’s curated from YouTube, but its videos contain a much wider distribution of human actions (e.g. with objects and/or other humans) instead of the focus of DoH on hands and manipulation.

5. **RoboNet** contains 13M+ image observations of robots randomly interacting with objects placed in a bin in front of them. RoboNet could be invaluable for pre-training, since its images are highly domain-specific for our use case. But robot data is collected in sterile lab setting, which could cause the representations to overfit to only those specific settings.

It is clear that these five datasets have complex trade-offs that may affect their usability for robotics. However, none of them clearly match the robot observation space (see Fig. 5.3). The only way to settle the question is to undertake an unbiased and empirical study, comparing them apples-to-apples. Thus, we apply our evaluation methodology to 1 Million frames sampled randomly from every dataset. This is easy to do in ImageNet, since it has 1M balanced train images. But for the video datasets (Ego4D/Kinetics/DoH), we first processed them into frames (sub-sampled at 3FPS) and then randomly select 1M images from the whole set. For RoboNet, we followed a similar procedure as used for the video datasets, but randomly sampled 1M image observations instead. Visual pre-training on each of these results in 5 representations that we evaluate on our task suite (via BC). For additional context, we also evaluate a ‘Scratch’ model with no pre-training, i.e., randomly initialized weights before BC. We also evaluate pre-trained weights downloaded from two SOTA baselines (VC-1 [141], MVP [239]). Note that both MVP and VC-1 share
Table 5.2: Marginal Value of Each Dataset. Soup-{1M,2M} models are trained with {1M,2M} images with {200K,400K} images from each of the five target datasets. The models on the right are trained with the Soup 1M images and an additional 1M frames from the target dataset. We find that image distribution matters more than the number of images trained on: Soup-2M does not improve on Soup-1M, but Soup-1M + 1M DoH does. Results are reported as success rates for each task, and the real world evaluations also report standard error (i.e., Success% ± Std. Err.%).

Another surprising result from Table 5.1 is that the baselines representations perform worse than the ImageNet/Kinetics/DoH representations, despite being trained on significantly more images. For example, VC-1 pre-trains on ImageNet alongside 2.5M+ images from Ego4D, while using the exact same pre-training strategy that we do. A possible explanation for this discrepancy is that VC-1’s representation is far more important than the images’ content.
is functionally very similar to our only-Ego4D ablation, since the majority of its pre-training frames come from Ego4D. Consequently, each batch the encoder sees during pre-training primarily consists of Ego4D frames. The key insight here is that distribution of the pre-training set matters more than the sheer number of frames trained on. We experimentally test this hypothesis, and find that VC-1’s representation performs only marginally better than Ego4D’s (33% vs 28%).

The natural next question is, “How does one optimally combine datasets for visuo-motor pre-training?” A simple idea is to proportionally mix the datasets so that the model is pre-trained on an equal number of frames from each dataset. Particularly, we create a “Soup-1M” containing 200K images randomly sampled from each of the 5 datasets. We then evaluate this model on our test suite (see Table 5.2, left). Note that the Soup-1M model performs about the same as the ImageNet/Kinetics/DoH models (41%), even though it was trained on a significant amount of Ego4D/RoboNet frames (recall, these performed lowest in Sec. 5.4.1). This suggests that scaling to multiple datasets can increase robustness, so long as the datasets are kept carefully balanced during pre-training.

5.4.3 Analyzing the Marginal Value of Each Dataset

Soup-1M provides a sensible first step for combining datasets for visuo-motor pre-training – keeping training set size to 1M using equal proportions of data sources. This leads to the natural next question: “how can we effectively scale dataset size to improve performance?” To answer this question, we’ll also need to understand the marginal value of adding additional data to the soup. To answer this, we undertake another empirical study. Particularly, we obtain visual representations on pre-training sets containing the aforementioned Soup-1M along with 1M images from each of the five subject datasets (e.g. Soup-1M + 1M ImageNet frames). In effect, this both scales the size of pre-training dataset, while shifting the train distribution towards that of the subject dataset. For fair comparison, we also train a Soup-2M model (identical to Soup-1M but with 400K images per dataset) that tests a naive scaling of the Soup-1M model. All six models are evaluated and results are present in Table 5.2.

As reported in Table 5.2 (left), we find that Soup-2M model performs marginally better in simulation than Soup-1M, and performs exactly the same (on average) in the real world. That is, data scaling is more nuanced than naively increasing the number of frames. In contrast, the strongest model, Soup-1M + 1M DoH, is able to perform 20% better than Soup-1M (and 30% better than the strongest baseline) on the real world tasks (bold results in Table 5.2)! Finally, the Soup-1M + 1M {Ego4D/ImageNet/RoboNet} models perform slightly worse than Soup-1M, whereas the Soup-1M + 1M Kinetics model performs slightly better. These results are mostly in line with our expectations from Sec. 5.4.1 (e.g. adding more RoboNet data reduces performance, while adding more Kinetics/DoH increases performance).
5.5 Ablating our Experimental Setup

This section presents some insights from our real-world experiments. We find: (1) that old-school dropout regularization is highly effective; and (2) sim evaluation does not transfer to real world.

Regularizing Policies w/ Dropout Early in our physical robot evaluations, we noticed that the policies often produced jerky motions that could damage the robot and its environment. Thus, we searched for a simple fix that could improve robustness in the real world. We found that adding dropout [211] to the policy network (w/ \( p = 0.2 \)) significantly improved the robot’s qualitative behavior: the commanded motions became smoother, with improved generalization to new scenarios. We quantify this with ablations on the Block Stacking task, i.e., fine-tuning the five 1M models (see Sec. 5.4.1) with and without dropout. Note how adding dropout to visuo-motor policies almost consistently improves policy performance on the physical robot (see Fig. 5.4, orange bars). However, the opposite effect is observed in simulation. This indicates that adopting sim benchmarks as a (fast) proxy to make policy design choices may warrant caution and a healthy dose of skepticism.

Figure 5.4: Effect of adding dropout [211] in sim vs. real (block stacking tasks). Dropout frequently harms performance in simulation (blue) but consistently improves real world (orange) success rate. Positive values on Y axis indicate improvement by adding dropout and vice-versa.

We further test the regularization effect of dropout in this setting using a new task: Block Stacking Robust. In this task, a human adversary pushes the cube out of
the robot’s gripper in the middle of the episode (i.e. right before the robot grasps). This forces the robot to dynamically replan its actions, and adapt to a scenario it never saw during fine-tuning with BC (in the demonstrations). We find that the success rate on Block Stacking Robust (average across all models) increases to 24% from 10% thanks to this regularization.

Analyzing Sim-to-Real Transfer  On one hand the sim2real gap in manipulation is well known and on the other it’s still very common practice in prior work [154, 141, 239, 140, 92] to draw inferences about pre-trained representations using simulated benchmarks (e.g. CortexBench [141], Franka Kitchen [86], Isaac Gym [239], etc.) In several unbiased experiments we undertook, we have found that trends in simulation are almost entirely disconnected from their real world performance. First, the simulation suite predicts that Ego4D is the best representation for robotics, but the real world results consistently disagree with that assessment (see Table 5.1). Second, key implementation details in the real world (like Dropout) can actually hurt performance in simulation (see how Dropout hurts sim performance in Fig. 5.4). To objectively investigate this, we plot the sim performance vs real performance for all our models (trained on dataset configurations detailed in Sec. 5.4) in Fig. 5.5. We find that sim and real performance are almost entirely uncorrelated (a very low $R^2 = 32\%$). Even if we were to ‘cherry-pick’ the two most similar sim/real tasks (RoboMimic’s block-lift [144] vs our stacking task) the correlation is still very low: $R^2 = 34\%$.

5.6 Discussion

In this chapter, we investigated how dataset biases and implementation choices can affect visual pre-training for robotics. With the modus operandi of masked image modeling [94], our experiments analyzed pre-trained visuo-motor representations trained on 15 different data distributions, sourced from 5 common computer vision and robotics datasets. These models were evaluated on standard sim environments, alongside 3 unique and challenging real world tasks (each with 50+ robot evaluations, for rigor). We find that traditional computer vision datasets (e.g. ImageNet) provide surprisingly strong performance for robotic pre-training. In fact, our simple ImageNet representations outperform both Ego4D representations and representative baselines in the field. The key insight is that the image distribution matters much more than the sheer number of images during pre-training. Guided by this insight, we explore various strategies for scaling data distribution, by carefully mixing data from different sources. As part of this investigation, we train a final model (Soup-1M + 1M DoH) that exhibits a 30% improvement over the baselines on real world robotic tasks. Finally, we analyze our experimental methodology, and show how simple regularization techniques (e.g. dropout [211]) can boost real world performance, and conclude that trends in simulation do not correlate to real world
deployment. We hope that our unbiased empirical probes and associated findings will inspire others in the field to study how various sources of offline data can transfer to robotics tasks. To enable future efforts, we released all of our pre-trained representations and evaluation code on our website.

Limitations and Future Work While our experiments were extensive, there are some limitations that should be addressed by future work. First, there is no simple theory or experimental test that can predict if a representation will actually work well on the robot after pre-training. In fact, our experiments show that the easiest evaluation technique, i.e. the proxy of simulation, may give a misleading sense of progress in the real world! Thus, it is vital for our community to find faster ways to evaluate representations, and share reproducible results. One possibility is a standardized cloud robotics benchmark [49, 263] that could greatly reduce the load for researchers. Next, our experiments heavily focused on Behavior Cloning combined with MAE pre-training (though we did explore SimCLR pre-training in Appendix H.4.4). Finally, it would be valuable to extend our study in more scenarios (e.g., Reinforcement Learning), and on other robotic tasks, like visual navigation and grasping.

---

2 https://data4robotics.github.io
Chapter 6

HRP: Human Affordances for Robotic Pre-Training

6.1 Motivation

A truly generalist robotic agent will need to acquire diverse manipulation skills (ranging from block stacking to pouring) that work with novel objects and are robust to realistic environmental disturbances (e.g., lighting changes, small camera shifts). Due to the scale of this challenge, the field has trended towards learning these agents directly from data [131, 165] (i.e., robot trajectories), which is either collected by expert demonstrators or (via Reinforcement Learning [213]) autonomously by the agent itself. Unfortunately, there are innumerable objects/environments, so roboticists cannot tractably collect enough real-world demonstration data and/or design a simulator that captures all this diversity.

One promising solution for this “data challenge” is for the robot to learn a suitable representation from Out-Of-Domain (OOD) data that can be transferred into the robotics domain. For example, prior work [154, 170, 141] trained self-supervised image encoders on large scale datasets of human videos (e.g., Ego4D [81]), using stan-
Figure 6.2: HRP fine-tunes a pre-trained encoder to predict three classes of human affordance labels via L2 regression. Specifically, the network must predict future contact points, human hand poses, and the target object given an input frame from the video stream. These affordance labels are mined autonomously from a human video dataset [81] using off-the-shelf vision detectors [197]. Representations produced by HRP are then fine-tuned to solve downstream manipulation tasks via behavior cloning.

Standard reconstruction objectives and contrastive learning [158] objectives – e.g., Masked Auto-Encoders [94] (MAE) and Temporal Contrastive Networks [193] (TCN) respectively – developed by the broader learning community. After pre-training, these representations are used to initialize downstream imitation learning [188] algorithms. This formula is extremely flexible, and can substantially reduce the amount of robot data required for policy learning. However, the representations are often only effective when using specific camera views and robot setups. Furthermore, independent evaluations (see Chapter 5 and Burns et. al. [25]) recently showed that these representations cannot improve (on average) over the most obvious baseline – a self-supervised ImageNet representation [94, 53]!

This result is surprising since robotic trajectories and human video sequences share so much common structure: both modalities contain an agent (e.g., human or robot) using their end-effector (e.g., human hand, robot gripper) to manipulate objects in its environment. Ideally, representations trained on this data would learn useful object attributes (e.g., where to grasp a mug), and spatial relationships between the end-effector and target objects. We hypothesize that traditional, self-supervised learning objectives are unable to extract this information from human video data, and that explicitly predicting these object/spatial features would result in a stronger robotic representation (i.e., higher down-stream control performance). Our key insight is that abandoning self-supervision comes at minimal cost – the necessary object and hand labels can be scalably mined using off-the-shelf vision pipelines.
This chapter proposes Human affordances for Robotic Pre-training (HRP), a semi-supervised pipeline to learn effective robotic representations from human video. HRP works in two stages: first, it extracts hand-object “affordance” information – i.e., which objects in the scene are graspable and how the robot should approach them – from human videos using off-the-shelf tracking models [197, 176]. These affordances are then distilled into a pre-existing representation network (e.g., ImageNet MAE [94]), before the policy fine-tuning stage. This paradigm allows us to inject useful information into the vision encoder, while preserving the flexibility of self-supervised pre-training – i.e., all labels are automatically generated and the network can be easily slotted into downstream robotic policies/controllers via fine-tuning. To summarize, we learn stronger robotic representations by predicting object interactions and hand motion from human video dataset images (see Fig. 6.1).

Our investigations and experiments reveal:

1. We present a semi-supervised learning algorithm – HRP – that leverages off-the-shelf human affordance models to learn effective robotic representations from human video. The proposed pipeline strongly outperforms representations learned purely via self-supervision.

2. Applying HRP to 6 pre-existing representations (including ImageNet [53, 94], VC-1 [141], and DINO [27]) substantially boosts robot performance. This conclusion is backed by 3000+ robot trials, and replicates across 3 camera views, 3 distinct robotic setups, and 5 manipulation tasks!

3. Our ablation study reveals that HRP’s three affordance objectives (hand, object, and contact based loss terms) are all critical for effective representation learning.

4. We show that HRP representations generalize across different imitation learning stacks – HRP improves diffusion policy [37] performance by 20%!

5. Our best representation, which increases performance by 20% over State-of-the-Art (SOTA), will be fully open-sourced, along with all code and data.

6.2 Related Work

**Representation Learning in Robotics** End-to-end policy learning offers a scalable formula for acquiring robotic representations: instead of hand-designing object detectors or image features, a visual encoder is directly optimized to solve a downstream robotic task [131]. Numerous works applied this idea to diverse tasks including bin-picking [112, 133, 165], in-the-wild grasping [83, 209], insertion [49, 131], pick-place [23], and (non-manipulation tasks like) self-driving [22, 166, 33]. Furthermore, secondary learning objectives – e.g., dynamics modeling [87, 237], observation reconstruction [152], inverse modeling [46], etc. – can be easily added to improve
data efficiency. While this paradigm can be effective, learning purely from robot data requires an expensive data collection effort (e.g., using an arm farm [133, 112], large-scale tele-operation [23], or multi-institution data collection [44, 40]), which is infeasible for (most) task settings.

To increase data efficiency, prior work applied self-supervised representation learning algorithms on out-of-domain datasets (like Ego4D [81]), and then fine-tuned the resulting representations to solve downstream tasks with a small amount of robot data – e.g., via behavior cloning on ≤50 expert demonstrations [154, 141, 170], directly using them as a cost/distance function to infer robot actions (see Chapter 4), or directly pre-training robot policies from extracted human actions [202, 142]. While this transfer learning paradigm can certainly be effective, it is unclear if these robotic representations [141, 154, 170] actually provide a substantial boost over pre-existing vision baselines (see Chapter 5 and Burns et. al. [25]), like ImageNet MAE [94] or DINO [27]. One potential issue is that roboticists often use the same exact pre-training methods from the vision community, but merely apply them to a different data mix (e.g., VC-1 [141] applies MAE [94] to Ego4D [81]). Thus, the resulting representations are never forced to key in on object/agent level information in the scene. This chapter proposes a simple formula for injecting this information into a vision encoder, using a mix of hand and object affordance losses, which empirically boost performance on robotic tasks by 25%.

**Affordances from Humans**  HRP is heavily inspired by the *affordance learning* literature in computer vision [78, 77]. These works use human data as a probe to learn environmental cues (i.e., affordances) that tell us how humans might interact with different objects. These include physical [63, 15, 84, 267, 93, 261, 150] and/or semantic [181, 186] scene properties, or forecast future poses [118, 175, 74, 105, 100, 230, 2, 126, 227, 81, 72, 146, 79]. Affordances can also be learned at object or part levels [268, 71, 80, 151, 135, 245]. Usually such approaches leverage human video datasets [81, 41, 43, 41] or use manually annotated interaction data [136, 42, 197]. In addition to these cues, robotic affordances must consider how to move before and after interaction [13, 113]. A simple, scalable way to capture this information is by detecting these cues from human hand poses in monocular video streams [231, 113, 176, 137], which show robots reaching for and manipulat-
Figure 6.4: We present our policy training pipeline, which uses Behavior Cloning (BC) to train policy \( \pi \), using optimal expert demonstrations. The image observation \( o_t \) is processed using our HRP representations resulting in a latent vector \( z \). The policy uses \( z \) to predict end-effector velocity actions (delta ee-pose/gripper), which are directly executed on the robot during test-time.

6.3 Preliminaries

6.3.1 Visual Representation Learning

Our goal is to learn a visual encoder network \( f_\theta \) that takes an input image \( I \) and processes it into a low-dimensional vector \( f_\theta(I) \in \mathbb{R}^d \). This resulting “embedding vector” would ideally encode important scene details for robotic policy learning – like the number and type of objects in a scene and their relationship to the robot end-effector. In this chapter, \( f_\theta \) is a transformer network (specifically ViT-B [256], with patch size 16 and \( d = 768 \)) parameterized with network weights \( \theta \). But to be clear, all our methods are network architecture agnostic.

Self-Supervised Learning The computer vision community has broadly adopted self-supervised representation learning algorithms that can pre-train network weights without using any task-specific supervision. This can be accomplished using a generative learning objective [58], which trains \( f_\theta \) alongside a decoder network \( D \) that reconstructs the original input image input from the representation. Another common approach is contrastive learning [158, 96], which optimizes \( f_\theta \) to maximize the mutual information between the encoding and the input image (i.e., place “similar” images closer in embedding space). In practice, these methods can learn highly useful features for downstream vision tasks [94, 96], but struggle in robotics settings (see Chapter 5). Our goal is to inject these features into an existing self-supervised network, with an affordance-driven fine-tuning stage.
6.3.2 Extracting Affordance Labels from Human Data

Before we can do any fine-tuning, we must first curate a suitable human affordance dataset $D_H$. Thankfully this task can be done automatically using off-the-shelf vision modules, applied to a set of 150K human-object interaction videos from Ego4D (originally sampled by Nair et. al. [154]). These are subsets of larger videos (around 1.2K) videos, which were further broken down into shorter clips. Each clip contains a semantically meaningful action by the human. Each video clip $V$ contains image frames $V = \{I_1, \ldots, I_T\}$ that depict human hands performing tasks and moving around in the scene. From these images, we obtain contact locations, future hand poses, and active object labels (examples in Fig. 6.3) that capture various agent-centric properties (how to move and interact) and environment-centric properties (where to interact) at multiple scales, i.e. contact-level and object-level. The following sections detail how each of these labels were generated.

**Contact Locations** To extract contact locations for an image $I_t$ (with no object contact), we find the frame $I_j; j > t$ where contact with a given object will begin, using a hand-object interaction detection model [197]. Then, we use $I_j$ to find the active object $O_j$ and the hand mask $M_j$. The points intersecting $M_j$ and $O_j$ (acquired via skin segmentation) are our contact affordances ($C_j$). To account for motion between $I_t$ and $I_j$, we compute the homography matrix between the frames and project those points forward. This is done using standard SIFT feature tracking [264]: $C_t = H_{j,t}C_j$. *In other words, the contact locations denote where in $I_t$ the human will contact in the future.* Note that there could be a different number of points for each contact scenario, which is non-ideal for learning. Thus, we fit a Gaussian Mixture Model with $k = 5$ modes on $C_t$ to make a uniform contact descriptor – defined as the means $c_t$ of the mixture model. For more details on extraction, we refer to Appendix H.5.6.

**Future Hand Poses** This affordance label captures how the human moves next (e.g., to complete a task or reach an object), as the video $V$ progresses. Given a current frame $I_t$, we detect the human hand’s 2d wrist position ($h_{t+k}$) in a future frame $I_{t+k}$, where usually $k = 30$ (empirically determined). This is done using the Frank Mocap [176] hand detector. To correctly account for the human’s motion, these wrist points are back-projected (again using the camera homography matrix) to $I_t$ to create the final “future wrist label,” $h_t = H_{t+k,t}h_{t+k}$.

**Active Object Labels** In a similar manner to the contact location extraction, we run a hand-object interaction detection model [197] on $V$ to find the image where contact
Figure 6.5: Our experiments consider 5 unique manipulation tasks, ranging from classic block-stacking to a multi-stage toasting scenario. These tasks are implemented on 3 unique robot setups, including a high Degree-of-Freedom dexterous hand (right). The 3 camera views shown — front, ego, and side views (for xArm/dexterous hand) — are the same views ingested by the policy during test-time. Note that 3 of the tasks consider 2 unique camera views in order to test for robustness!

began $I_c$. The same detector is used to find the four bounding box coordinates of the object that is being interacted with, which we refer to as the “active object.” These coordinates $b_c$ are then projected to every other frame $I_t$, using the homography matrix (see above). This results in an active bounding box $b_t$ for each image in $V$.

### 6.4 Introducing HRP

A variety of visual pre-training tasks have been shown to help with downstream robotic performance—ranging from simple ImageNet classification [196] to self-supervised learning on human video [170, 154, 140, 141, 159]. These approaches treat human video and simple image frames, and do not explicitly model the rich hand-object contacts depicted by them. In contrast, we believe explicitly modeling the affordances [77] in this data could allow us to learn useful information about the agent’s intents, goals and actions. Indeed, past work has shown that affordances can act as strong prior for manipulation [265, 110, 203, 253, 13, 28, 102, 19] in general. Moreover, this information can be represented in many different formats, such as physical attributes, geometric properties, interactions, object bounding boxes, or motion forecasting. We observe that most tasks of interests humans perform are with their hands. We thus focus on training our model to predict hand-object interactions and hand motion.

We present HRP, a simple and effective representation learning approach that injects hand-object interaction priors into a self-supervised network, $f_{θ}$, using an
automatically generated human affordance dataset, \( \mathcal{D}_H \) (see above for definitions and dataset mining approach). HRP is illustrated in Fig. 6.2, and the following sections describe its implementation in detail.

### 6.4.1 Training HRP

The initial network \( f_\theta \) is fine-tuned using batches sampled from the human dataset: \((I_t, c_t, h_t, b_t) \sim \mathcal{D}_H\), where \( c_t, h_t, \) and \( b_t \) are contact, hand, and object affordances corresponding to image \( I_t \) (see Sec. 6.3.2 for definitions). Some frames may not include all 3 affordances, so we include 3 mask variables \(- m_t^{(c)}, m_t^{(h)}, m_t^{(b)}\) – so the missing values can be ignored during training. We add 3 small affordance modules \(- p_c, p_h, p_b\) – on top of \( f_\theta \) that are trained to regress the respective affordances for \( I_t \). This results in the following three loss functions:

\[
\begin{align*}
L_{ct} &= ||c_t - p_c(f_\theta(I_t))||_2 \quad (6.1) \\
L_{hand} &= ||h_t - p_h(f_\theta(I_t))||_2 \quad (6.2) \\
L_{obj} &= ||b_t - p_b(f_\theta(I_t))||_2 \quad (6.3)
\end{align*}
\]

The full loss is:

\[
\mathcal{L} = m_t^{(c)} \lambda_{ct} L_{ct} + m_t^{(h)} \lambda_{hand} L_{hand} + m_t^{(b)} \lambda_{obj} L_{obj} \quad (6.4)
\]

Where the \( \lambda \)s are hyper-parameters that control the relative weight of each affordance loss. We empirically found \( \lambda_{obj} = 0.05, \lambda_{ct} = 0.005, \lambda_{hand} = 0.5 \) to be optimal for downstream performance (see Appendix H.5.5).

### 6.4.2 Implementation Details

Our affordance dataset \((\mathcal{D}_H)\) is at least an order of magnitude smaller than the pre-training image dataset initially used by the baseline representation (e.g., ImageNet has 1M frames v.s. our 150K). To preserve the useful features learned from the larger pre-training distribution, we keep most of the parameters in \( \theta \) fixed during HRP fine-tuning. Specifically, we only fine-tune the baseline network’s normalization layers and leave the rest fixed, which has been shown to be an effective approach [76, 259]. In the case of our ViT-B this amounts to fine-tuning only the LayerNorm parameters \( \gamma \) and \( \beta \):

\[
\text{LayerNorm}(x) = \frac{x - \mu}{\sigma} \gamma + \beta \quad (6.5)
\]

These parameters are fine-tuned to minimize \( \mathcal{L} \) using standard back-propagation and the ADAM [117] optimizer.
6.5 Experimental Details

Our contributions are validated using a simple empirical formula: first, HRP is applied to each baseline model (listed below). Then, (following standard practice [154, 141]) the resulting representation is fine-tuned into a manipulation policy using behavior cloning. Details for each stage are provided below, and the HRP is illustrated in Fig. 6.2.

Baseline Representations We chose 6 representative, SOTA baselines from both the vision and robotics communities:

1. **ImageNet MAE** was pre-trained by applying the Masked Auto-Encoders [94] (MAE) algorithm to the ImageNet-1M dataset [53]. It achieved SOTA performance across a suite of vision tasks, and is the first self-supervised representation to beat supervised pre-training. We use the standard Masked Auto Encoder training scheme for this, using hyperparameters from MAE [94].

2. **Ego4D MAE** was trained by applying the MAE algorithm to a set of 1M frames sampled from the Ego4D dataset [81]. For consistency with prior work, we use the same 1M frame-set sampled by the R3M authors [154]. We use the standard Masked Auto Encoder training scheme for this, using hyperparameters from MAE [94].

3. **CLIP** [168] is a SOTA representation for internet data. It was learned by applying contrastive learning [158] to a large set natural language - image pairs crawled from internet captions. We used publicly available model weights.

4. **DINO** [27] was trained using a self-distillation algorithm that encourages the network to learn local-to-global image correspondences. DINO’s emergent segmentation capabilities could be well suited for robotics, and it has already shown SOTA performance in sim [25]. We used publicly available model weights.

5. **MVP** [170] was trained by applying MAEs to a mix of in-the-wild datasets (100 DoH [197], Ego4D [81], etc.). The authors showed strong performance on various manipulation tasks. We used publicly available model weights.

6. **VC-1** [141] was trained in a similar fashion to MVP, but used a larger dataset mix. It showed strong performance on visual navigation tasks. We used publicly available model weights.

Note that each baseline is parameterized with the same ViT-B encoder w/ patch size 16 (see Sec. 6.3.2), to ensure apples-to-apples comparisons.
Policy Learning Each representation is evaluated on downstream robotic manipulation tasks, by fine-tuning it into a policy (π) using Behavior Cloning [166, 187, 179]. Note that π must predict the expert action (a_t – robot motor command) given the observation (o_t – input image and robot state): a_t ∼ π(·|o_t). And π is learned using a set of 50 expert demonstrations D = {τ_1, ..., τ_50}, where each demonstration τ_i = [(o_0, a_0), ..., (o_T, a_T)] is a trajectory of expert observation-action tuples. In our case, π is parameterized by a small 2-layer MLP (p) placed atop the pre-trained encoder p(f(o_t))) that predicts a Gaussian Mixture policy distribution w/ 5 modes. Both the policy network and visual encoder are optimized end-to-end (using ADAM [117] w/ lr = 0.0001 for 50K steps) to maximize the log-likelihood of expert actions: max_p,f log(π(a_t|p(f(o_t)))). During test time actions are sampled from this distribution and executed on the robot: a_t ∼ π(·|p(f(o_t)))). This is a standard evaluation formula that closely follows best practice from prior robotic representation learning work [144].

Real World Tasks We fine-tune policies for each representation on the 5 diverse tasks listed below, which are implemented on 3 unique robotic setups, including a dexterous hand (illustrated in Fig. 6.5). 50 expert fine-tuning demonstrations were collected for each task via expert tele-operation. Note that the stacking, pouring, and toasting tasks were evaluated twice using different camera views to test robustness!
• **Stacking:** The stacking task requires the robot to pick up the red block and place it on the green block. During test time both blocks’ starting positions are randomized to novel locations (not seen in training). A trial is marked as successful if the robot correctly picks and stacks the red block, and half successful if the red block is unstably placed on the green block. This task is implemented on a Franka robot, and used both an Ego and Front camera viewpoint.

• **Pouring:** The pouring task requires the robot to pick up the cup and pour the material (5 candies) into the target bowl. During test time we use novel cups and bowls and place each in new test locations. This task’s success metric is the fraction of candies successfully poured (e.g., $2/5$ candies poured $\rightarrow 0.4$ success). This task was also implemented on the Franka using Ego and Front cameras.

• **Toasting:** The toasting task requires the robot to pick up a target object, place it in the toaster oven, and shut the toaster. This is a challenging, multi-stage task. During test time the object type, and object/toaster positions are both varied. A test trial is marked as successful if the whole task is completed, and 0.5 successful if the robot only successfully places the object. This is the final task implemented on Franka w/ Ego and Front camera views.

• **Pot on Stove:** The stove task requires picking up a piece of meat or carrot from a plate and placing it within a pot on a stove. During test time, novel “food” objects are used and the location is randomized. A trial is marked as successful if the food is correctly placed in the pot. This task is implemented on a xArm and uses the side camera view.

• **Hand Lift Cup** This task requires a dexterous hand to reach, grasp, and lift up a deformable red solo up. The hand’s high dimensional action space ($\mathcal{R}^{20}$) makes this task especially challenging. A trial is marked successful if the cup is stably grasped and picked. This task is implemented on a custom dexterous hand using a side camera view.

### 6.6 Results

Our experiments are designed to answer the following:

1. **Can HRP improve the performance of the pre-trained baseline networks (listed above)?** Does the effect hold across different camera views and/or new robots? (see Sec. 6.6.1)

2. **Our affordance labels are generated using off-the-shelf vision modules – does distilling their affordance outputs into a representation (via HRP) work better than simply using those networks as encoders?** (see Sec. 6.6.2)
### Table 6.1:

This table compares 3 representations trained w/ HRP against the teacher ResNet [197] that generated our human affordance dataset (see Sec. 6.3.2). We find that the ResNet teacher under-performs even the worst HRP representation (fine-tuned from CLIP), even after excluding the stacking task, which it failed on.

<table>
<thead>
<tr>
<th>Task</th>
<th>Teacher ResNet</th>
<th>HRP Models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Front Cam</td>
<td>w/ 100DoH</td>
</tr>
<tr>
<td>Toasting</td>
<td>35% ± 15%</td>
<td>83% ± 9%</td>
</tr>
<tr>
<td>Pouring</td>
<td>34% ± 13%</td>
<td>60% ± 11%</td>
</tr>
<tr>
<td>Stacking</td>
<td>0%</td>
<td>77% ± 10%</td>
</tr>
<tr>
<td>Average</td>
<td>35% ± 10%</td>
<td>73% ± 6%</td>
</tr>
</tbody>
</table>

3. How does HRP compare against alternate forms of supervision on the same human video dataset? (see Sec. 6.6.3)

4. How important are each of the three affordance losses for HRP’s final performance? And is it really best to only fine-tune the LayerNorms and leave the other weights fixed? (see Sec. 6.6.4)

5. Can HRP handle scenarios with OOD distractor objects during test time? (see Sec. 6.6.5)

6. Can HRP representations work with different imitation learning pipelines, like diffusion policy [37]? (see Sec. 6.6.6)

Note that all experiments were conducted on real robot hardware, and the models were all tested back-to-back (i.e., using proper A/B evaluation) using 50+ trials per model to guarantee statistical significance. Note that all of our figures and tables report success rates (sometimes averaged across the toasting, stacking, and pouring tasks) alongside std. err. to quantify experimental uncertainty – i.e. success% ± std. err..

### 6.6.1 Improving Representations w/ HRP

To begin, we evaluate the 6 baseline representations (detailed in Sec. 6.5) on the toasting, pouring, and stacking tasks using the front camera view. Then, we apply HRP to each of these baselines, and evaluate those 6 new models on the same tasks. Average success rates across all 3 tasks are presented in Fig. 6.6 (left), and the full table is in the Appendix H.5.2. First, this experiment demonstrates that ImageNet MAE is still highly competitive on real-world manipulation tasks, when compared to other self-supervised representations from the vision [81, 27], machine learning [168], and robotics communities [239, 141]. Second, we show
that HRP uniformly boosts performance on downstream robotics tasks – i.e., baseline + HRP > baseline for every baseline representation considered! Thus, we conclude that the affordance information injected by our method is highly useful for robot learning, and (for now) cannot be learned in a purely self-supervised manner.

Second Camera View  A common critique is that robotic representations perform very differently when the camera view (even slightly) changes. To address this issue, we replicated the first experiment using a radically different ego view, where the camera is placed over the robot’s shoulder (i.e., on its “head”). While perhaps a more realistic view, it is significantly more challenging due to the increased robot-object occlusion. Average success rates are presented in Fig. 6.6 (right), and a per-task breakdown is in Appendix H.5.3. Note that our findings replicate almost exactly from the front camera view. The ImageNet MAE representation is still competitive with the other baselines, and applying HRP uniformly improves the baseline performance. In addition, we find that HRP injects a higher level of robustness to camera view shifts, when compared to the baselines. For example, we find that ImageNet + HRP performs the same on the ego and front camera, even though the ImageNet baseline clearly prefers the front cam. This general effect holds (to varying degrees) across all six baselines!
<table>
<thead>
<tr>
<th></th>
<th>Ego4D w/ HRP</th>
<th>Ego4D Baseline</th>
<th>ImageNet w/ HRP</th>
<th>ImageNet Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pot on Stove</td>
<td>50% ± 17%</td>
<td>40% ± 16%</td>
<td>60% ± 16%</td>
<td>40% ± 16%</td>
</tr>
<tr>
<td>Hand Lift Cup</td>
<td>50% ± 17%</td>
<td>40% ± 16%</td>
<td>50% ± 17%</td>
<td>30% ± 15%</td>
</tr>
</tbody>
</table>

Table 6.2: We present results of Ego4D + HRP and ImageNet + HRP, as well as the respective baselines on the x-Arm (Pot on Stove) and a dexterous hand task (Lift Cup). We see that HRP can even boost performance in multiple morphologies, including a high-degree of freedom dexterous hand [201].

**Scaling to More Robots** Finally, we verify that HRP representations can provide benefits on other robotic hardware setups. Specifically, we compare Ego4D + HRP and ImageNet + HRP versus the respective baselines on the Pot on Stove (xARM) and Hand Lift Cup (dexterous hand) tasks. Results are presented in Table 6.2. Note that HRP representations provide a consistent and significant performance during policy learning on these radically different robot setups, which both also use a unique side camera view. This gives us further confidence in HRP’s view robustness, and demonstrates that these representations are not tied to specific hardware setups, and can scale to complex morphologies like dexterous hands.

6.6.2 Distillation w/ HRP Improves Over Label Networks

It is clear that applying HRP to self-supervised representations results in a consistent boost. However, the hand, object, and contact affordance labels for HRP themselves come from neural networks (see Sec. 6.3.2) – specifically we use the ResNet-101 [97] detector from 100DoH [197] as a label generator for our active object and contact affordance. The hand affordance we use comes from FrankMocap [176], which uses 100DoH [197] as a base model. Thus, does distilling labels from this detector via HRP actually provide a benefit over simply using the 100DoH model itself as a pre-trained representation? To test this question, we fine-tune policies on the toasting, pouring, and stacking (front cam) tasks and compare them against HRP applied to ImageNet, Ego4D, and (the weakest model) CLIP (see Table 6.1). In all cases, our representation handily beats the 100DoH policy. So while the affordance labels can dramatically boost policy learning (via HRP), the source/teacher models are not at all competitive on robotics tasks.

6.6.3 Comparing Against Alternate Forms of Supervision

We now analyze if HRP’s losses are better suited for robotics tasks than an alternate supervision scheme. To be clear, the previous results already demonstrated that HRP + Ego4D out-performed the Ego4D baseline by up to 20% (see Fig. 6.6; left), despite being sourced from the same image data. However, it could be that the
### Initialization

<table>
<thead>
<tr>
<th></th>
<th>w/ HRP</th>
<th>MAE Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ego4D</td>
<td>40% ± 15%</td>
<td>15% ± 11%</td>
</tr>
<tr>
<td>ImageNet</td>
<td>40% ± 15%</td>
<td>40% ± 15%</td>
</tr>
</tbody>
</table>

Table 6.3: This table compares Ego4D + HRP and ImageNet + HRP representations against their respective baselines on a stacking w/ distractors task. Here the robot must successfully complete the usual stacking task, when extraneous objects (an orange carrot, and a green bowl) are added to the scene. We find that Ego4D + HRP improved over its baseline on this task, but ImageNet + HRP performed the same as its baseline.

<table>
<thead>
<tr>
<th>Ego4D</th>
<th>ImageNet</th>
<th>CLIP</th>
</tr>
</thead>
<tbody>
<tr>
<td>+ HRP</td>
<td>+ Semantic</td>
<td>+ HRP</td>
</tr>
<tr>
<td>Toasting</td>
<td>83% ± 9%</td>
<td>25% ± 13%</td>
</tr>
<tr>
<td>Pouring</td>
<td>60% ± 11%</td>
<td>30% ± 13.4%</td>
</tr>
<tr>
<td>Stacking</td>
<td>77% ± 10%</td>
<td>30% ± 11%</td>
</tr>
<tr>
<td>Average</td>
<td>73% ± 6%</td>
<td>28% ± 7%</td>
</tr>
</tbody>
</table>

Table 6.4: We create Semantic representations by fine-tuning the Ego4D, ImageNet, and CLIP baselines using a classification loss, instead of HRP’s affordance loss. Note that the exact same Ego4D clips (see Sec. 6.3.2) are used during semantic fine-tuning, thanks to object class labels generated automatically by Detic [266]. The semantic representations were evaluated (using the same BC pipeline) on the Toasting, Pouring, and Stacking tasks, and compared against their HRP counterparts. Success rates (and standard error) are reported above. We find that the affordance supervision provided by HRP is vastly superior to the semantic alternative.

The following section ablates the key components of HRP to evaluate their relative importance. First, we apply HRP to each of the 6 baseline representations again, but this time none of the weights are kept fixed (see Sec. 6.4.2). These representations are fine-tuned on the toasting, stacking, and pouring tasks (front cam), and compared...
against the original HRP representations in Fig. 6.7. Note that fine-tuning all the layers results in a substantial performance hit on average, and this trend is consistent regardless of the base representation! Thus, we conclude fine-tuning only the layer norms when applying HRP is the correct decision.

Next, we ablate each of the affordance losses in Eq. 6.4, by applying HRP three times: once with $\lambda_{\text{act}} = 0$, then with $\lambda_{\text{hand}} = 0$, and finally $\lambda_{\text{obj}} = 0$. This process is repeated using 3 different base models; ImageNet, Ego4D, and VC-1. This creates 9 ablated models (3 losses x 3 initializations) that are compared versus the full HRP models on the toasting, pouring, and stacking tasks. The average results are presented in Fig. 6.8, and the full, per-task breakdown is presented in the Appendix H.5.4. We find that removing the object (Eq. 6.3) and hand (Eq. 6.2) losses uniformly results in significant performance degradation. Meanwhile, the contact loss (Eq. 6.1) only provides a significant boost for the Ego4D base model but does not affect the others. Thus, we conclude that object and hand losses are critical for our method, while the contact loss is more marginal, most likely due to the fact that extraction of contacts is a relatively noisy process.

6.6.5 Novel Distractors During Test-Time

We evaluate the performance of HRP and baseline approaches in OOD settings, by adding extraneous “distractor” objects (an orange carrot and a light green bowl) in the stacking task. The robot must successfully ignore the distractor and complete the task. Results are presented in Table 6.3. We found that both ImageNet + HRP and ImageNet had the same level of robustness to distractors. Meanwhile, Ego4D’s performance dropped substantially, while Ego4D + HRP remained robust. Our hypothesis is that human data by itself does not contain enough information to allow for OOD tasks. However, using HRP allows for more focus on task-relevant features, even when the representation is trained on less diverse data.

6.6.6 Evaluating w/ Diffusion Policy

Finally, we analyze if HRP representations offer improvements when using a radically different imitation learning framework, like diffusion policy [37]. Specifically, we adopt the original U-Net action prediction head and environment setup from Chi et. al. [37], but replace their ResNet visual encoder (inspired from RoboMimic [144]) with our HRP + ImageNet ViT-B model. Then we compare this HRP enhanced diffusion policy implementation, against (diffusion agents which use) both the original ResNet encoder and the baseline ImageNet ViT-B. Results for the (Franka) stacking, pouring, and toasting tasks are presented in Table 6.5. We find that HRP + ImageNet significantly improves over both alternatives (76% for HRP v.s., 56% for Chi et. al.’s implementation [37]), despite using a radically different imitation learning objective/setup! Thus, we conclude that HRP representations can boost performance across different setups.
<table>
<thead>
<tr>
<th></th>
<th>HRP + ImageNet</th>
<th>ImageNet</th>
<th>ResNet [144, 37]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toasting</td>
<td>80% ± 13%</td>
<td>60% ± 16%</td>
<td>55% ± 16%</td>
</tr>
<tr>
<td>Pouring</td>
<td>74% ± 14%</td>
<td>48% ± 16%</td>
<td>38% ± 16%</td>
</tr>
<tr>
<td>Stacking</td>
<td>75% ± 13%</td>
<td>70% ± 15%</td>
<td>50% ± 17%</td>
</tr>
<tr>
<td>Average</td>
<td>76% ± 8%</td>
<td>59% ± 9%</td>
<td>48% ± 9%</td>
</tr>
</tbody>
</table>

Table 6.5: This table tests if HRP representations can boost performance when using a radically different imitation learning framework – namely Diffusion Policy [37]. We evaluate diffusion policies (following the U-Net + state action formula described by Chi et al [37]) on the toasting, pouring, and stacking tasks using 3 different visual encoders: the default ResNet encoder from RoboMimic [144], the ImageNet + MAE baseline, and our HRP + ImageNet features. We find a clear improvement when using HRP weights, which suggests that HRP is applicable to different imitation learning frameworks!

6.7 Discussion

In this chapter, we investigate human affordances as a strong prior for training visual representations. Thus, we present HRP, a semi-supervised pipeline that extracts contact points, hand poses and activate objects from human videos, and use these affordances for fine-tuning representations. HRP improves base model performance drastically, for five different, downstream behavior cloning tasks, across three robot morphologies and three camera views. All components of our approach, including LayerNorm tuning, our three affordances, and our distillation process (from affordance labels to representations) are important for the model’s success. One key limitation of this approach is that it has only been tested on imitation settings in this chapter. In the future, we hope to not only scale this approach to many more tasks and robot morphologies, but also incorporate HRP in other robot learning paradigms such as reinforcement learning or model based control.
Chapter 7

Conclusions and Future Work

This thesis explored 5 distinct strategies for acquiring data-driven robotic controllers from increasingly diverse data sources. First, Chapter 2 demonstrated how a simple behavior cloning loss can learn a complex, one-shot imitation policy, thanks to a high-capacity Transformer neural network architecture. This approach outperformed prior baselines that required significantly more complicated algorithms and network architectures, but was prevented from scaling due to its reliance on expert demonstrations. To solve this issue, Chapter 3 presented a method for acquiring a generalist robotic controller by pre-training across data collected from different labs and institutions. This general controller could be fine-tuned to solve novel tasks in new environments in a more data efficient manner. Many modern robotics projects – like Open-X [40], Octo [156], and DROID [116] – were heavily inspired by this approach. However, robot lab data is still limited in terms of diversity. Thus, the third section of this thesis explored different mechanisms for pre-training effective robotic representations from human data, and transferring them to the robotics regime. Chapter 4 found that self-supervised representations can strongly transfer to downstream robotics tasks, but the effect only materializes when given sufficiently diverse pre-training data (see Chapter 5). Finally, Chapter 6 proposed a semi-supervised fine-tuning method that could boost downstream task performance on 6+ representations, by injecting human affordance priors into the pre-trained representations. Altogether, we found that human data can boost downstream performance on robotic tasks by over 50%, especially in the low (robot) data regime.

7.1 Tips and Tricks for Better Behavior Cloning

In addition to scaling data, this thesis demonstrated how Behavior Cloning [188] (BC) – one of the simplest algorithms for robotic policy learning – can efficiently solve complex manipulation tasks (e.g., toasting in Chap. 5 and dexterous grasping in Chap. 6). These results were built on the back of critical engineering decisions that often go unmentioned in academic writing/research. Thus, this thesis concludes
with an unofficial list of tips and tricks (below) for the benefit of future practitioners. Please note that these tricks are not rigorously proven, but are consistent trends from my experiments/experience. Refer to the code-base from Chap. 5 and Chap. 6, which provides a clean implementation w/ many of these tricks: https://github.com/sudeepdasari/data4robotics.

- **Use a High Capacity Network:** Parameterize the policy with a sufficiently large network. In particular, make sure that enough capacity is allocated to action prediction (not just image processing) – a small action prediction MLP head is often insufficient for multi-modal action prediction (e.g., via diffusion). This lesson holds even in low data regimes ($\leq 100$ demos). For example, Chap. 5 trained successful BC policies by fine-tuning a 90M parameter ViT-B network with 50 demos, and Chap. 6 combined a ViT-B image encoder with a 50M parameter U-Net action head to learn a SOTA diffusion policy with 100 demos.

- **Process Cameras with Separate Encoders:** If the robot has multiple cameras (like a wrist + front camera), use separate encoders weights for each camera during image tokenization. For example, use two separate ResNet-18 (or larger if memory allows) networks to tokenize frames from each camera, before passing the combined features to a transformer for action prediction [260, 156, 37]. This allows the policy to learn separate features for each viewpoint.

- **Train w/ Large Batch Sizes:** Larger batch sizes result in more stable training and (often times) stronger policies. Try to use $B \geq 128$ at minimum, but scaling beyond that (e.g., $B \geq 512$) is advisable for final runs.

- **Predict Longer Action Chunks:** Given an observation $o_t$, predict a chunk of $H$ actions $\{a_t, a_{t+1}, \ldots, a_{t+H}\}$, instead of just the next action $a_{t+1}$. This often results in more stable policy learning, since it allows the network to better model multi-modal action scenarios (like pauses). It also allows for trajectory level smoothing during test time, which can significantly improve performance [260]. If possible, make $H$ large enough to fit 2 seconds of robot action predictions (so $H = 100$ for a 50Hz action space). Feel free to add a loss mask, to accommodate shorter trajectories during training.

- **Fine-Tune the Whole Network:** Avoid freezing parameters during behavior cloning, even when starting from pre-trained features. This is especially important for image encoders, since precise visual localization is required for most manipulation tasks. The effect is often quite significant: e.g., unfreezing parameters can boost performance by over 20%+!

- **Experiment with Velocity and State Actions:** It may be better to predict either velocity or state actions, depending on the exact choice of policy architecture, loss function, and robot platform. It’s best to experiment with both
options, and choose the best. Ideally, your demonstration collection code will automatically collect both types of action labels, to make this switch seamless.

- **Normalize the Action Space:** Be sure to normalize the action space (e.g., via Gaussian whitening, or max/min bounds normalization) based on the action statistics seen in the training demonstrations. This both stabilizes policy learning, and prevents dangerous scenarios during test time (e.g., policy can’t erroneously command large actions).

- **Explicitly Handle Action Multi-Modality:** Explicitly model action multi-modality in your policy architecture – e.g., via action chunking [260] (see above), diffusion [37] (Chap. 6 uses DDIM w/ 100 train iters. and 10 evaluation iters.), and/or mixture model policies [144] (Chap. 5 predicts a Gaussian Mixture Model w/ 5 modes). Failing to do this can result in indecisive and ineffective policies.

- **Carefully Process Proprioception:** Action proprioception can greatly improve policy performance, but naively adding it to the network can result in heavy overfitting. We found that simply adding dropout (w/ \( p = 0.2 \)) to the input signal can solve this issue (see Chap. 5).

- **Collect Diverse Demonstrations:** Repetitive demonstrations provide little value, so ensure that the training demonstrations cover the full range of task scenarios the policy may see during test time. One solution for this is marking each train position (e.g., w/ non-permanent pencil marks), and ensuring that they cover \( \geq 80\% \) of the task workspace.

- **Collect Consistent Demonstrations:** Try to limit action multi-modality, by demonstrating behaviors in a consistent way: e.g., always pick up mug from the handle, grasp objects from the same angle/direction, and avoid pauses. This is especially important in the low-data regime (\( \leq 100 \) demos), since multi-modal distributions are hard to fit with little data.

- **Create a Low-Data Sanity Test:** Use a simple task (like block stacking) for fast policy evaluation in the real world. This will allow for quick iteration and debugging on an actual robot.

- **Leverage Sim for Debugging Only:** Despite the large sim2real evaluation gap (see Chap. 5), it is still possible to detect major breaking bugs with simulators. Use it as a rough sanity check, but do not **evolve** the project based solely on signals from simulation.
7.2 Future Work

Despite the progress made in recent years (by the field and in this thesis), robotic manipulation still remains far from solved. These models still make frequent errors, especially when object and scene details change significantly from the training data distribution. The most straightforward, scalable solution to this problem, is to continue broadening the training data distribution. This would entail both collecting, annotating, and curating more diverse manipulation datasets, and also enabling robots to learn more and more attributes (e.g., where to grasp, what trajectories to take, etc.) directly from human data. This thesis took initial steps in this direction, but it will require a large community-wide effort to fully land this vision.

However, scale is not the only possible solution – it is equally (if not more) important to make the learning process itself more efficient. This could be accomplished by fine-tuning a large model from another domain (e.g., large vision language model), which may have learned general world information and priors, to solve robotics tasks. Another reasonable idea is to inject physics and visual priors into the learning process. For example, the robot could learn 3D aware representations that help it grasp objects more precisely, even as camera views shift and change. Finally, improving the robotic hardware itself, could make learning far faster and more efficient in the long term. This could take the form of adding a second arm and/or utilizing dexterous hands, which could solve more tasks with simpler strategy. One could also integrate tactile signals (like RealSense [20]) into the learning process in order to make fundamental tasks like grasping easier. In the long term, these approaches could help robots solve more compelling tasks, with far less training data.
Chapter H

Appendix

H.1 Transformers for One-Shot Visual Imitation

H.1.1 Baseline Comparisons: Multi-Object Environments

While the prior experiments showed our model could successfully generalize to new task instances, can it also generalize to new tasks including unseen objects? To answer this question the baseline comparisons (described in Section 2.4.2) are repeated in environments with multiple objects. Importantly, the objects used during test time are unseen during training.

**Environment Description:** The *multi-object environment* is cloned from the base environment (presented in Section 2.4.1) and modified to include more objects with different shapes and textures. Note that while object appearance and shape is randomized, dynamical properties - like friction - are kept constant since they cannot be visually judged. The simulator has 30 unique objects, 26 of which are seen during training and 4 are only used during test time.

**Data Collection Process:** To collect train tasks, 4 objects are sampled from the 26 train objects, which results in an environment with 16 tasks. For each task, multiple task instances composed of expert demonstration videos \((v_i)\) and imitator trajectories \((t_i)\) are collected using the same methodology as before (refer to Section 2.4.2 and Section 2.4.1). In total, the train dataset is composed of 1200 tasks (2400 task instances total). Test tasks are also sampled in the same fashion as before, except using the 4 new objects. Our method is able to succeed at the object picking stage of the tasks 50 ± 9.9\% of the time which is ~ 2x better than the best baseline (contextual-LSTM) which only picks 23 ± 8.4\% of the time. Unfortunately, all methods (including ours) often place objects in the wrong bin resulting in final success rates of 23 ± 8.4\% for our method and 22 ± 8.3\% for the best baseline. In practice, this failure mode is easy to rectify since a hard coded policy will always place the object in the right bin. Encouragingly, our policy is best at grasping and picking unseen objects which is the *hardest* part of this task. Nonetheless,
Figure H.1: One hypothesis is that the ablated models fail at test time because they cannot optimize the behavior cloning loss. Comparing train and val loss for models trained on the same data (N=1600) eliminates this possibility.

this failure mode shows more improvements are needed for this method to work in broader settings.

H.1.2 Regularization Effect on Behavior Cloning Loss

While the inverse model regularization term clearly changed test time performance for the better (shown in Section 2.4.4), can this be explained by positive transfer to the behavior cloning task? In other words, it is possible the inverse modelling loss merely prevents over-fitting in the behavior cloning loss, and thus some other regularization term could achieve the same effect.

To test this theory, we plot behavior cloning loss (both training and validation) vs train iteration for both the base model, and ablation models from Section 2.4.4. Note that behavior cloning train performance is nearly identical, whereas final success rates are dramatically different. We believe these facts in tandem confirm that self-supervised inverse modeling forces our representation to capture informa-
tion which is useful for robust test performance, but not necessary to minimize the cloning loss.

**H.1.3 Time-Step Ablation**

Instead of using a context video from the demonstrator agent to infer the task, our model could just use the last frame from the demonstration video. After all, the last frame should uniquely specify which object should go in which bin, and prior work [70] has successfully used goal image conditioning. To test this, we train a version of our model which conditions just on the final frame from the context video, and compare its performance on the benchmarks from Section 2.4.2. This modified model achieves a final success rate of $61 \pm 9.7\%$ which is significantly less than the $88 \pm 5.0\%$ our model (which ingests more frames from context) can achieve. This effect holds even if the base model uses just one extra context frames (i.e. both beginning and end frame). We hypothesize that these frames, while not strictly necessary, help the infer which task it needs to perform, thus resulting in a performance boost.
H.2 RoboNet: Large-Scale Multi-Robot Learning

H.2.1 Action conditioned video-prediction model

Here we give a brief introduction into the visual foresight algorithm used in this chapter, see [67, 62, 60] for a more detailed treatment.

The core of visual foresight is the action conditioned video-prediction model, which is a deterministic variant of the model described in [128]. The model is illustrated in Figure H.2 and implemented as a recurrent neural network using actions $a_{0:T}$, and images $I_{0:T}$ as inputs and outputting future predicted images $\hat{I}_{1:T}$. Instead of using a context of 1 as shown in Figure H.2, a longer context can be used which increases the model’s ability to adapt to environment variation such as held-out view-points. In all experiments in this chapter we used a context of 2 frames. Longer contexts can potentially help the model adapt to unseen conditions in the environment, however, this is left for future work. The RNN is unrolled according to the following equations:

$$\begin{align*}
[h_{t+1}, \hat{F}_{t+1-t}] &= g_{\theta}(a_{t}, h_{t}, I_{t}) \\
\hat{I}_{t+1} &= \hat{F}_{t+1-t} \circ \hat{I}_{t}
\end{align*}$$

(H.1)

(H.2)

Here $g_{\theta}(a_{t}, h_{t}, I_{t})$ is a forward predictor parameterized by $\theta$ and $\hat{F}_{t+1-t}$ is two-dimensional flow field with the same size as the image which is used to transform an image from one time-step into the next via bilinear-sampling.

The architecture of the RNN, which is illustrated in Figure H.3, uses a stack of convolutional LSTMs [243] interleaved with convolution layers, skip connection help the learning process.

Training details For pretraining all models are trained for 160k iterations using a batchsize of 16. For SGD we use the Adam optimizer. Finetuning is carried out for another 150k steps. The learning rate starts at 1e-3 and is annealed linearly to 0 after 200k steps until the end of training.

H.2.2 Sampling-based Planning

In visual foresight tasks are specified in terms of the motion of user-selected pixels. To predict where pixels move in response to a sequence of actions, we define a probability distribution $P_{0}$ over the locations of the designated pixel. At time step 0 this we use a one-hot-distribution with 1 a the user-selected pixel and 0 everywhere else. When then apply the same transformations to these distributions that we also apply to the images. This is summarized in the following equation:

$$\hat{P}_{t+1} = \hat{F}_{t+1-t} \circ \hat{P}_{t}$$

(H.3)

Here $\hat{P}_{t+1}$ denotes the predicted probability distribution of the designated pixel.
The planning cost is computed as the expected distance to the goal pixel position $d_g$ under the predicted distribution $\hat{P}_t$, averaged over time:

$$c = \sum_{t=1,\ldots,T} c_t = \sum_{t=1,\ldots,T} \mathbb{E}_{d_t \sim P_t} \left[ \|\hat{d}_t - d_g\|_2 \right]$$  \hspace{1cm} (H.4)

To find the optimal action sequence we apply the model-predictive path integral (MPPI) [238] algorithm, since this allows us to find good actions sequences more efficiently than random shooting. In the first iteration the actions are sampled from a unit Gaussian, in subsequent iterations the mean action is computed as an
exponential weighted average as follows:

\[ \mu_t = \frac{\sum_{k=0}^{N} e^{-\gamma c_k} a_{k,0:T}}{\sum_{k=0}^{N} e^{-\gamma c_k}} \] (H.5)

Here \( N \) is the number of samples, chosen to be 600. The prediction horizon is 15 steps. We found that a number of 3 MPPI iterations works best in our settings. We apply temporal smoothing to the action samples using a low-pass filter to achieve smoother control and better exploration of the state space.

After finding an action sequence, the first action of this sequence is applied to the robot and the planner is queried again, thus operating in an MPC-like fashion. In order to perform re-planning, it is required to know the current position of the designated pixel. In this work we use a simple method for obtaining an estimate for the designated pixel by using the model’s prediction, i.e. the flow maps from the previous time-step, we call this predictor propagation. While this position estimate is noisy and more complex alternatives, such as hand-engineered trackers or self-supervised registration [60] exist, we opt for the simple approach in this work.

**H.2.3 Data Collection Details**

**State and Action Space** Most of the robots in RoboNet (excluding Google R3 from [66]) employ the same Cartesian end-effector control action space with restricted rotation, and a gripper joint. At each time-step, the state is a \( \mathbb{R}^5 \) vector containing the grippers XYZ position, the gripper’s yaw angle (rest of orientation is locked, with the gripper pointed downwards), and the gripper joint-angle value. The user must specify safety bounds per-robot, which constrain the end-effector to operate within a "safe" region of space at all time-steps. Actions are specified as deltas between the current state and commanded state for the next time-step. Note that the gripper action is binarized to "open" or "close" for simplicity. Actions are blocking with a set time-out, so user defined policies only receive states and calculate actions once the robot has reached (or gotten as close as possible to) the commanded state. There are no "real-time" constraints on the user policy. As a result, the robot must come to a complete stop at each step. While this scheme can easily generalize to new robots, it does impose constraints on the final robot behavior. We hope to relax these constraints in future work.

**Exploration Policy** During data collection, actions are either sampled from a simple diagonal Gaussian with one dimension per action-space dimension, or a more sophisticated distribution that biases the probability of grasping when the gripper is at the table height, increasing the chance that the robot will randomly grasp objects. This primitive is described further below. The variances in the diagonal Gaussians are hand-tuned per robot and differ between different action dimensions. The exact parameters are stored in inside the hdf5-files under the field `policy-description`.
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While using a simple action distribution such as a diagonal Gaussian, the robot arm frequently pushes objects, however the arm quite rarely grasps objects. In order for a learning algorithm such as visual foresight to effectively model grasping, it must have seen a sufficient number of grasps in the dataset. By applying a grasping primitive, such as the one originally introduced in [60], the likelihood for these kinds of events can be increased. The grasping primitive is implemented as a hard-coded rule that closes the gripper when the z-level of the end-effector is less than a certain threshold, and opens the gripper if the arm is lifted above a threshold while not carrying an object.

There are, however, two robots in this dataset which employ significantly different exploration policies. The Google R3 robot samples random pushing motions instead of simply taking random Cartesian motions, and the Fetch robot data only contains random exploration in the x and y dimensions.

**H.2.4 Database Implementation Details**

The database stores every trajectory as a separate entity with a set of attributes that can be filtered. We provide code infrastructure that allows a user to filter certain subsets of attributes for training and testing. The database can be accessed using the Pandas python-API, a popular library for structuring large amounts of data. Data is stored in the widely adopted hdf5-format, and videos are encoded via MP4 for efficiency reasons. New trajectory attributes can be added easily.

**H.2.5 Description of Benchmarking Tasks**

For all control benchmarks we used object relocation tasks from a set of fixed initial positions towards a set of fixed goal positions marked on a table. The experimental setups for each robot are depicted in Figure H.4. After executing the action sequences computed by the algorithm the remaining distance to the goal is measured using a tape, and success is determined by human judges.
H.2.6 Experimental evaluation of adaptation to unseen gripper

We evaluate on a domain where a Sawyer robot is equipped with a new gripper that was not seen in the dataset. We collected 300 new trajectories with a Robotiq 2-finger gripper, which differs significantly in visual appearance and dimensions from the Weiss Robotics gripper used in all other Sawyer trajectories (see Figure 3.2), and used this data to evaluate four different models: zero-shot generalization for a model trained on RoboNet, a model trained only on the new data, a model pre-trained on only the Sawyer data in RoboNet and then finetuned with the new data, and a model pre-trained on all of RoboNet and finetuned with the new data. The results qualitative results of this evaluation are shown in Figure H.5 and the quantitative results are in Table H.1, averaging over 10 trajectories each. The best-performing model in this case is the one that is pretrained on only the Sawyer data, and it attains performance that is comparable to in-domain generalization (see, e.g., the seen viewpoint result in Table 3.2 for a comparison). The model pre-trained on the more diverse RoboNet dataset actually performs worse, likely due to the limited capacity and underfitting issues discussed in Section 3.5.4. However, these results do demonstrate that visual foresight models can adapt to moderate morphological changes using a modest amount of data.

![Figure H.5: Example task of pushing an object with an unseen gripper, in this case the Robotiq gripper.](image)

<table>
<thead>
<tr>
<th></th>
<th>Avg. distance (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>zero-shot</td>
<td>15.5 ± 2.6</td>
</tr>
<tr>
<td>without pretraining</td>
<td>17 ± 1.8</td>
</tr>
<tr>
<td>pretraining on</td>
<td></td>
</tr>
<tr>
<td>Sawyer-only</td>
<td>9.8 ± 2.1</td>
</tr>
<tr>
<td>all of RoboNet</td>
<td>14.7 ± 2.1</td>
</tr>
</tbody>
</table>

Table H.1: Evaluation results for adaptation to Robotiq gripper with the Sawyer arm. The model trained on only Sawyer data performs the best when fine-tuned on 300 trajectories with a Robotiq gripper.
H.3 Manipulate By Seeing: Creating Manipulation Controllers from Pre-Trained Representations

H.3.1 Method Details

In this section, we present more details of our method.

Algorithm  Algorithm 1 provides the pseudo-code of training our method. Algorithm 2 provides the pseudo-code of deploying our method on real robot during test time.

Data Collection Details  Our Robot-Free Data Collection is built around the 19-inch RMS Handi Grip Reacher and Intel RealSense D435 camera to collect visual data. We attach a 3D printed mount above the stick to hold the camera in place. At the base of the reacher-grabber, there is a lever to control the opening and closing of the gripper fingers. To collect demonstrations, a human user uses the setup shown in Fig 4.4 (a) which allows the user to easily push, grab and interact with everyday objects in an intuitive manner. We also use an Intel RealSense T265 camera to track the end-effector position via visual inertial odometry. The demonstrations are represented as a sequence of images $I_t$ with corresponding end-effector positions $P_t$.

Once we have the end-effector pose $P_t$ for every image $I_t$, we extract the relative transformation $T_{t,t+1} = P_t^{-1} \times P_{t+1}$ between consecutive frames and use them as the action for training.

Training Details  Our method is composed of two modules: 1) a pre-trained representation network, $R$, to encode observations, $i_t = R(I_t)$, and enables control via distance learning. 2) a dynamics function $F$, to predict the future state for a possible action $a_t$.

Here we encode the image $I_t$ via a ResNet18 [97] and use a 1-layer projection head to get the visual embedding $i_t \in R^{128}$. For the dynamics function $F(i_t,a_t)$, we use a 3-layer MLP (128 + action dimension to 128 to 128) with ReLU activation. Both modules are trained jointly with $\mathcal{L} = \lambda_d \mathcal{L}_d + \lambda_F \mathcal{L}_F$ where $\lambda_d = \lambda_F = 1$. We use the Adam optimizer [117] for training the network with a batch size of 64 and a learning rate of $10^{-3}$. We train the network for 500 epochs and report the performance.

For each current observation, we randomly sample 4096 actions from training set as negative logits and use the ground truth action as positive logit. For rotation-free tasks, like pushing and stacking, we use only the translation of $T_{t,t+1}$ as the action, such that $a_t \in R^3$. For rotation-heavy tasks, like knob turning, we use both translation and rotation of $T_{t,t+1}$ as the action, such that $a_t \in R^{12}$ (first three rows in the $SE(3)$ homogeneous transformation).
Initialize
R: observation encoder; F: dynamics function
G: gripper action classifier
Input
I_t: current images; I_t+1: current images; I_g: goal images; a_t: current actions; a_r: sampled random actions; g_t: gripper action

Learning Task-Centric Distances
for x in loader: # load a minibatch x with N samples
    i_t = R(x.I_t) # encode current images
    i_t+1 = R(x.I_t+1) # encode next images
    i_g = R(x.I_g) # encode goal images
    i_p = F(i_t, x.a_t) # predict next state
    i_h = F(i_t, x.a_r) # hallucinated next state
    l_pos = cosine_similarity(i_p, i_g) # positive: N*1
    l_neg = cosine_similarity(i_h, i_g) # negative: N*M
    logits = cat([l_pos, l_neg], dim=1) # logits: Nx(1+K)
    labels = zeros(N) # contrastive loss
    loss_dis = CrossEntropyLoss(logits, labels)
    loss_dyn = MSELoss(i_p, i_t+1) # dynamics loss
    loss = loss_dis + loss_dyn
    loss.backward()
    update(R.params, F.params) # Adam update

Learning Binary Gripper Classifier
for x in loader: # load a minibatch x with N samples
    i_t = R(x.I_t) # encode current images
    g = G(i_t) # predict gripper action
    loss = BCELoss(g, x.g_t)
    loss.backward() # Adam update
    update(R.params, F.params)

Algorithm 1: LMLS (Train of Passive Videos)

Initialize
T_0: robot home position; I_0: initial observation
Input
R: observation encoder; F: dynamics function
G: gripper action classifier; I_g: goal; a_r: sampled random actions

While not reach_goal or t < max_step:
    i_h = F(R(I_t), a_r) # hallucinated next state
    distance = -cosine_similarity(i_h, i_g)
    best_action_index = argmin(distance)
    a_t = a_r[best_action_index]
    g = G(I_t) # predict gripper action
    # Send command to robot and get new observation
    T_{t+1}, I_{t+1} = Robot(T_t, a_t, g)

Algorithm 2: LMLS (Test on Robots)

To improve the performance of our networks with limited data, we use the following data augmentations in training: (a) color jittering: randomly adds up to \pm 20\% random noise to the brightness, contrast and saturation of each observation. (b) gray scale: we randomly convert image to grayscale with a probability of 0.05. (c) crop: images are randomly cropped to 224 \times 224 from an original image of size 240 \times 240.
H.3.2 Experiment Details

**Hardware Setup and Control Stack** Our real-world experiments make use of a Franka Panda robot arm with all state logged at 50 Hz. Observations are recorded from an Intel RealSense D435 camera, using RGB-only images at $1280 \times 720$ resolution, logged at 30 Hz. On the robot’s end, we use the same 19-inch RMS Handi Grip Reacher and attach it using metal studs to the robot end effector through a 3D-printed mount. To control the fingers of the tool, we remove the lever at the base of the grip reacher and replace it with a dynamixel XM430-W350-R servo motor.

The learned visual-feedback policy operates at 5 Hz. On a GTX 1080 Ti GPU. The learned action space is a 6 Dof homogeneous transformation, from the previous end-effector pose to the new one. We then calculate the new joint position using inverse kinematics through Mujoco [220]. The joint positions are linearly interpolated from their 5 Hz rate to be 100 Hz setpoints to our joint level controller. The joint positions are then sent to Facebook Polymetis [134] to control the Franka robot.

It worth noticing the learned action space is in camera frame instead of robot frame. Thus, we need to transform the predicted actions $T_{c_{0}c_{1}}$ to robot frame through a fixed homogeneous transformation $T_{cr}$ (Fig H.6).

Using chain rule, we can easily calculate the motion in robot frame ($T_{r_{0}r_{1}}$) as:
\[ T_{rc} = T_{rc} \times T_{c0} \times T_{cr} \]  
\[ = T_{cr}^{-1} \times T_{c0} \times T_{cr} \]

**Baselines**  We compare our method against three SOTA baselines: behavior cloning, implicit behavior cloning, implicit Q-learning. To make the comparisons fair, we parameterize all neural networks with the same R3M representation backbone used by our method, and tune hyper-parameters for best possible performance.

- **Behavior Cloning** [179, 246] (BC): BC learns a policy (via regression) that directly predicts actions from image observations: \[ \min_{\pi} \| \pi(I_t, I_g) - a_t \|_2 \]. This provides a strong comparison point for a whole class of LfD methods that focus on learning motor policies directly (i.e. learn policies that predict actions). Here we encode the image \( I_t \) via a ResNet18 [97] and use a 4-layer multi-layer perceptron [177] to regress the actions (512-256-128-action dimension). The predicted actions are supervised with ground-truth actions via MSELoss. We use the Adam optimizer [117] for training the network with a batch size of 64 and a learning rate of \( 10^{-3} \). We train the network for 200 epochs and report the performance.

- **Implicit Behavior Cloning** [69] (IBC): IBC learns an energy based model that can predict actions during test time via optimization: \( a_t = \arg\min_a E(a, I_t) \). This method is conceptually very similar to behavior cloning, but has the potential to better handle multi-modal action distributions and discontinuous actions. Similarly, we encode the image \( I_t \) via a ResNet18 [97] and use a 1-layer projection head to get the visual embedding \( i_t \in R^{128} \). We also encode the actions with a 3-layer multi-layer perceptron (action dimension to 32 to 64 to 128). For each current observation, we randomly sample 4096 actions \( \hat{a}_j \) from training set as negative logits and use the ground truth action \( a_t \) as positive logit. Both visual encoder and action encoder are trained with NCE loss:

\[
\mathcal{L} = \frac{\exp(cos(i_t, a_t))}{\exp(cos(i_t, a_t)) + \sum_j \exp(cos(i_t, \hat{a}_j))}
\]

We use the Adam optimizer [117] for training the network with a batch size of 64 and a learning rate of \( 10^{-3} \). We train the network for 500 epochs and report the performance.

- **Implicit Q-Learning** [119] (IQL): IQL is an offline-RL baseline that learns a Q function \( Q(s, a) = Q((I_t, I_g), a_t) \), alongside a policy that maximizes it
\( \pi(I_t, I_g) = \text{argmax}_a Q(s, a) \). Note that IQL’s training process require us to annotate our offline trajectories \( D \) with a reward signal \( r_t \) for each time-step. Here we label the trajectories with sparse reward: +1 for end-effector reaching the target object, +2 for reaching the goal state, and +0 for all other states. We use d3rlpy \cite{214} and trained the model for 500k steps.
H.4 An Unbiased Look at Datasets for Visuo-Motor Pre-Training

H.4.1 MAE Hyperparameters

We list key hyperparameters for the MAE training loop in Table H.2. Note that these parameters were employed directly from original MAE paper [94] and are actually shared by relevant robotics baselines [141, 239]. Consistent with the terminology in [94], the employed learning rate is the base learning rate scaled by \( \frac{\text{total batch size}}{256} \). For a head-on comparison with prior work [94, 141], we train the ViT for iterations equivalent of 800 epochs over ImageNet dataset. This rigorous benchmarking took \# GPUs \times \text{wall clock time} \times \# data ablations \:= 64 \times 1.5 \times 12 = 1152 \text{ GPU days}.

H.4.2 BC Hyperparameters

The following section describes the hyperparameters used in our behavior cloning loop. As discussed in Sec. 5.3, the BC policy begins by taking in the image and passing it through the pre-trained encoder to get a representation, \( E(i_t) \). That representation is then concatenated to the joint information to get a policy input, \( x_t = [E(i_t), j_t] \). The policy input is fed through a 2-layer mlp network, with a batchnorm preceding the first layer, ReLU activations [121], and hidden dimensions of [512, 512]. Additionally, we add dropout [211] to the two mlp layers w/ probability \( p = 0.2 \) after the ReLU activations. The result of the top layer is then passed to 2 linear layers, that predict the mean (\( \mu \)), mixing parameters (\( \phi \)), and standard deviation (\( \sigma \)) of a Gaussian Mixture Model (GMM) distribution w/ \( m \) modes:

\[
p(x) = \sum_{i=1}^{m} \phi_i N(x|\mu_i, \sigma_i)
\]

The choice of GMM was based on prior work [144, 172] that showed it could dramatically improve performance. After some tuning, we used \( m = 5 \) on the Robo-Suite tasks (note their benchmark [144] used \( m = 5 \)) and the real world tasks, since it worked best. However, for Franka Kitchen and MetaWorld, we found no significant difference. As a result, we used \( m = 1 \) (i.e. standard Gaussian distribution) for those tasks to maximize comparability with prior benchmarks [141, 86].

The policy was optimized for 50000 iterations using the ADAM optimizer [117], with a learning rate of 0.0001 and a L2 weight decay of 0.0001. In addition, we applied data augmentation (random crops and random blur) to the input image \( i_t \), before passing it \( E \). This was based on recommendations for best practices from Hansen et. al. [92]. The full code for this setup is open-sourced on our website: https://data4robotics.github.io.
<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MAE Pretraining</strong></td>
<td></td>
</tr>
<tr>
<td>optimizer</td>
<td>AdamW [117]</td>
</tr>
<tr>
<td>base learning rate</td>
<td>1e-4</td>
</tr>
<tr>
<td>weight decay</td>
<td>0.05</td>
</tr>
<tr>
<td>optimizer momentum</td>
<td>$\beta_1, \beta_2 = 0.9, 0.95$</td>
</tr>
<tr>
<td>batch size</td>
<td>4096</td>
</tr>
<tr>
<td>learning rate schedule</td>
<td>cosine decay</td>
</tr>
<tr>
<td>total batches or iterations</td>
<td>249600</td>
</tr>
<tr>
<td>warmup iterations</td>
<td>$1/8 \times$ total iterations</td>
</tr>
<tr>
<td>augmentation</td>
<td>RandomResizedCrop</td>
</tr>
<tr>
<td>#GPU</td>
<td>64 V100 (32 gb)</td>
</tr>
<tr>
<td>Wall-clock time</td>
<td>~36 hours</td>
</tr>
<tr>
<td><strong>Encoder ViT Architecture</strong></td>
<td></td>
</tr>
<tr>
<td>#layers</td>
<td>12</td>
</tr>
<tr>
<td>#MHSA heads</td>
<td>12</td>
</tr>
<tr>
<td>hidden dim</td>
<td>768</td>
</tr>
<tr>
<td>class token</td>
<td>yes</td>
</tr>
<tr>
<td>positional encoding</td>
<td>sin cos</td>
</tr>
<tr>
<td><strong>Decoder ViT Architecture</strong></td>
<td></td>
</tr>
<tr>
<td>#layers</td>
<td>8</td>
</tr>
<tr>
<td>#MHSA heads</td>
<td>16</td>
</tr>
<tr>
<td>hidden dim</td>
<td>512</td>
</tr>
<tr>
<td>class token used</td>
<td>yes</td>
</tr>
<tr>
<td>positional encoding</td>
<td>sin cos</td>
</tr>
</tbody>
</table>

Table H.2: Training and architectural hyperparameters for MAE pretraining.

**H.4.3 Task Hyperparameters**

This section describes the hyperparameters made while setting up both sim and real world tasks. All code (for robot/sim environments and BC training) is open sourced: https://data4robotics.github.io.

**Simulation** We evaluate on 5 tasks from *Metaworld* [250] (BinPick, ButtonPress, Hammering, Drawer Opening, and Assembly), 5 tasks from *Franka Kitchen* [86] (Knob Turning, Door Opening, Light Switch, Microwave, and Sliding Door), and 3 tasks from *RoboSuite* [269, 144] (Lift, Can, and Square). These environments are frequently used by the robot learning community, and the exact setups (e.g., camera positioning, object sets, demonstration trajectories, etc.) were directly taken from prior work [141, 154, 144]. As a result, our simulated results should be very accessible.
Table II.3: This table analyzes if Table 5.1’s conclusions apply to different pre-training schemes, or if they are limited to MAE [94]. Specifically, we apply a contrastive visual pre-training algorithm (SimCLR [35]) to 1M images from each of the target datasets. We also add an additional baseline – R3M [154] – that was trained using temporal contrastive learning on Ego4D clips. We evaluate these representations on our 3 real world tasks, and report results as success rates for each task w/ standard error (i.e., Success% ± Std. Err.%). This experiment reveals that the trends do generalize to different pre-training schemes (e.g., vision datasets still stronger than Ego4D), and that the MAE representations are stronger on average.

to the community.

The training demonstrations for these tasks were collected by previous work (CortexBench [141], Relay Policy Learning [86], RoboMimic [144] respectively). We fine-tune on $n = 25$ demos for MetaWorld/Franka Kitchen, and $n = 200$ demos on RoboSuite (again to stay consistent with older papers). Task success is measured by the environments themselves, and we get numbers by estimating success rates empirically using 50 test trajectories. Note that we only evaluate the policy at the end of training (unlike some prior work that evaluated multiple times over the course of training). This was done to ensure the sim evaluation setup matched the real world (i.e. we can’t evaluate real policies multiple times during training).

Real World As discussed in Sec. 5.3, our real world tasks were built using a Franka Panda robot, and we collected 50 demonstrations for each task using a VR tele-op setup. We heavily encourage the reader to get a feel for the training data and tasks by viewing the supplemental video on our website: https://data4robotics.github.io.

The following section expands on our real world task descriptions from Sec. 5.3, and provides some additional details:

- **Block stacking** requires the robot to pick up the red block and place it on the green block. This is the simplest task, since the robot only has to adapt to new object configurations during test time, but it still requires the robot to precisely localize and grasp the (small) red block.

We evaluated agents on this task using 25 test positions for the red/green block. These test positions were kept fixed for all policies to ensure maximum reproducibility.
• **Pouring** requires the robot to lift the cup and pour almonds in the target bowl. During test time the cup and target bowls are both novel objects (unseen during training), and are placed in random locations. Thus, this task forces the robot to generalize to new visual inputs.

We evaluated 3 separate cup/target bowl pairs in 5 positions each (so 15 trials total). Note that none of these objects or positions were seen during test time. Again, the object and position combinations were kept fixed across every model tested.

• **Toasting** is the final task, and it requires the robot to pick up the object, place it in the toaster, and then shut the toaster. During test time, we use a novel object and randomize both the object’s initial pose and the toaster’s initial orientation. This is the most difficult task, since it requires the robot to execute a multi-stage manipulation strategy, while also generalizing to new visual scenarios.

We evaluated 2 target objects pairs and randomized the toaster orientation into 5 separate poses (so 10 trials total). Note that none of these objects or toaster orientations were seen during test time. As before, all the test conditions were shared across all policies.

### H.4.4 Replication with SimCLR

Our results from Sec. 5.4.1 raise questions about several key assumptions in the field. For example, we find that visuo-motor representations learned on the classic ImageNet [53] dataset are stronger than those learned on Ego4D [81] (in-the-wild data) and RoboNet [44] (random robot interactions). But are these trends fundamental to the data, or are they just a quirk of the specific pre-training algorithm/network?

To test this, we repeat the real world evaluation from Table 5.1 using the SimCLR [32] pre-training algorithm and ResNet-18 architecture [97]. As a refresher, SimCLR is a contrastive learning algorithm that optimizes a network \( R \) to “pull together” different views of the same image (i.e., two randomly augmented versions of the same image: \( R(z_i), R(z_i^*) \)) and “push apart” different images from each other \( (R(z_i), R(z_j)) \). This is accomplished with the following loss function, where \( \text{sim}(x, y) = x^T y / (||x|| ||y||) \):

\[
L = -\log \frac{\exp(\text{sim}(R(z_i), R(z_i^*))/\tau)}{\sum_{i \neq j} \exp(\text{sim}(R(z_i), R(z_j))/\tau)}
\]

This SimCLR pre-training scheme is applied to each of the 1M images from our target datasets, using the same hyperparameters from the original paper [35].

We compare the newly trained representations alongside an additional ResNet-18 baseline, R3M [154], which was also trained using contrastive learning applied to Ego4D. The results for real world tasks are presented in Table H.3. Note that the
trends we found in the ViT + MAE evaluations are replicated in these ResNet + SimCLR experiments: the vision datasets – ImageNet/Kinetics/DoH – create stronger visuo-motor features w/ SimCLR compared to Ego4D/RoboNet! We also find that despite additional tuning, which was not given to any other model (including trying the bigger R3M ResNet-34/50 architectures), the R3M baseline struggles heavily on our tasks (especially stacking). Finally, we note that the average performance of MAEs in Table 5.1 is stronger than the SimCLR performance (36% vs. 31%), which further justifies our choice of setup. It is unclear if this is because of the pre-training scheme or architecture choice.

H.4.5 ImageNet Diversity Ablations

One potential hypothesis that would explain our results is that the dataset’s diversity is critical for effective visuo-motor pre-training. This explanation is intuitive, since information compression is the basis of most self-supervised pre-training algorithms – e.g., MAEs [94] are based upon reconstructing a whole image from an encoding calculated from patches of the image. Thus, a cleaner and more diverse data distribution (like curated ImageNet dataset) will make pre-text compression task “harder,” which in turn could result in a stronger, more robust visuo-motor representation.

While this hypothesize is attractive, the main results in this chapter are not able to evaluate its veracity. Thus, we’ve added an additional experiment to try and shed some light on this theory. Specifically, we take two 500K subsets from ImageNet [53] that have varying levels of diversity. The first, IN-500K-500C consists of 500 classes each with 1000 images (500K frames total). The second, IN-500K-1000C uses all 1000 ImageNet classes with 500 images sampled from each (again 500K frames total). Note that these two datasets are the same size, but the second dataset is more diverse (2x more classes)! Thus, if diversity is critical, we should expect the 2nd dataset to perform better even though it’s the same size.

We evaluate these two models on our real world tasks and present the success rates in Table. H.7. Note how the more diverse representation (IN-500K-1000C) performs better on the Pouring and Toasting tasks (w/ equal performance on Stacking), resulting in marginally better performance overall (46% vs 37%). In other words, keeping all else equal a more diverse pre-training set results in a 7% performance boost! While this result isn’t fully definitive, it is an encouraging sign in favor of the diversity hypothesis.

<table>
<thead>
<tr>
<th>Task</th>
<th>IN-500K-500C</th>
<th>IN-500K-1000C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stacking</td>
<td>70%</td>
<td>70%</td>
</tr>
<tr>
<td>Pouring</td>
<td>16%</td>
<td>32%</td>
</tr>
<tr>
<td>Toasting</td>
<td>25%</td>
<td>32%</td>
</tr>
<tr>
<td>Average</td>
<td>37%</td>
<td>46%</td>
</tr>
</tbody>
</table>

Figure H.7: This table compares two representations trained on the same number of frames from ImageNet, but with different diversity levels (500 classes vs 1000). We find that the more diverse image set results in a marginally stronger representation.
H.5 HRP: Human Affordances for Robotic Pre-Training

H.5.1 Robot Controller Details

**Franka**: We use a 7-DOF Franka Emika Panda robot arm with a parallel gripper, operating in delta end-effector action space. We use a VR-based teleoperation system to collect expert demos on Franka.

**xArm**: We use a 6-DOF xArm robot arm with a parallel gripper, operating in absolute end-effector action space. We use an off-the-shelf hand tracking system to collect expert demos on xArm.

**Dexterous Hand**: We use a 6-DOF xArm robot arm with a custom dexterous hand, operating in absolute end-effector space.

For each task, the expert gets to practice for 30 to 60 mins before collecting the demonstrations. We collect 50 expert demonstrations for each of the tasks.

H.5.2 Front Cam: Full Task Performance Breakdown

<table>
<thead>
<tr>
<th>Initial Representation</th>
<th>Method</th>
<th>Toasting</th>
<th>Pouring</th>
<th>Stacking</th>
<th>Avg. (Real)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ego4D</td>
<td>Baseline</td>
<td>0.58</td>
<td>0.36</td>
<td>0.60</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.83</td>
<td>0.69</td>
<td>0.77</td>
<td>0.73</td>
</tr>
<tr>
<td>ImageNet</td>
<td>Baseline</td>
<td>0.53</td>
<td>0.40</td>
<td>0.47</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.75</td>
<td>0.48</td>
<td>0.70</td>
<td>0.64</td>
</tr>
<tr>
<td>CLIP</td>
<td>Baseline</td>
<td>0.28</td>
<td>0.33</td>
<td>0.33</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.50</td>
<td>0.39</td>
<td>0.57</td>
<td>0.48</td>
</tr>
<tr>
<td>DINO</td>
<td>Baseline</td>
<td>0.38</td>
<td>0.32</td>
<td>0.40</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.67</td>
<td>0.57</td>
<td>0.50</td>
<td>0.58</td>
</tr>
<tr>
<td>MVP</td>
<td>Baseline</td>
<td>0.27</td>
<td>0.41</td>
<td>0.47</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.73</td>
<td>0.44</td>
<td>0.63</td>
<td>0.60</td>
</tr>
<tr>
<td>VCI</td>
<td>Baseline</td>
<td>0.52</td>
<td>0.33</td>
<td>0.57</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.83</td>
<td>0.54</td>
<td>0.53</td>
<td>0.57</td>
</tr>
</tbody>
</table>

We observe that HRP (Ours) consistently boosts the performance across all three tasks for the front cam.
H.5.3 Ego Cam: Full Task Performance Breakdown

Table H.5: Ego Cam Performance Breakdown

<table>
<thead>
<tr>
<th>Initial Representation</th>
<th>Method</th>
<th>Toasting</th>
<th>Pouring</th>
<th>Stacking</th>
<th>Avg. (Real)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ego4D</td>
<td>Baseline</td>
<td>0.2</td>
<td>0.12</td>
<td>0.3</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.2</td>
<td>0.22</td>
<td>0.45</td>
<td>0.29</td>
</tr>
<tr>
<td>ImageNet</td>
<td>Baseline</td>
<td>0.3</td>
<td>0.3</td>
<td>0.45</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.6</td>
<td>0.45</td>
<td>0.7</td>
<td>0.59</td>
</tr>
<tr>
<td>CLIP</td>
<td>Baseline</td>
<td>0.2</td>
<td>0</td>
<td>0</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.275</td>
<td>0.02</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>DINO</td>
<td>Baseline</td>
<td>0.35</td>
<td>0.32</td>
<td>0.3</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.45</td>
<td>0.7</td>
<td>0.55</td>
<td>0.57</td>
</tr>
<tr>
<td>MVP</td>
<td>Baseline</td>
<td>0.175</td>
<td>0.32</td>
<td>0.45</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.3</td>
<td>0.4</td>
<td>0.65</td>
<td>0.45</td>
</tr>
<tr>
<td>VC1</td>
<td>Baseline</td>
<td>0.5</td>
<td>0.28</td>
<td>0.4</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.55</td>
<td>0.6</td>
<td>0.65</td>
<td>0.6</td>
</tr>
</tbody>
</table>

We also find that HRP (Ours) consistently boosts the performance across all three tasks for the ego camera.

H.5.4 Ablation Breakdown

Table H.6: Fine-Tuning Ablation Breakdown

<table>
<thead>
<tr>
<th>Initial Representation</th>
<th>Finetuning Scheme</th>
<th>Toasting</th>
<th>Pouring</th>
<th>Stacking</th>
<th>Avg. (Real)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ego4D</td>
<td>All Weights</td>
<td>0.92</td>
<td>0.51</td>
<td>0.77</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>LayerNorm (Ours)</td>
<td>0.56</td>
<td>0.60</td>
<td>0.77</td>
<td>0.73</td>
</tr>
<tr>
<td>ImageNet</td>
<td>All Weights</td>
<td>0.82</td>
<td>0.34</td>
<td>0.63</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>LayerNorm (Ours)</td>
<td>0.75</td>
<td>0.48</td>
<td>0.70</td>
<td>0.64</td>
</tr>
<tr>
<td>CLIP</td>
<td>All Weights</td>
<td>0.23</td>
<td>0.27</td>
<td>0.43</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>LayerNorm (Ours)</td>
<td>0.50</td>
<td>0.39</td>
<td>0.57</td>
<td>0.48</td>
</tr>
<tr>
<td>DINO</td>
<td>All Weights</td>
<td>0.57</td>
<td>0.39</td>
<td>0.60</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>LayerNorm (Ours)</td>
<td>0.47</td>
<td>0.57</td>
<td>0.50</td>
<td>0.68</td>
</tr>
<tr>
<td>MVP</td>
<td>All Weights</td>
<td>0.45</td>
<td>0.39</td>
<td>0.47</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td>LayerNorm (Ours)</td>
<td>0.73</td>
<td>0.44</td>
<td>0.60</td>
<td>0.60</td>
</tr>
<tr>
<td>VC1</td>
<td>All Weights</td>
<td>0.52</td>
<td>0.41</td>
<td>0.67</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td>LayerNorm (Ours)</td>
<td>0.83</td>
<td>0.34</td>
<td>0.53</td>
<td>0.57</td>
</tr>
</tbody>
</table>

Table H.7: Loss Ablation Performance Breakdown

<table>
<thead>
<tr>
<th>Initial Representation</th>
<th>Condition</th>
<th>Toasting</th>
<th>Pouring</th>
<th>Stacking</th>
<th>Avg. (Real)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ego4D</td>
<td>No Contact</td>
<td>0.65</td>
<td>0.34</td>
<td>0.5</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>No Object</td>
<td>0.425</td>
<td>0.42</td>
<td>0.3</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td>No Hand</td>
<td>0.625</td>
<td>0.48</td>
<td>0.4</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.9</td>
<td>0.66</td>
<td>0.75</td>
<td>0.77</td>
</tr>
<tr>
<td>ImageNet</td>
<td>No Contact</td>
<td>0.625</td>
<td>0.64</td>
<td>0.7</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>No Object</td>
<td>0.525</td>
<td>0.52</td>
<td>0.55</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>No Hand</td>
<td>0.525</td>
<td>0.3</td>
<td>0.7</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.8</td>
<td>0.62</td>
<td>0.7</td>
<td>0.71</td>
</tr>
<tr>
<td>VC-1</td>
<td>No Contact</td>
<td>0.625</td>
<td>0.48</td>
<td>0.75</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>No Object</td>
<td>0.225</td>
<td>0.38</td>
<td>0.65</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>No Hand</td>
<td>0.5</td>
<td>0.44</td>
<td>0.4</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.525</td>
<td>0.44</td>
<td>0.8</td>
<td>0.59</td>
</tr>
</tbody>
</table>
Note: do not compare numbers between Table H.7 and the other tables. The loss ablation experiments were run on a separate day, so all numbers were re-ran on that day. This was done to ensure a proper A/B comparison between the all methods in this table.

H.5.5 Loss Weighting Sweep

We swept through a range of weights for each of the losses to narrow down on a particular set of loss weights for HRP (presented in Table H.8). These were based relative orders of magnitude of the ground truth labels in the dataset. We empirically saw that increasing the loss weights more than 0.5 negatively affected performance and led to collapse.

Table H.8: We present the different affordance loss weights we ran sweeps on.

<table>
<thead>
<tr>
<th>Exp</th>
<th>Loss Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>HRP</td>
<td>$\lambda_{obj} = 0.05, \lambda_{ct} = 0.005, \lambda_{hand} = 0.5$</td>
</tr>
<tr>
<td>Drop Contact Only</td>
<td>$\lambda_{obj} = 0.05, \lambda_{ct} = 0, \lambda_{hand} = 0.5$</td>
</tr>
<tr>
<td>Drop Object Only</td>
<td>$\lambda_{obj} = 0, \lambda_{ct} = 0.005, \lambda_{hand} = 0.5$</td>
</tr>
<tr>
<td>Drop Hand Only</td>
<td>$\lambda_{obj} = 0.05, \lambda_{ct} = 0.005, \lambda_{hand} = 0$</td>
</tr>
</tbody>
</table>

H.5.6 Data Pipeline Description

To obtain human data, we first extract video clips from Ego4D [81]. Our dataset contains approximately 1200 videos. Each video is broken down semantically into smaller, by human annotators (as a part of the Ego4D). Our clips are between 1 and 30 seconds. For a given clip, we pass every frame through the 100 DOH model [197], which gives us hand object contact information. These are $\{h_l, h_r, o_l, o_r, c_l, c_r\}$. $h$ are the hand bounding boxes, $o$ are the object bounding boxes (which are in contact with the hand). $c$ are contact variable (i.e. fixed, portable, self or no contact). We only look at contacts with fixed and portable. $r$ or $l$ represent left or right hand. Active object and hand trajectories used for our representations are directly used. For contact points, it is assumed that at the start of the clip there is no contact, from where we find the frame of first contact $t$. Since per-frame predictions are noisy, we run a filter [185] over the predictions. From the contact frame, we obtain the hand bounding box $h$ and object bounding $o$. Contact points are computed in the intersection of $h$ and $o$, and the exterior of the hand. This exterior is obtained via skin segmentation (similar to [13, 135]). These contacts can then be projected to previous frames in the clips by the homography matrix $H_t$ obtained via SIFT features.
H.5.7 Behavior Cloning Hyper-Parameters

We list the hyper-parameters that we used for policy training using behavior-cloning in this section. As shown in Figure 6.4, we pass an image through the learned HRP visual representation to obtain a 768 dimensional latent vector. This latent vector is passed through a two-layer MLP with (512, 512) hidden layer dimensions. To the output of the MLP we apply RELU activation along with dropout regularization with prob=0.2 to estimate the mean ($\mu$), the mixing parameters ($\phi$), and the standard deviation ($\sigma$) of a Gaussian Mixture Model (GMM) distribution with 5 modes.

We choose GMM model based on prior work [144] that showed its crucial role in increasing BC performance. We use ADAM optimizer [117] with the learning rate set to 1e-4, l2 weight decay also set to 1e-4. We train policy for 50K iterations. We also apply data augmentation (random crop and random blur) for the input images. We use the same set of hyper-parameters for both the real-world and the simulation tasks.

H.5.8 Simulation Results

Table H.9: Sim Performance

<table>
<thead>
<tr>
<th>Initial Representation</th>
<th>Method</th>
<th>MetaWorld Avg Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ego4D</td>
<td>Baseline</td>
<td>0.656</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.580</td>
</tr>
<tr>
<td>ImageNet</td>
<td>Baseline</td>
<td>0.556</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.664</td>
</tr>
<tr>
<td>CLIP</td>
<td>Baseline</td>
<td>0.444</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.408</td>
</tr>
<tr>
<td>DINO</td>
<td>Baseline</td>
<td>0.660</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.664</td>
</tr>
<tr>
<td>MVP</td>
<td>Baseline</td>
<td>0.592</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.640</td>
</tr>
<tr>
<td>VC1</td>
<td>Baseline</td>
<td>0.576</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.648</td>
</tr>
</tbody>
</table>

For simulation tasks, we choose 5 tasks from the Metaworld [250] benchmark namely: BinPick, ButtonPress, Hammering, Drawer Opening, and Assembly. This benchmark is extensively used by the robot learning community. We used the same camera viewpoint, object sets, and expert demonstrations as used by prior work [141]. We report the average performance on all 5 tasks in table H.9.

H.5.9 Evaluation

For each task, we run around 50 trials (per model), at various initial poses (for objects) and with different variations in objects. In every task, about half the
trials are from the training distribution and half are from test. The differences in objects include: different colors, shapes, even semantic differences: for example in the toasting task, plush toys were tested on instead of the vegetables used to train. Cups or bowls tested, instead of mugs that were used to train the pouring task, etc.

Lighting is not controlled between train and test. We did try to run all baselines and methods as closely together as possible to avoid any confounding factors: i.e. for every trial, we ran all the baselines and our method together. Across trials, we allowed for variation in lighting conditions.

The results presented in this chapter are the average of the successes, on a scale from 0 to 1. We present the criteria for success in each task:

- **Stacking**: 1 if the robot correctly picks and stacks the red block, and 0.5 if the red block is unstably placed on the green block.
- **Pouring**: The fraction of candies, out of 5, successfully poured (e.g., 2/5 candies poured $\rightarrow 0.4$ success).
- **Toasting**: 1 if the whole task is completed, and 0.5 successful if the robot only successfully places the object.
- **Pot on Stove**: 1 if the food is correctly placed in the pot.
- **Hand Lift Cup**: 1 if the cup is stably grasped and picked.

We also compute the standard error for these trials and show that as our confidence in Tables 1-3, and as an error bar in Figures 5-7.
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