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Abstract

Advancements in robot capabilities are often achieved through integrating
more hardware components. These hardware additions often lead to
systems with high power consumption, fragility, and difficulties in control
and maintenance. However, is this approach the only path to enhancing
robot functionality?

In this thesis, I introduce the PuzzleBots, a modular multi-robot system
with passive mechanisms. Leveraging the inherent agility of individual
locomotion, robots can collaborate to assemble into functional structures,
reconfigure, and adapt to different environments. We show that we can
enhance the physical capabilities of robot systems without significantly
complicating the hardware design. We first utilize the environment’s
structural features and forces. By using gravity as an activation force,
we can implement passive mechanisms as connections between robots,
without the need for additional power. By incorporating compliance
within the robot assembly to improve traction, coupled robots can navigate
challenging terrains more effectively. We then introduce our modular multi-
robot systems, where the collective performance surpasses the capabilities
of any single robot. By employing gravity as an activation force, we utilize
passive mechanisms as connections between robots, without the need for
additional power. Furthermore, we incorporate compliance within the
robot assembly to improve traction, enabling coupled robots to navigate
challenging terrains more effectively. We also utilize heterogeneity by
combining different types of robots, where each one of them has its own
strengths and weaknesses. Thirdly, we present our distributed model
predictive control framework, which facilitates precise, real-time control
over this highly constrained multi-robot system.

In summary, by utilizing the environment, coordinating an assembly of
multiple robots, and controlling them efficiently, we can improve robot
capabilities without complicating the hardware. We show the potential for
simpler and more sustainable robot designs by showcasing the effectiveness
of the PuzzleBot system, which uses fewer active components. I hope to
encourage future works about the use of passive mechanisms and simple
shapes to create efficient and functional robots.
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Chapter 1

Introduction

Commercial robotics has made significant advancements in both capabilities and

agility. For instance, we now have quadrupeds adeptly navigating unstructured

terrains and humanoid robots performing backflips. Specialized robotic platforms,

with different locomotion techniques and unique morphologies, unlock new capabilities

that traditionally designed robots are incapable of. This enhancement in mobility

and flexibility is frequently realized by introducing additional degrees of freedom

to the system, necessitating the incorporation of extra actuators. Nevertheless,

such novel mechanisms are challenging to model and control due to their distinctive

dynamics, actuation and localization noise, or inherent under-actuation. While precise

actuators and sensors with high frequency and resolution can reduce the uncertainties

in controlling the system, they come at a significant energy cost that may not be

necessary. For example, to achieve agile motion and superior perception capability,

we can build robots with 500 Hz motors covered with full-body cameras, but do we

really need this for our applications?

Our goal is to design energy-efficient novel robotic systems and develop robust

control and planning strategies to react and interact with challenging and dynamic

environments. This thesis demonstrates one step towards this goal through a reconfig-

urable robotic swarm system, the PuzzleBots. Inspired by the cooperative abilities of

ants to form functional structures in complex environments, I have designed the first

passive coupling in modular multi-robot systems and developed control frameworks

for the self-assembly of functional structures in response to environments. Such struc-
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1. Introduction

tures can form bridges across gaps, traverse unstructured and challenging terrains,

and perform collective tasks, powered solely by individual locomotion. Applications

include disaster response, exploration in energy-constrained environments, and collab-

orative transport. However, creating dynamic, energy-efficient, and robust functional

structures like those observed in natural systems remains challenging for robots. To

facilitate these behaviors, I also developed scalable real-time control frameworks

for our multi-robot system. The works spanned electronics and mechanical design,

controller development, simulation modeling based on hardware experiments, and

implementation on the actual robot hardware system.

Existing modular robot platforms that employ dynamic coupling and decoupling

methods focus mainly on the coupling mechanism itself. These existing magnetic or

active mechanical structures suffer from high energy consumption, limited mobility,

and lack of flexibility in the assembly structure. Instead, the Puzzlebots utilize the

power and agility from locomotion, supplemented by environmental energy sources

such as gravity. This unique strategy facilitates formation without the need for

additional power or electronics. Modeling and controlling passive structures pose

considerable challenges, primarily due to their inherent compliance and the lack

of direct access to states. The complexity escalates significantly in multi-robot

systems, where the states and action space grow exponentially with the number of

robots and inter-robot constraints. In this thesis, these challenges were successfully

addressed, leading to the development of large-scale autonomous robot swarms.

The system exhibits the capability to form dynamic assemblies, adapt and conform

to environmental structures, and execute collective tasks with high efficiency and

precision.

Power-efficient Passive Coupling Mechanism

Despite the wide use of magnets in facilitating coupling behaviors between robots,

the robust load-bearing capability demanded by magnetic forces requires significant

energy input. Similar limitations hold for active mechanical coupling mechanisms

despite their relatively complicated design. Moreover, many modular robots often

compromise their independent mobility to accommodate these coupling mechanisms.

Passive coupling mechanisms, on the other hand, do not require additional power

2
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to maintain the coupling status between robots. The connection between robots

is formed utilizing the individual mobility of each robot module, which is notably

underexplored in prior research. In our initial work [75], I designed a modular mobile

robot system, the PuzzleBots, with a fully passive coupling mechanism, enabling

the robots to couple and decouple dynamically with locomotion from the wheels.

To the best of our knowledge, it is the first fully passive coupling mechanism on

modular robots without magnets, enabling robots to couple and decouple dynamically.

I also utilized redundancy in connections to provide additional robustness against

environment disturbances [76]. A robot coupled on the side to lock the connection

gives robustness and high rigidity for an assembled line configuration, which is

essential for a functional structure such as a bridge. By utilizing the inherent agility

provided by the robot locomotion itself, robots can form configurations with different

morphologies without compromising the power allocated to mobility. I have shown

that our modular system can form a chain-like or mesh-like bridge across a gap larger

than the body length of a robot, and flexibly decouple to autonomously navigate the

environment.

Real-Time Control for Constrained Multi-Robot Systems

The assembled structure of a multi-robot system unlocks unique capabilities beyond

a single robot. Nevertheless, controlling a custom robot platform is challenging

due to the uncertainty in localization and actuation. These complexities are further

compounded on physically coupled robots due to the unmodeled contact dynamics and

constraints. Operating such systems in real-time within unstructured environments

further complicates the task. In our previous works [36, 74], we introduced a quadratic

programming (QP) based approach that formulated connectivity as linear constraints.

This approach was scalable to a large number of robots, enabling real-time operations

and adaptability in diverse environments. In our subsequent work [76] for the

PuzzleBots, I introduced a heterogeneous system of robots with varying levels of

agility and ground traction. The unified framework of the connection-pair oriented

configuration control algorithm is designed to model coupling geometry and status. I

incorporated the physical coupling of connection pairs into the linear constraints of

the QP-based controller. This approach allowed for real-time operations and efficient
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responses to environmental structures. This reactive controller also further explored

the agility of each individual robot and gave it further flexibility in changing the

rigidity of the connected assembly.

Flexible Assembly and Environment Adaptation

Although PuzzleBots in [76] possess the ability to dynamically configure into various

assemblies, the resultant structure remains rigid after the formation. While this proves

advantageous for load-bearing applications over gaps, it constrains their mobility and

renders them ineffective on different types of terrains. To broaden their adaptability to

diverse landscapes, such as uneven terrains and areas with varying height drops, I have

devised a flexible soft anchor connection mechanism [77]. The assembled structure is

flexible enough to form curved configurations compliant with environment structures

and rigid bridges across gaps. This soft coupling mechanism extends compliance

beyond two-dimensional planar motion, which significantly enhances the adaptability

of the PuzzleBots. However, the inherent complexity of soft mechanisms poses

challenges in accurate modeling and precise control. To address these challenges,

I iterated the design and control process by developing a simulation of the soft

anchor model. I relaxed the previous restrictive constraints in [76] based on the data

collected from hardware experiments, and incorporated the soft connection into linear

constraints with a Model Predictive Control (MPC) framework. This enabled fast

computation and yielded more optimal control inputs for our densely constrained non-

holonomic multi-robot systems. We further developed a distributed MPC framework

[56, 78] for real-time scalable computation. We show that the inherited compliance

within a soft assembly of multiple robots provides increased traction. Multiple robots

can traverse challenging terrains that a single robot is not capable of.
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Chapter 2

PuzzleBots: Physical Coupling in

Robot Swarms

2.1 Introduction

Collaborative swarm behaviors have been widely observed in nature. Ants have

shown the ability to create functional structures like bridges by joining together and

collaboratively performing tasks in a complex environment [17, 45]. Robots face

similar challenges when they operate in uncertain environmental conditions. For

instance, gaps and holes may block the navigation of robots, particularly those having

small characteristic lengths. In such scenarios, the ability of robots can be extended

using physical coupling to form a functional swarm system and continue performing

the designated tasks.

Large groups of robots have been shown to improve the efficiency and robustness

of task performances [36, 41, 44]. It has also been shown that physically coupled

structures of modular robots [14, 71] can navigate in confined spaces and go over

small gaps. In modular robots whose modules are initially coupled [71, 79], each

module has limited capability to navigate around the environment. Compared to a

multi-robot system where there is no physical connection between robots, coupled

modular robots are also less robust to module failure, meaning that if one of the

modules fails during execution, the entire system may be at risk. Most modular
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Figure 2.1: Three robots collaborate to cross a gap between two platforms.

robots address this issue by adding complicated coupling mechanisms [48, 65] that

consumes additional power, which is already limited on a small module.

Based on the above limitations, our goal with the PuzzleBots system is to build

a robotic swarms system where 1) individual robots can dynamically couple and

decouple with each other, 2) the coupling mechanism consumes minimum energy so

that the main tasks of each robot are not influenced, 3) there is sufficient mobility and

controllability of each individual robot to navigate within the environment, and 4) the

fabrication of the robot is easy and cost is low so that it is possible to manufacture

robots in larger quantity as a swarm system, even outside of the lab environment, i.e.

at the task site. We will study the coupling mechanism based on passive connections

- no additional components or power involved to perform the coupling behavior. To

the best of our knowledge, this is the first work that utilizes passive connections,

instead of active connections [14, 48, 49, 65], to form functional structures without

sacrificing the mobility of each robot and minimizing energy consumption of coupling

mechanism.

The outline of the paper is as follows. In Section 2.2, we give an overview of the

related works in robotic swarm systems and modular robots. Section 2.3 presents the

detailed methods of our hardware and software platforms, including the mechanical

design of the coupling mechanism, electronics of PuzzleBot, and the controller of the

robots. In Section 2.4, we present experiments of characterizing the knobs for coupling

and the results of the coupled-system performing gap-crossing motility. Finally, in

Section 2.5, we conclude our results and discuss future work.
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2.2 Related Works

Robotics systems that involve interaction between multiple robots are able to demon-

strate broad, dynamic, and collective behaviors [5, 16, 44, 51, 52, 73]. Control

algorithms have been extensively studied in swarm systems where robots do not

physically interact with each other [5, 7, 41, 44, 52]. Robotic systems that actively

leverage physical connections between robots lie mostly within the domain of modular

self-reconfigurable robots [80]. Modular robots have shown exceptional performance in

their flexibility and versatility to self-reconfigure for different tasks [47, 79]. Modular

robots can be classified into two groups by the connection types between the modules.

In the first group, robotic modules are connected throughout their execution, and the

research focuses on controlling the configuration of the modules with respect to each

other [71]. Since the connection is not detachable, the flexibility of this group of robots

is limited to a single connected component, and they are not resilient to module

failures during execution. The other group includes the ATRON [23], M-TRAN

III [26], SlimeBot [57], Lily [19], M-blocks [49], SMORES [65], FreeBot[28], and

Swarm-bot [18] in which robotic modules can couple and decouple during execution.

The Lily robots rely on external actuation from the fluid to connect with each other.

ATRON, M-TRAN III and M-blocks do not require external actuation and flexibly

connect with other modules using magnetic forces. Each module with the ATRON

and M-TRAN III systems has limited mobility on their own. While the M-blocks

modules can move by flipping along one of their axes, mobility of individual modules

are limited compared with a standard wheeled robots, for example [44]. SlimeBot,

SMORES, FreeBot, and Swarm-bot modules are able to move around the environ-

ment independently. The SlimeBots connections are loosely couple and the main

purpose is to communicate between robots, thus cannot bear any load. SMORES and

FreeBot utilize magnetic forces for connection. The SMORES connection can bear

the load of six robots. However, if the modules are misaligned, it can only support

the weight of one module. Electromagnetic connections may also consumes high

power [28] with high loads. Permanent magnets do not consumer power, but will

require additional power when separating the magnets. Swarm-bot has independent

grippers and complex connection mechanism, thus may not be able to carry load

multiple times of its weight. Our proposed system aims to overcome the challenges of
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the above examples; it consists of individual low-cost robots that can perform as a

swarm system while having the capability to physically couple with each other.

2.3 Methods

The goal of PuzzleBots robotic swarm system is to demonstrate inter-robot collabo-

ration by physically coupling with each other to form flexible, functional structures

using a large number of robots. Therefore, the design considerations are as follows:

• Each robot is equipped with a coupling mechanism that enables dynamic

coupling and decoupling behaviors with multiple robots.

• To accommodate each robot’s task performance, the coupling mechanism should

consume minimum energy during execution.

• Sufficient mobility and controllability are required so that each robot can

navigate and complete tasks in the environment on its own.

• To make it financially viable to build a system with a large number of robots,

the cost of each robot should be kept as low as possible.

This section will introduce our first design of the PuzzleBots prototype that fulfills

the requirements mentioned above.

2.3.1 Robot Design

Figure 2.2 shows our first generation of PuzzleBots. Each robot weighs 62 g, including

battery and four motion trackers to be used in the Vicon motion-tracking System1.

A robot can carry a weight of 400 g, more than six times its own weight. Robots

are equipped with on-board power, actuation, communication, and computation

components. The coupling mechanism is inspired by the jigsaw puzzle. The body

of the robot is 3D printed with thermoplastic polyurethane (TPU), consisting of

eight knobs and holes equally distributed along the four sides of the robot, as shown

in Figure 2.3. There are two hooks on the outer side of each knob, one on the top

and one on the bottom. Detailed explanation about the working principle will be

provided in Section 2.3.2. Each robot is 50 mm in width, 50 mm in depth, and 35

1https://www.vicon.com/
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Figure 2.2: A PuzzleBot with motion trackers in Vicon system. The xyz axis of the
robot body frame points front, left, and up, correspondingly.

Figure 2.3: Design of the assembled robot. Each side of the robot body consists of
two knobs and holes. There are hooks on top and bottom of each knob.

Figure 2.4: An exploded view of the PuzzleBot with mechanical and electrical parts.
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Figure 2.5: Coupling mechanism between two robots (white and purple): The initial
state where two robots are separated from each other.

mm in height, excluding the knobs. The mechanical and electrical components are

placed inside the robot as seen in Figure 2.4, where each component will be explained

in Section 2.3.3 and Section 2.3.4.

As cost and time play vital roles in building systems with a large number of

robots. We limit the cost by choosing commercially available parts. Each robot costs

around US$33.8, including - printing cost of the body (US$3), CR2 battery (US$2.45),
two DC motors (US$3.64 each), ESP8266 WiFi Module (US$6.95), gears and rods

(US$1.6), double-sided circuit board (US$5.7), and all other on-board electronics

(approximate US$6.8). Prices of small parts are computed based on purchasing

quantity of 10-15 since purchasing in bulk may reduce the price. The time for 3D

printing a robot chassis takes 4 hours and the assembly time for each robot takes

approximately 30 minutes.

2.3.2 Coupling Mechanism Design

The body of each robot is 3D printed with NinjaFlex Cheetah TPU with Tensile

Modulus 26Mpa. The knobs and holes shown in Figure 2.3 are printed with the body

as a single structure. The coupling mechanism works as the knobs on one piece can

fit in the hole of the other puzzle piece. Similarly, the knobs on the robot body are

designed to fit in the hole of other robots. As shown in Figure 2.5, initially, the two

robots are separated from each other. The figures are zoomed in to focus on the
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Figure 2.6: The purple robot can insert its knobs into the holes of the white robot
without additional force.

Figure 2.7: When the purple robot tilts with gravity when it is coming to a gap, the
coupling mechanism is activated with hooks on the knobs blocking the movement.
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coupling mechanism for clarification. We are assuming that the two robots are on a

flat surface so that the knobs and holes are aligned in the vertical direction. Two

robots can move towards each other, as shown in Figure 2.6. Since the maximum

height of the knob, including the top and bottom hooks, is less than the height of the

hole, ideally, one robot can slide its knobs into the other robot without any additional

force. During manufacturing, the flexible TPU material is used to provide a tight

fit between the holes and knobs. As robots move towards a gap, the robot that first

leaves the platform will tilt due to gravitational force, resulting in the configuration

shown in Figure 2.7. Both friction and the top and bottom hooks will block the

movement of the robot falling down the gap. This enables the robots to keep moving

to cross the gap towards the other platform, forming a bridge during the process.

The coupling process itself, where knobs are inserted into the holes, does not

consume any extra energy other than the energy needed for actuating the robot

movement. With this passive coupling mechanism, we can minimize the energy

used for coupling compared with other active methods to maximize individual task

performances. The connection, once the knobs are fully inserted, are able to hold

the weight of 389 robots. The characterization of the knobs used for coupling will be

discussed in Section 2.4.1.

2.3.3 Electronics

The electronics design accommodates the requirements introduced in Section 2.3.1

of on-board power, actuation, communication, and computation. As shown in

Figure ??, the circuit board is printed double-sided with a WiFi module, on-off

switch, programming pins on the top, and all other components on the bottom. The

whole circuit is powered by a 3V CR2 battery, with a capacity of 850mAh. The

battery is available in both rechargeable and non-rechargeable versions. We are using

the non-rechargeable ones in the paper for simplicity. The microcontroller unit (MCU)

is an 8-bits ATMega328P that operates between 1.8V to 5.5V with an 8M oscillator.

It consists of six Pulse-width modulation (PWM) channels, which is convenient to

control the motors. The robot communicates with an external computer via the

ESP8266 WiFi module. ESP8266 is a low-cost, open-source, small (14.4× 24.7 mm)

WiFi module that supports standard TCP/IP protocol and 2.4GHz WiFi connection
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Figure 2.8: Top view of the circuit board: 1) WiFi module ESP8266, 2) Programming
pins.

while consumes 215 mA current with maximum usage. The integrated AT command

interface enables easy communication with the microcontroller. Officially it operates

at 3.3V, however with our experiments, it is able to operate normally with voltage

as low as 2.8V, thus fitting in our system with the 3V battery supply. The DC

motors operate at a voltage from 1V to 4V. These motors can provide a torque of

0.9 mNm with 370 mA current. We can control the velocity of the motor via PWM.

The DRV8833 dual H-bridge is a motor driver that has four PWM inputs and four

outputs. Each of the PWM inputs is connected with the corresponding MCU PWM

output pins, and the four outputs are connected with the two motors (two inputs on

each motor). This enables us to control the direction of the current going through the

motor, enabling the motors to rotate forward and backward. The DRV8833 operates

between 2.7V to 10.8V, with a peak current of 1A per H-bridge.

2.3.4 Mechanical Structures and Controls

We are able to control the velocity of the left and right sets of gears by providing

pulse-width modulation (PWM) signals to the two motors. In this section, we will

present the methods of controlling the velocity of the robots within our designed

mechanical structures.

As shown in Figure 2.10, each motor controls one side of the gear sets. The gear

g1 is attached to the motor. The gears g2 and g3 form a set of double reduction gears.

The two side gears are identical, both referred to as g4; they also serve as wheels

13



2. PuzzleBots: Physical Coupling in Robot Swarms

Figure 2.9: Bottom view of the circuit board: 3) Microcontroller unit ATMega328P,
4) DC Motors, 5) CR2 battery, 6) DRV8833 dual H-bridge motor driver, 7) 8M
oscillator.

for the robot. This enables larger friction between the ground, and also simplifies

the design. We denote the linear velocity of gear gi, i = {1, 2, 3, 4}, as vi, angular
velocity as ωi, the number of teeth as zi, and reference diameter as di. All gears have

the same module coefficient M = di
zi
. With the configuration in Figure 2.10, we have

v1 = v2, ω2 = ω3, v3 = v4, and
vi
ωi

= di
2
. Since PWM signal controls the angular

velocity of the motor ω1, v4 = ω1M
z1z3
2z2

.

Two side gears on each side are identical, and each side is controlled by an

individual motor. For simplicity, we model our robot as a differential drive model.

Recall that in Figure 2.2, the forward direction of the robot is aligned with x axis.

Thus, we provide forward velocity vx and angular velocity ω via WiFi to the robot.

With differential drive model, we are able to calculate the velocity needed on the left

vl and right vr as [27]

vr =
2vx + ωL

2R
, vl =

2vx − ωL

2R
(2.1)

where L is the length between the wheels and R is the radius of the wheels, i.e. gear

g4. The output PWM signal from the MCU controls the rotational speed of each

individual motor denoting as ωr on the right and ωl on the left. By combining the

equations of the gear sets and the differential drive, we have

ωr =
z2(2vx + ωL)

Mz1z3R
, ωl =

z2(2vx − ωL)

Mz1z3R
(2.2)
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Figure 2.10: Side view of the robot with double reduction gear. The first pair consists
of gear g1 and gear g2 where gear g1 is attached to the motor and g2 is on the center
rod. The second part of the double reduction gear consists of g3 and g4, where g3 is
attached to g2. The two identical side gears are both referred to as g4. The two g4
also serve as wheels.

In our design, we have z1 = 8, z2 = 26, z3 = 8, M = 0.5, L = 40 mm,R = 17 mm.

During implementation, by substituting these values, we are able to control the robot

accordingly.

2.3.5 Swarms Coupling Behaviors

The algorithms used for the robots to couple and decouple are one-dimensional

rendezvous and anti-rendezvous behaviors for swarms. Rendezvous swarms behavior

is a consensus algorithm where each robot communicates with its neighbors to move

towards a direction that will eventually gather everyone together [40, 41]. Consider

our system of N robots on a one-dimensional line, we denote the position of robot i

as xi ∈ R with control input ẋi = ui, where i = {1, . . . , N}. In our system setup, all

robots are able to communicate with each other via a central computer. Therefore,

we can simplify the rendezvous controller as

ẋi =
1

N

∑
j ̸=i

(xj − xi) (2.3)

As a result, the robots will move towards each other until they are physically coupled.

Once they are successfully coupled (min ||xi − xj|| = robot body length,∀i, j ∈
1, . . . , N, i ̸= j), they can perform other behaviors as one connected component.
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Similarly, the robots are able to decouple with each other via 1D anti-rendezvous:

ẋi = −
1

N

∑
j ̸=i

(xj − xi) (2.4)

As a result, the robots will move to decouple with each other and perform individual

tasks later on.

However, due to actuation uncertainty, the robots might not stay precisely aligned

during this 1D rendezvous behavior. In actual experiments, we utilize the environment

to reduce these uncertainties, e.g., having one robot stay against a wall.

2.4 Experiments

We characterized the coupling knobs for maximum performance of the coupling

mechanism. We then performed experiments of up to nine robots for the gap-crossing

behavior with different environmental parameters. We also present frames from the

video where robots couple, cross a gap, decouple, and visit individual goals.

2.4.1 Characterizing the Coupling Knobs

The knobs and holes are the core part of the coupling mechanism, and the dimensions

determine the performance of connections. It is ideal to have the height of the knobs

(including the hooks) to match precisely the height of the holes. However, 3D printed

surfaces, especially surfaces that need support underneath, are generally not smooth.

Although TPU is a flexible material, having a tight fit will require more torque from

the actuators. Thus, by experimenting with different parameters, we design the height

of the knobs to be 1mm less than that of the holes.

The size of the hook on the knob is also an essential parameter for coupling. Two

possible coupling status with different hook width is shown in Figure 2.11 and 2.12.

In Figure 2.11, the hook width is 1 mm and the hooks can lock the movement of the

robot on the right when it is tilted. When the robots are moving towards the gap,

the larger the tilting angle, the lower the front of the robot will be, and the smaller

the gap they will be able to cross. The larger the hook width gives a smaller tilting

angle, and thus better gap-crossing performance. However, as shown in Figure 2.12,
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Figure 2.11: A successful coupling example with hook width 1mm when the robot is
tilted due to gravity. The hooks are able to block the movement of the robot’s body.

when the hook width is too large (still smaller than knob radius − wall thickness),

the hooks may fail to lock the movement.

As shown in Figure 2.13, we measure the tilting angles of robots when they move

towards a gap. The experiments are done with three robots, and the measurement

is performed when the second robot is just about to leave the platform. This is the

moment when the tilting angles are the largest. Due to gravity and the coupling,

the remaining two will also tilt when the first robot tilts. We measure their angles

θ1, θ2, θ3 with respect to the horizontal plane. The 1 mm hook width gives the

largest angle, while the 1.5 mm hook width gives the smallest tilting angle. Therefore,

in the remaining experiments, all robot knobs have a 1.5 mm hook for maximum

performance.

2.4.2 System Experiments

Gap-crossing Performance

The length of each robot is 50 mm. We analyze the performances of the gap-crossing

behavior with different variables: number of robots (1, 2, 3, 6, 9), length of the gap

(10 mm to 100 mm), heading angle (0◦ to 50◦), height difference between the two

platforms (0 mm, 6 mm, 12 mm, the starting platform is higher than the target

platform). We perform five runs for each combination and recorded the number of
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Figure 2.12: An unsuccessful coupling example with hook width 2 mm. Since the
hook width is too large, it relies only on friction between surfaces, not the hooks, to
block the movement of the robot body.

Figure 2.13: The tilting angles of robots, with different sets of hook width (1.0, 1.5,
2.0 mm) when they move towards a gap. The measurement is performed when the
whole assembly is just about to move off the original platform.
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Figure 2.14: Maximum gap size that the robots are able to cross (regardless of heading
angle) versus the number of robots.

Figure 2.15: Ratio of the maximum gap size with respect to the length of the whole
assembly (robot number × body length) versus the number of robots.
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Figure 2.16: Success rate of all experiments under the same heading angle.

successful runs, i.e. all of the robots crossed the gap while staying coupled.

We present the result of the maximum gap sizes different number of robots can

cross (2.14), the ratio of maximum gap size with the length of the whole robot

assembly (2.15), and the relation between success rate and the heading angle of the

robots (2.16). In Figure 2.14, we consider a gap size and height difference that the

robots can cross when the success rate is higher than 50%. We can see that as the

number of robots increases, they can cross over a larger gap. However, with a gap

between the platforms of the same height, increasing the number of robots does not

increase performance. The major bottleneck is with the tilting angle mentioned in

Section 2.4.1. The tilting angle does not increase or decrease with the change of

robot number. This bottleneck persists with a larger height difference, but the height

difference in platforms compensate for the height drop in the robot assembly. This

results in better performances as the robot number increases with larger platform

height difference. In Figure 2.15, the ratio of the maximum gap size and the length

of the assembly shows the effectiveness of increasing the number of robots. However,

although the robot assembly can cross larger gaps with more robots, i.e., longer

assembly length, the significance of increasing the number of robots decreases after

the three robots setting. In our experiments with different heading angles, the edge

of each platform aligns with the y-axis of the world frame. Thus, the robot with a

heading angle of 0◦ is perpendicular to the platform edge. Figure 2.16 shows the
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Figure 2.17: These video frame sequences show that three initially separated robots
are able to couple with each other, go cross a gap (60 mm), decouple, and go to
their individual goal locations (white squares). In the first frame, the robots start on
platform on the right. They will need to cross the gap and reach the left platform.
The blue arrow shows their goal direction, and yellow arrows show their current
direction of motion of each robot.

success rate of all number of robots, given the specific heading angles. Failure cases

include 1) robots fail to proceed once reaching the opposite platform due to tilting

angle; 2) connections broke due to impact when robots reach the other platform; 3)

robot tumbled when reaching the other platform (only for single robot case). With

the same height platforms, the success rate gradually drops as the angle increases

because of the traversing distance across the gap increases. However, with a larger

height difference, angles around 20◦ give better performances. Since the whole robot

assembly will only fall off when the center of mass of the assembly leaves the original

platform, having an angle with the platform edge will increase the length protruding

the platform. This enables the diagonal of the robots to reach the other side first.

This did not give better performances with platforms of the same height because of

the height drop of the robots due to the tilting angle.

Combined Behaviors

To demonstrate the ability of the PuzzleBots to assembly and disassembly au-

tonomously, we present a sequence of video frames of our hardware system, as

shown in Figure 2.17. The original video is included as a supplement. Three robots

initially separated are located on the right platform. The right platform is 6 mm

higher than the left. The gap between the two platforms is 60 mm wide. There is

a wall on the right, aligned with the platform on the right. The left and middle

robots run the 1D rendezvous controller, as described in Section 2.3.4, while the right

robot runs into the wall. The robots can couple with each other against the wall.

As soon as the minimum distance between robots reaches their body length, they
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will move towards the gap. With the coupling mechanism, they can cross the gap

and reach the other platform. All three run the anti-rendezvous controller when they

have successfully crossed the gap. Once they decouple with each other, the robots

will move towards their individual goal locations.

2.5 Conclusion and Discussion

In this paper, we have introduced the PuzzleBots, a robotic swarm system where robots

can couple with each other to form functional structures without additional energy

for coupling, while maintaining individual mobility for completing different tasks. We

utilize knobs and holes on the robot body to perform the coupling mechanism. We

show with hardware experiments that the robots can cross gaps approximately half

the size of the whole assembly and can couple and decouple autonomously based on

task requirements.

While we show that the robots can couple in the front and back, the first step of

our future work tries to realize horizontal coupling mechanism. Robots coupling in the

left and right to form a mesh-like structure may further extend the performance of the

gap-crossing behavior. Although we have trials that show the possibility of pushing

into each other from the side to couple, controlling this behavior is currently under

investigation. Note that this is the first version of Puzzlebots. Future development

may include on-board sensors, rechargeable batteries, improved wheel design, and

a further decentralized system without a central computer to bring the system to

real-world applications.

Furthermore, our work utilizes the environment to reduce actuation uncertainty

during execution. However, a systematic way of when and how to best make use of

the environment remains an open question. Additionally, we are also interested in

the 3D coupling, where more flexibility can be introduced to form 3D structures like

ropes or nets. We hope this contribution can provide benefits to robotic applications

in uncertain and complex environments.
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Chapter 3

Configuration Control for Physical

Coupling of Heterogeneous Robot

Swarms

3.1 Introduction

In unstructured environments, ants form and adapt functional structures dynamically

in response to obstacles, gaps, and holes [45]. Inspired by these animals, robot swarms

perform collective behaviors and accomplish complex tasks that a single robot is not

capable of. In this paper, we build on our previous work that introduced PuzzleBots

[75] - a reconfigurable robot swarm system with a passive coupling mechanism, and

present extensions on structural enhancement configuration control.

Existing robot swarms, or Multi-Robot System (MRS) platforms [44, 51] have

demonstrated collective and decentralized collaboration, but the robots do not physi-

cally interact with each other - physical abilities of the robots remain the same as

a single robot. In the modular robot systems, individual units are equipped with

active mechanical structures to couple and form various structures [18, 19, 28, 48, 65].

The most common method for dynamic coupling is performed by magnetic forces

[28, 48, 55, 65]. This may consume high energy during the coupling or decoupling

process, and also has limited load-carrying capabilities. In addition, the magnets are
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Figure 3.1: Four robots form a mesh configuration to cross a gap between two
platforms.

directional, limiting the formation of the robots and introducing complexity in con-

trolling and planning algorithms. In most modular robot systems, each connection is

connected via a single contact point/face. Single connection is more fragile compared

with multiple connections when encountering complex environments [35]. Reconfigu-

ration algorithms for pre-connected modular robot systems focus on graph topology

reconfiguration [20, 30, 32]. Modular robots that have limited mobility reconfigure

based on motion primitives [67] or grid-based setup [11, 53]. These methods restrict

the formation and are ineffective with systems where robots have individual mobility

and no strong connection with each other.

In PuzzleBots [75], we presented a passive coupling mechanism where each robot

has knobs and holes. PuzzleBots can couple with each other by pushing the knobs

into the holes of the other robot when initially aligned, cross a gap, and decouple

to perform individual tasks. The passive coupling mechanism does not consume

any additional power compared to active coupling mechanisms. While the initial

design with four active wheels helps the robots climb onto a platform, it limits

their mobility to perform precise motions. In this paper, we focus on the following

challenges: 1) improve the existing hardware platform to achieve precise motion

while maintaining the gap-crossing capability, 2) reduce fragility of single-connection

assembly, 3) develop a planning and control algorithm to achieve a given configuration

when robots do not start from aligned positions.

We provide solutions to the challenges mentioned above by a heterogeneous robot

swarm system and a connection-pair-oriented configuration control algorithm. In

this paper, we assume the target configuration is given by the user and the goal
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of the robots is to align and form this predefined configuration. To improve the

gap-crossing performance, we introduce a heterogeneous system containing pilot

robots and non-pilot robots. Pilot robots have the same design as [75] that helps

climbing onto platforms. Non-pilot robots have caster wheels that enables precise

control in both linear velocity and angular velocity. This heterogeneous system utilize

the advantages of both designs while minimizing the drawbacks. Based on this, we

propose a connection-pair oriented configuration control algorithm with which robots

can form given configurations from unaligned positions. Due to the passive coupling

mechanism, the connection between robots in [75] can be fragile and sensitive to

disturbances. Borrowing the k-connectivity concept from graph theory, we introduce

the mesh assembly shown in Figure 3.1, where robots can couple in two dimensions

to strengthen the connection pairs formed in one direction. Experiments show that

the mesh configuration helps maintain a stable assembly formation and increases the

strength of the connection.

The outline of the paper is as follows. First, we discuss the problem setup of what

the robots are expected to achieve in Section 3.2. Then, in Section 3.3, we present

our connection-pair-oriented configuration control algorithm that drives the robots to

a given coupled configuration. Next, in Section 3.4, we present our heterogeneous

system consisting of pilot robots and non-pilot robots. Finally, experiments of up to

nine robots with line and mesh formation to cross gaps of different sizes, as well as

calibration and a behavior sequence demonstration, are presented in Section 3.5.

3.2 Problem Formulation

Consider a set of N robots on a 2D plane. Denote the poses of the robots as

p = [p1, p2, . . . , pN ] ∈ R3×N , where each robot pose consists of its coordinates in x

and y axis, and its heading angle, i.e. pi = [xi, yi, θi]. The control of the robots is

based on unicycle model where the control input u ∈ R2×N consists of linear velocities

and angular velocities, i.e. ui = [vi, ωi]. The transition equation [27] is defined as

ṗi =

ẋi

ẏi

θ̇i

 =

cos θi 0

sin θi 0

0 1

[vi
ωi

]
= Ji · ui . (3.1)
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Figure 3.2: PuzzleBot with eight connection points shown as blue dots and the robot
frame (O), world frame (W), and connection point frame (C).

Our heterogeneous system consists of two type of robots - pilot and non-pilot

robots. The two type of robots are different in wheel design but follow the same

dynamics in Equation (5.1). Details will be introduced in Section 3.4. All robots have

the same body with two knobs and two holes on each side to provide passive coupling

behavior [75]. The knobs on one robot can be inserted into the holes of another robot

to couple. To parametrize each coupling pair, we define eight connection points on the

robot body as shown in Figure 3.2. Define the connection point set of robot i as Ci.
Robot i and robot j are coupled when Ci ∩ Cj ≠ Ø, forming one or more connection

pairs. Each connection pair uniquely defines a coupling configuration, while each

coupling configuration may have multiple connection pairs, as shown in Figure 3.3.

Define an assembly as a group of successfully coupled robots. An assembly consists

of two or more robots and the relationship of their connection pairs.

The goal configuration pg = [pg1 , pg2 , . . . , pgN ] ∈ R3×N consists of N relative poses

on the 2D plane, i.e. G · pT
g is the same goal configuration as pg where G ∈ SE(2)

is a rigid transformation on the 2D plane. To form functional assembly structures,

robots in the goal configuration are coupled, i.e. for each robot i in pg, there exist

a robot j whose Ci ∩ Cj ̸= Ø. This coupling constraint on the goal configuration is

particularly challenging since a simple go-to-goal controller cannot guarantee the

coupling behavior or the alignment of the connection pairs. We will introduce our
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Figure 3.3: Two possible connection configurations for two robots.

connection pair oriented configuration control algorithm to solve this problem in

section 3.3.

3.3 Methodology

In this section, we will present three aspects of the configuration control based on

connection pairs. Section 3.3.1 introduces a PID based controller that aligns a single

pair of connection points. Then the formation of a two-robot assembly, which serves as

a basis for multiple connection pair alignment, is defined in section 3.2. Section 3.3.2

introduces an optimization-based control for an assembly to reach individual goals

while maintaining in-assembly connection pairs. The last section 3.3.3 presents our

connection pair based configuration control algorithm. Heterogeneity of the system

will be discussed in section 3.4.

3.3.1 Single Connection Pair Alignment

As shown in Figure 3.2, the robot body frame is defined as O, and the contact frame

of a connection point is defined as C. The O frame and C frame have the same

orientation. Note that the C frame is a general representation of a contact frame but

not a specific connection point on a robot. Given a target connection pair alignment

Ci and Cj of the robots i and j respectively, where i, j = 1, 2, . . . , N , denote the

position of Ci in x and y axis in world frame W as [cxi
, cyi ]. The heading angle of Ci
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is θi, aligned with the robot frame. For robot i, the controller for connection pair

alignment is

ui = J+
i

∆cx

∆cy

∆θ

 = J+
i

 cxj
− cxi

cyj
− cyi

arctan
∆cy
∆cx
− θi + θbias

 , (3.2)

where J+
i is the pseudo-inverse of Ji in Equation (5.1). ∆θ is wrapped into (−π

2
, π
2
].

θbias is an angle bias added when the connection pair will lead the robots to align

side-by-side. This will help the robot to push its knob into the hole of the other

robot. Similarly, uj is computed accordingly as in Equation (3.2). Note that not any

given set of connection pair can be aligned due to local minima with this Jacobian

pseudo-inverse method. For example, for the two robots in Figure 3.3, it will be

infeasible if the connection point on the left robot is on the left side of the robot body.

In our setting, we assume robots only start from feasible positions with respect to a

given connection pair.

3.3.2 Connection Pair Maintenance

Once one or more connection pairs are aligned in the system, we study the motion of

an assembly - how to reach another configuration while maintaining current connection

pairs within an assembly. Consider a given target control input û for an assembly.

The assembly consists of one or multiple connection pair(s) already aligned. We aim

to find the control u that minimizes ||u− û||2 while maintaining the connection pairs

within the assembly. We formulate this problem as a quadratic programming (QP)

problem with linear constraints. Define the homogeneous transformation from the

world frame W to the contact frame C of robot i to be gwc. We have gwc = gwogoc,

where goc is constant for a given connection point. Denote

goc =

1 0 dxc

0 1 dyc

0 0 1

 ,
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and when applying u = [vi, ωi] over time ∆t,

gwo =

cos(θi + ωi∆t) − sin(θi + ωi∆t) xi + vi∆t cos θi

sin(θi + ωi∆t) cos(θi + ωi∆t) yi + vi∆t sin θi

0 0 1

 .

By calculating gwc = gwogoc and extracting the translational component of C, the

position vector [cxi
, cyi ]

T becomes[
xi + vi∆t cos θi + dxc cos(θi + ωi∆t)− dyc sin(θi + ωi∆t)

yi + vi∆t sin θi + dxc
sin(θi + ωi∆t) + dyc

cos(θi + ωi∆t)

]
.

Consider ∆t as a very small value, we may perform Taylor expansion around θi to

linearize the above equation as

cos(θi + ωi∆t) ≈ cos θi − ωi∆t sin θi (3.3)

sin(θi + ωi∆t) ≈ sin θi + ωi∆t cos θi . (3.4)

To simplify the notation, denote cos θi as ci and sin θi as si, the position vector

becomes [
cxi

cyi

]
=

[
ci −dxc

si − dyc
ci

si dxc
ci − dyc

si

]
ui∆t+

[
xi + dxc

ci − dyc
si

yi + dxc
si + dyc

ci

]
. (3.5)

The connection pair constraint on robot i and j is defined as

−ϵ ≤

[
cxi

cyi

]
−

[
cxj

cyj

]
≤ ϵ . (3.6)

We may stack all the connection pair constraints in Equation (3.6) in an assembly in

one equation Au ≤ b. The connection pair maintenance problem then becomes

u∗ = argmin ||u− û||2 (3.7)

s.t. Au ≤ b . (3.8)
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Figure 3.4: Two convex assemblies couple to form a larger assembly.

Figure 3.5: One robot cannot couple with a concave assembly.
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3.3.3 Connection Pair Based Configuration Control

As defined in section 3.2, given a goal configuration pg, we aim to provide a solution

for the robots to reach this goal configuration. During the process of assembling into

the goal configuration, a sequential constraint exists - concave assemblies may not

be able to assemble into one larger assembly due to the knobs blocking each other.

For example, in Figure 3.4, two convex assemblies, each formed by two robots, are

able to couple and form a larger assembly of four robots. However, in Figure 3.5, one

robot tries to couple with a concave assembly of three robots, but the knobs block its

motion. In the algorithm to be introduced in Section 3.3.3, we plan to avoid forming

concave assemblies by prioritizing convex assemblies first.

Algorithm 1 Find Existing Connection Pairs

Input: p: input poses
Output: pair dict: connection pairs
Initialize: pair dict={}
1: function findExistPairs(p)
2: G ← constructGraph(p) based on distance
3: edge set ← getMinimumSpanningTree(G)
4: for vertex i and j in edge set do
5: [Ci, Cj] ← findMinDistancePair(Ci, Cj)
6: pair dict[(i, j)] = [Ci, Cj]
7: end for
8: return pair dict
9: end function

The connection pair assignment is shown in Algorithm 2. First, we align the

center of the input goal configuration with the current robot poses as

p′
g = pg − pg + p, (3.9)

where p is the mean of p. We then find the connection pair assignment based on

the goal configuration p′
g as shown in Algorithm 1. In Algorithm 1, we find the

connection pairs based on an existing configuration. This input robot poses p assumes

the robots are already aligned. First, we construct a fully connected graph G where

the vertices are the location points in p and the edge weights are the distances

between the vertices. We then find the Minimum Spanning Tree (MST) based on this
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distance-induced graph. This provides information on the minimum connection pairs

to monitor in order to maintain the current configuration p. Then for each edge,

we loop through all combinations of connection points on the two vertices of this

edge to find the one with minimum distance. With this information in Algorithm 2,

we obtain the connection pairs needed to form the goal configuration pg. The pairs

are then sorted based on the distance between the robot poses in pg. Notice that

the concave assembly is only formed with mesh configuration, and line formation

can only form a convex assembly. Two robots in mesh configuration always have

a distance of
√
2 times the body length between each other, which is larger than

that of the distance in the line configuration. By sorting the distance between robot

poses, we can guarantee that convex assemblies are always formed before the concave

assemblies. We then calculate the distance matrix between p′
g and p. Each element

in the distance matrix dij is calculated as dij = ||p′gi − pj||2. Hungarian algorithm [25]

is then used to find the minimum sum of distance assignment between the shifted

goal configuration and the current robot poses. Finally, the resulting assignment is

mapped to the sorted goal configuration pairs.

Algorithm 2 Connection Pair Assignment

Input: pg: goal configuration, p: robot poses
Output: pair dict: connection pair assignment
1: function assignConnectionPairs(pg, p)
2: p′

g ← alignCenter(pg, p)
3: goal pair dict ← findExistPairs(p′

g)
4: sorted pair dict ← sortPairs(goal pair dict, p′

g) based on distance
5: dist matrix ← getDistanceMatrix(p′

g, p)
6: id assign ← HungarianAlgorithm(dist matrix)
7: pair dict ← updatePairAssignment(sorted pair dict, id assign)
8: return pair dict
9: end function

The configuration control algorithm is shown in Algorithm 3. It takes in a goal

configuration and outputs the control input for the robots to execute. During the

process, we maintain the information of 1) busy vector where busy[i] represents if

robot i is currently aligning an active connection pair, 2) already connected pairs,

denoted as Cconn = {(i, j) : (ci, cj), . . . |ci ∈ Ci, cj ∈ Cj, Ci ∩ Cj = (ci, cj)}; 3) the

active connection pairs Cexec that are currently being executed. First, we obtain
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the goal connection pairs to be executed, denoted as Cgoal with Algorithm 2. To

maintain a dynamic connection between the robots, we will updated the connection

pairs in Cconn with Algorithm 1. Then we check if any new connection pair can be

executed, as in the single pair alignment in Section 3.3.1 and the target control input

obtained in this step is denoted as û[busy]. Note that, only the robots that have

active connection pairs to execute are assigned with target control input. Therefore,

for already connected pairs, e.g. (i, j) ∈ Cconn, if robot i is busy, the target control

input for robot j becomes ûj = ûi to mimic the motion of the leading robot i in this

connection pair. To limit the influence of uncertainties in the hardware actuation, we

incorporate a connection bias in the control signal to further maintain the already

connected pairs. For each robot i, the connection bias is

uconnection bias[i] =
∑
j

J+
i (pj − pi), for all(i, j) ∈ Cconn .

The optimal control input u∗ is then obtained from Equation (3.7). Finally, we find

the already aligned connection pairs in the current execution set Cexec. The connected
pairs are removed, and the robots return to non-busy status. Depending on the

structure of the configuration, the best case run time of this algorithm is O(logN)

while the worst case is O(N).

3.4 Hardware Setup

Each PuzzleBot is equipped with onboard power, computation, communication, and

actuation. The circuit design remains the same as in the previous version of the

PuzzleBots [75]. Each robot is equipped with four trackers for indoor localization

via the Vicon motion tracking system. The robots, Vicon, and a central computer

are connected within the same WiFi network. The central computer computes the

command velocity and sends it to each robot to execute.

In the previous version of the PuzzleBots, each robot has two wheels on each

side, four wheels in total. The two wheels are controlled by one motor via a double

reduction gear set. This four-wheeled setup successfully demonstrated the ability

to climb onto a platform when crossing a gap. However, their mobility is limited
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Algorithm 3 Connection Pair Based Configuration Control

Input: pg: goal configuration, p: robot poses, ϵ: threshold
Output: u∗: control input
Initialize: busy =[False, . . . ], Cconn = {}, Cexec = {}
1: function ConfigurationControl(pg, p)
2: Cgoal ← assignConnectionPairs(pg, p)
3: for pairs in Cconn do
4: update connection pairs pairs
5: end for
6: for (i, j) in Cgoal do
7: if i, j not busy then
8: Cexec.append((i, j))
9: busy[i] = True, busy[j] = True
10: end if
11: end for
12: û[busy] ← alignConnectionPairs(Cexec, p)
13: û[∼ busy] ← û[busy] for each Cconn
14: û = (1− kbias)û+ kbiasuconnection bias

15: u∗ = argmin ||u− û||2, s.t. Au ≤ b
16: for (i, j) in Cexec do
17: if distance between connection pairs < ϵ then
18: Cexec.remove((i, j))
19: busy[i] = False, busy[j] = False
20: ui, uj ← 0
21: end if
22: end for
23: return u∗

24: end function

due to friction. The robot can freely move forward and backward but has limited

rotation ability. This highly restricts the robots’ performance of achieving precise

poses. Therefore, we modified the design by adding two caster wheels in the front

and back while replacing the two wheels on each side with only one. The new robot

design is shown in Figure 3.7a. While the caster wheels successfully solve the problem

in rotation and enable the robot to do high-precision tasks, the gap-crossing behavior

becomes limited. Since the caster wheels are not actuated, the robot cannot climb

onto the platform when the caster wheel reaches the other side of the gap. Thus, we

propose a heterogeneous robot swarm system that consists of two types of robots:
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(a) (b)

Figure 3.6: Pilot robot: (a) side view, (b) bottom view.

pilot robots and non-pilot robots. The pilot robot is a four-wheeled robot, and the

non-pilot robot is one with casters and side wheels. As shown in Figure 3.6 and 3.7,

the wheels of the pilot robot will help to climb onto a platform, while the flexibility of

the non-pilot robot enables the system to form complex configurations and perform

high-precision tasks.

The electronics board on the pilot and non-pilot robot is the same. The control

of these two kinds of robots also remains the same, i.e., both follow the differential

drive model. The linear velocity is linearly proportional to the left and weight

wheel average velocity. The angular velocity is linearly proportional to the velocity

difference between the right and left wheels. Denote the left and right motor Pulse-

width modulation (PWM) signal as Mr, Ml. The motor rotational speed is linearly

proportional to the PWM signal with a fixed load. We parametrize the velocity

equation for each robot as

v = kv
Mr +Ml

2
, ω = kω(Mr −Ml) . (3.10)

From experiments, each robot needs a start-up torque to move. Denote the cor-

responding PWM signal as Mmin, and a maximum PWM as Mmax. With a given
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(a) (b)

Figure 3.7: Non-pilot robot: (a) side view, (b) bottom view.

control input u∗ = [v∗, ω∗], we compute

argmin
Mr,Ml

µv||kv
Mr +Ml

2
− v∗||2 + µω||kω(Mr −Ml)− ω∗||2

Mmin ≤ |Mr,Ml| ≤Mmax,

where µv and µω are weight parameters for linear and angular velocities respectively.

The difference of controlling the pilot and the non-pilot robot lies in their parameters

of the control feasibility region, which is the constraints Au ≤ b in Equation (3.7).

We will present the calibration of the feasibility region in Section 3.5.1 as well.

3.5 Experiments and Results

The system consists of several PuzzleBots, a Vicon localization system, and a central

computer within the same network. The algorithm is first tested in simulation in

CoppeliaSim[46] with the Vortex Studio1 as the physics engine for concave objects. We

conducted three sets of experiments: Section 3.5.1 presents the hardware calibration

of the pilot and non-pilot robots. Section 3.5.2 shows a set of screenshots from a

1https://www.cm-labs.com/vortex-studio/
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Figure 3.8: Non-pilot robot linear velocity.

Figure 3.9: Non-pilot robot angular velocity.

video sequence where three non-pilot robots and one pilot robot couple into a mesh

configuration, cross a gap and decouple on the other platform. The last Section 3.5.3

presents quantitative results of the gap-crossing performance based on the line and

mesh configuration.

3.5.1 Robot Calibration

Robots are commanded with a combination of different motor PWM signals for a

period of time, and the Vicon software records the poses. Due to the noise, the velocity

obtained directly from two consecutive poses is unusable. Thus, we average the linear

and angular velocity across a longer period of time (several seconds). We calculated

the mean and difference of the left and right PWM signals. The parameters obtained

from the experiments are kv,non-pilot = 0.0006, kω,non-pilot = 0.0142, kv,pilot = 0.0024,
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Figure 3.10: Pilot robot linear velocity.

Figure 3.11: Pilot robot angular velocity.

Figure 3.12: Non-pilot robot v − ω constraints.
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Figure 3.13: Pilot robot v − ω constraints.

kω,pilot = 0.0033. Figure 3.8 and 3.10 show that with the same motor mean, the robot

has higher linear velocity when the angular velocity is small. As shown in Figure 3.12

and 3.13, the feasibility region of the non-pilot and pilot when the linear velocity

v is positive is shown in the polygon. The points obtained from the experiment

are projected along the ω = 0 axis based on symmetry. Similarly, the polygon is

projected onto the negative v plane. The point A = (ax, ay) and point B = (bx, 0) are

the critical points defining the polygon. We manually label A and B by observation,

and the polygon region defined by A and B is recorded. In our experiment, we have

Apilot = (0.34,−0.561), Bpilot = (0.47, 0), Anon−pilot = (0.037,−2.19), Bpilot = (0.11, 0).

The non-pilot robot is able to rotate in high angular velocity with low linear velocity,

while the pilot robot requires a large linear velocity to rotate. The steering distance

for the pilot robot to turn is thus larger, making it difficult to perform the coupling

behavior, which requires precise rotation. Therefore, a combination of both robots

can utilize the flexibility of the non-pilot robot, as well as the climbing wheels of the

pilot robot.

3.5.2 Combined Behavior Sequences

As shown in Figure 3.14, the four robots - three non-pilot robots shown in grey and

one pilot robot shown in blue, start from unaligned positions on the left platform.

The two platforms have a height difference of 5 mm, and the gap size is 40 mm. Due

to the large steering distance of pilot robots, they are not given a velocity command

until they are coupled with non-pilot robots, which is embedded in the algorithm. In
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Figure 3.14: Screenshots of four robots coupling to form a mesh configuration, crossing
the gap, and decouple.

Figure 3.15: Maximum gap size the line configuration assembly can cross against the
number of robots.

this case, we see that the robots are able to first form two line assembly based on the

connection pair assignment and then come together to form a mesh configuration.

They are able to cross the gap and reach the other platform, and eventually decouple

with each other.

3.5.3 Gap-crossing Performances

We performed experiments of a various numbers of robots, with line and mesh

formation, of different lengths of gaps with 6 mm height difference. The robots are

coupled with a heading angle of 20◦. These two numbers are chosen based on the

experiments in [75] that 6 mm is a medium height difference and 20◦ is the heading

angle that gives the best performance compared with other heading angles in most

of the experiments. We tested a system of 1, 2, 4, 6, 8, 9 robots with gap lengths
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Figure 3.16: Maximum gap size the mesh configuration assembly can cross against
the number of robots.

Figure 3.17: Maximum gap size compared with the entire line configuration assembly
length, against the number of robots.
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Figure 3.18: Maximum gap size compared with the entire mesh configuration assembly
length, against the number of robots.

Figure 3.19: Average number of robots that crossed a gap length = 25% length of
the line configuration assembly, against the number of robots.
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Figure 3.20: Average number of robots that crossed a gap length = 25% length of
the mesh configuration assembly, against the number of robots.

ranging from 10 mm to 105 mm, with 5 mm increments. Each experiment is recorded

five times. We record the number of robots successfully reach the other platform.

Figure 3.15 and 3.16 show that the robots in either line or mesh formation maintain

the gap-crossing ability as in [75], and can cross larger gaps with more than eight

robots compared with [75]. The line formation is able to cross larger gaps with a

small number of robots compared with the mesh formation. The reason is that the

total length of the assembly is longer when the robots form a line compared with

a mesh. As seen in Figure 3.17 and 3.18, the robots in mesh formation can cross

gaps with length of larger percentage of the assembly length. For example, eight

robots with two pilots are able to cross a gap 36% their assembly length, while the

same robots in line formation can only cross a gap 21% of its assembly length. Since

the coupling mechanism will introduce a small height drop of the robots, forming

a mesh configuration will lock and strengthen the connection, thus giving a better

performance. Robots with a pilot in the back outperform assembly without a pilot

robot since the wheels of the back pilot robot provide additional pushing force for

the assembly to cross a gap. A pilot robot in the front performs better compared

with a back pilot since the gear wheels of the pilot robot help itself to climb onto the

platform. Overall, the assembly with both front and back pilot outperforms other

settings. Figure 3.19 and 3.20 show the average number of robots that crossed a given
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gap size of 25% length of the entire assembly. The error bars mark the minimum and

the maximum number of robots that crossed in this setting. We observe that with

the mesh configuration, all robots can cross the gap in most cases. Although in some

cases, the system with two pilots line formation has less robots that crossed, the best

case of the two-pilot system has more robots that crossed compared with the other

settings.

3.6 Conclusions and Future Works

In this paper, we proposed a heterogeneous robot swarm system consists of pilot

robots helping climb onto platforms and non-pilot robots providing flexible motions

to form functional configurations. Based on our proposed system, we developed

the connection-pair-oriented configuration control algorithm, enabling the robots to

form various coupling configurations. Our currently approach relies heavily on the

motion capture system, limiting the robots to only indoor lab environment. Further

studies would include sensor integration, motions on uneven terrains, optimality

and scalability analysis on the algorithm, dynamic reconfiguration, and automatic

configuration generation based on different tasks and environments.
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Chapter 4

Reconfigurable Robot Control

Using Flexible Coupling

Mechanisms

4.1 Introduction

Robot swarms demonstrated collective behaviors that a single robot could not ac-

complish [39, 44, 69]. Furthermore, robots that physically connect and interact

with each other, i.e., the self-reconfigurable robots, have extended capabilities and

behaviors. Applications include reconfiguration for terrain adaptation [21], dynamic

infrastructure [37], collaborative transportation [2, 54], search and rescue [70], etc.

Our goal is to develop a robot swarm system where robots can dynamically couple to

form functional structures, e.g., bridges and ropes, and decouple to navigate around

the environment individually.

Many modular robots that can dynamically couple and decouple use magnetic

forces, e.g., ATRON [23], M-TRAN III [26], and M-blocks [49]. Since the power

and dynamic structures are dedicated to the coupling mechanism, each module has

limited mobility compared with a regular mobile robot. This limits their ability to

navigate around the environment.

To be able to move around efficiently, the robots need efficient locomotion ap-
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Figure 4.1: Top: Robots can form a flexible chain and go down a step (left) or a rigid
structure that crosses a gap between two equal-height platforms (right). Bottom left:
Four robots forming an articulated chain. Bottom right: One robot inserts its anchor
inside the opening of another one (circuitry removed for visual purposes).

proaches, e.g., wheels or legs. Swarm-bot [18] are wheeled robots with grippers

that can grip onto each other to form bridges. The SMORES [65] and FreeBot[28]

modules are equipped with wheels and can form 3D structures with magnetic forces.

However, these actuated coupling mechanisms consume high power when maintaining

the coupling status. Moreover, although magnetic connections provide high pulling

forces, the shear force is significantly lower. The polarity of magnets also limits the

connection to be directional, and the strength of the connection is highly sensitive

to misalignment [65]. Compared with the “active” actuated coupling mechanisms,

“passive” coupling strategies - where no power is dedicated to maintaining the coupling

status - are more energy efficient. The ModQuad[54], Roboats [37], SlimeBot [57], and

the PuzzleBots [75] utilize passive coupling mechanisms to form and maintain struc-

tures. However, with these passive mechanisms, robots form a rigid 2D connection

when coupled together, which greatly limits their functionality and mobility.

Although passive coupling mechanisms have the benefits of power efficiency,

maintaining the coupled states require precise control of the robot’s motion. The

PuzzleBots [76] utilize quadratic programming (QP) based configuration control
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algorithm that constrains a pair of points between two robots to maintain the coupled

state. This point constraint is very sensitive to localization errors and heavily

restricts the robot’s motion. Control Barrier Functions are commonly used to relax

distance-based constraints [7, 81]. However, considering robots as point masses and

their interactions as point pairs does not fully capture the geometry of the coupling

behaviors. Instead, polytopes are a more precise option to describe geometries. Most

studies that focus on the geometry of robots and objects are for collision avoidance

[63, 64]. However, to maintain the connection of passive coupling mechanisms, robots

need to keep their connection points within polygon shapes instead of avoiding

collision with polytopes.

Our goal is to design a passive coupling mechanism that enables robots to form

3D functional structures and control the assembled structure to perform collective

behaviors. To form a 3D structure, the coupling mechanism should provide strong

enough force to hold the load of multiple robots. While having a strong connection, the

robots should still be able to decouple from each other dynamically. It is challenging

to balance a strong connection and an easy disconnecting method on a single passive

mechanism with no dedicated power. The assembly formed by multiple robots should

also be flexible in terms of mobility so that the assembled structure can move in a

desirable configuration forming a bridge over a gap or a rope down a stair. Modeling

and controlling such a flexible structure is also challenging. Soft objects are difficult

to model due to their deformability and the lack of state and force estimation. With

a passive coupling mechanism, the robots need precise control over their motion to

maintain the connection. Such maintenance constraints should be restrictive enough

so that the robots do not decouple easily and relaxed enough so that the assembled

structure can move around the environment.

Therefore, we propose a soft anchor design that is passive and has a strong holding

force for 3D structures while keeping a simple coupling and decoupling behavior

between robots. The anchor acts as an unactuated joint when inserted into the

opening of another robot. The anchor is asymmetric - the force of pushing it into

an opening is small, while the force required to pull it out is large. This unactuated

joint formed by the soft anchor also leaves room for robots in an assembled structure

to rotate or translate within the limit of the joint, compliant with the robot’s motion.

We limit our soft anchor design to having only one degree of freedom (yaw rotation),
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and its state can be estimated by the relative position and displacement. By obtaining

force profiles for our soft anchor, we can model and simulate it as a linkage of rigid

components similar to [83]. We maintain the connection between robots by enforcing

a polygon-based constraint. This restricts the relative motion between robots to

maintain the coupling status while giving some flexibility to the robots to perform

rotations or translations.

Our contribution lies in three aspects. First, we propose the design of a soft

asymmetric anchoring mechanism that allows robots to couple and form flexible or

rigid configurations. Second, we present a three-bar linkage system in simulation

that models the soft anchor and simulate robot behaviors comparable to the actual

hardware system. Finally, based on our designed mechanism, we propose a Model

Predictive Control (MPC) based framework with polygon constraints to model the

precise geometry of the coupling formations.

4.2 Design of Flexible Coupling Mechanisms

In this section, we will first review our robot design. Similar to Yi et al. [76], we

have pilot robots with four actuated wheels for better ground grip and non-pilot

robots with two actuated wheels to perform agile motions for coupling and decoupling.

Based on the robot model, we propose our flexible passive anchor design that provides

coupling and decoupling behavior between robots, as well as a locking behavior for

maintaining configurations on unstructured terrain.

4.2.1 Robot Design

The robots, shown in Figure 4.1, are 50 mm in depth (excluding the anchor), 50

mm in width, 45 mm in height (without WiFi and optical markers), and weighs 68

g. There are four markers on the top of the robot for the motion-tracking system

(Vicon) to provide high-frequency pose information. Each robot has an ESP8266 Wifi

Module that connects to the same network with the Vicon and a central computer.

The onboard power is provided with a 3V CR2 battery. Two DC motors execute

velocity commands received from the central computer. Design configurations to

utilize the new anchor structure are explained in the next section.
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(a) (b)

Figure 4.2: (a) Anchor design. (b) Anchor (gray) with its base inserted in a holder
(blue) acting as a floating joint.

4.2.2 Anchor Design

Existing flexible coupling mechanisms that utilize magnets have limited shear force

[28, 54, 65], active mechanical connections are power-consuming and complicated to

manufacture and integrate with a different platform [18, 37], while the fully passive

connections are rigid and not robust with disturbances [75]. Therefore, the design goal

of our coupling mechanism includes 1) strong enough forces to hold multiple robots at

the same time; 2) a fully passive coupling mechanism so that no additional power is

consumed for the coupling process; 3) flexible as an assembled structure while being

robust on rough terrains and with uncertainties from actuation and localization.

With the above-mentioned requirements, we propose our anchor coupling design

shown in Figure 4.2. Figure 4.2a shows the anchor with two shorter beams on the

side and one longer beam in the middle. The beams are curved towards the base

of the anchor. The anchor is 3D printed with Thermoplastic Polyurethane (TPU)

(NinjaFlex Cheetah). With this design, the forward pushing force of the anchor can

be small, and the backward pushing force of the anchor can be large. Characterization

and force profiles are presented in Section 4.4.1. As shown in Figure 4.2b, the anchor

sits in a rigid base, which is 3D printed with a hard plastic material, Polylactic Acid

(Ultimaker Tough PLA). The soft anchor (gray) is placed inside the anchor holder

(blue), through which the anchor is connected to the robot’s body. The anchor can
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(a) (b) (c)

Figure 4.3: (a) Anchor and an opening uncoupled when on the same height. (b)
Anchor and opening coupled. The anchor tips are sitting in the slits. (c) Anchor
locks the connection when the robot’s vertical position changes with gravity due to
the irregularities on the ground.

Figure 4.4: 3D printed anchor in collapsed state.
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Figure 4.5: 3D printed anchor in extended state. The holder provides translational
motion within 5 mm.

Figure 4.6: 3D printed anchor in rotated state. When not collapsed, the anchor is
also free to perform rotations within 0.5 rad.

51



4. Reconfigurable Robot Control Using Flexible Coupling Mechanisms

rotate freely in the yaw direction and moves freely along the x axis inside the holder.

The anchor has limited motion in the y direction (< 0.5 mm) or pitch rotation (< 0.1

rad). This floating joint between the anchor and the holder gives flexibility when

the robots are coupled together. The anchor and its holder are mounted on the

back of the robot, and there is an opening in the front of the robot shown in blue

as in Figure 4.3a, which is a state when two robots are not coupled. As shown in

Figure 4.3b, one robot can push its anchor inside the opening of another robot to

couple. The anchor tips will sit in the slits on the two sides of the opening. With

the anchor beam design we introduced, the force of pushing the anchor inside will be

significantly smaller than the force provided by the root during forward motion. The

force needed to pull the anchor backward is more significant than the wheel actuator

force. Thus, the anchor will be easy to push inside the opening for the robots to couple

and cannot decouple easily. The robot needs to wiggle to decouple from each other.

We show this decoupling controller in Section 4.3.2. By adding different constraints

over the robot’s motion, we may avoid the wiggling behavior when we would like the

robots to couple or stay coupled, and only enable the wiggling behavior if we want the

robots to decouple. This provides robustness under uncertainty with actuation and

localization in the hardware system. This motion is presented in Section 4.4. When

one robot moves toward an edge of a platform, it will drop with gravity. The anchor

will drop with the robot and sits in the slot as shown in Figure 4.3c. This locks

the robot’s movement, and the assembly can form a chain down the platform’s edge.

This anchor-opening connection type provides additional flexibility for the coupled

assembly. The robots can still couple on the side with the knob-hole connection as in

[76], which can be necessary when reaching a platform of the same height across a

gap.

In summary, the geometry and soft material of the anchor enables flexible coupling

and decoupling behavior while providing robustness during execution. We show the

hardware experiments in Section 4.4.3 and in our supplementary video material.

To achieve this on our non-linear differential drive platform, we will introduce our

multi-robot Model Predictive Control (MPC) method with polygon-based constraints

in the next section.
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4.3 Modeling and Control of Coupling Behaviors

To maintain the coupling status, one way is to maintain a minimal distance between

two specific points (connection points) on the robot bodies. This is very restrictive

on the robot’s motion and not robust against noise or disturbances. In this work, we

incorporate the anchor coupling mechanism introduced in the previous section on a

unicycle dynamics model. To this end, we utilize Model Predictive Control (MPC)

in our multi-robot system along with polygon constraints to maintain the coupling

status. In this section, we introduce the basic setup for MPC and the sequential

coupling behavior for two robots. Then we propose the polygon-based constraint for

maintaining the coupling pairs in an assembly. The actual hardware system consists

of a low-frequency central MPC planner and a high-frequency PID controller to be

introduced in Section 4.4.3.

4.3.1 Robot Dynamics

Consider a multi-robot system with N robots on a 2D plane. The state of robot i,

where i ∈ {1, 2, . . . , N}, is xi = [px, py, θ, v, w]
⊺. px, py ∈ R are the position in the

spacial frame x and y axis respectively. θ ∈ (−π, π] is the heading angle (yaw) of the

robot. The v and w are linear and angular velocities, respectively. Control input for

robot i is ui = [v̇i, ẇi]
⊺. Consider robot dynamics as follows (we temporarily drop the

robot index i to simplify notations)

ẋ = f(x,u) =


v cos θ

v sin θ

w

0

0

+


0 0

0 0

0 0

1 0

0 1

u (4.1)

In Section 4.3.4, we integrate this dynamic equation with the Euler method for

discretization in the MPC setup. Although there are more accurate discretization

methods available like RK4 [6], due to our short MPC horizon, there is no noticeable

difference between the Euler and RK4 discretization in our experiments. Thus, we

choose the Euler discretization method for faster computation.
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Figure 4.7: Two robots coupled together with an extended anchor. The dark gray
area in the middle of the robot is the battery box, which limits the anchor state and
enforces the anchor tip to sit and lock with the opening.

4.3.2 Decoupling Behavior

We introduce the decoupling behavior first due to its simplicity. When two robots are

coupled, the anchor of one robot sits inside the opening of another robot, as shown in

Figure 4.3b. To decouple, the robot with the anchor wiggles, i.e., periodically rotates

and moves with a linear velocity. This wiggling behavior is controlled as[
v

w

]
=

[
vbias

wmax sin(Bt)

]
(4.2)

where 2π/B is the period. The rotation from this behavior loosens the anchor tip

from the slits of the opening and makes it free to rotate inside the robot’s body.

This rotation in the anchor results in the decoupling of robots from each other (see

Section 4.4.3).

4.3.3 Connection as Polygon Constraints

Projected Anchor Zero Position

With a passive coupling mechanism, it is essential to maintain the connection between

robots by constraining the relative motion inside an assembly. In [76], a pair of
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Figure 4.8: One robot rotates as the anchor is coupled. The white shaded anchor
shows a projection of the real anchor if the anchor joint is not compliant.

Figure 4.9: The blue shaded area shows the constraint of anchor head location during
coupling.
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connection points are constrained to always be within a small distance threshold to

avoid accidental decoupling. This highly restricts the motion of the robots when they

are assembled. With our anchor design, the floating joint, as shown in Figure 4.2b,

provides flexibility in the rotation and translation when robots are coupled together.

However, since the connection is still passive, we enforce a relaxed polygon constraint

for the anchors to maintain the connection.

As shown in Figure 4.7, when two robots couple, the anchor head (shown as light

gray) of one robot sits inside the body of the other robot. The battery box inside

the robot will block the motion of the anchor head and enforce the anchor tip to sit

and lock with the striped opening shown in Figure 4.3b. Note that, in the actual

hardware system, there is some room for the anchor to move around. We define the

anchor position as shown in Figure 4.7 as the zero position when the anchor heading

angle aligns with the robot. With the floating joint between the anchor and its holder,

the robot can move back and forth within a small distance and rotate within a small

angle range. In the state shown in Figure 4.8, the anchor of one robot sits in the

opening of another robot while the robots rotate. We can model this state with a

projected anchor zero position (shown in light gray). The floating joint is compliant

with the robot’s motion. Thus, instead of modeling the floating joint status and the

corresponding robot positions, we know that the anchor is coupled with the other

robot if the projected anchor zero position lies within the shaded polygon region

as shown in Figure 4.9. This polygon constraint gives a simple way of modeling

the anchor connection and can be directly incorporated into the MPC framework in

Section 4.3.4.

Point within Polygon

Before diving into how the polygon constraint is integrated with the robot dynamics,

we first need to formulate the constraint of a point inside a polygon. The Point-in-

Polygon (PIP) problem is a classic computational geometry problem. Classic solutions

for the PIP problem, e.g., ray-casting or winding number algorithms, are challenging

to integrate with the MPC framework due to their complexity. This section presents

our mathematical derivation of a set of linear constraints for a point to be inside a

convex polygon.
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Figure 4.10: A point inside a convex polygon.

As shown in Figure 4.10, a 2D convex polygon is defined by a series of points

A1, . . . , Ak, Ak+1, . . . , AK , where Ak ∈ R2 has coordinate of (xk, yk). The numbering

of the points increments counterclockwise. By definition of convex polygons, all points

within the convex polygon lie on one side of each line segment AkAk+1. In our case of

the numbering increments counterclockwise, all points within the convex polygon lie

on the left-hand side of
−−−−−→
AkAk+1. Consider a point P ∈ R2 with a coordinate of (x, y)

inside the convex polygon, point P should lie on the left-hand side of all
−−−−−→
AkAk+1,

where k = 1, . . . , K, AK+1 = A1. With the right-hand rule of cross-product, this is

equivalent to

−−→
PAk ×

−−−−→
PAk+1 ≥ 0.

Expanding this equation gives [
xk − x

yk − y

]
×

[
xk+1 − x

yk+1 − y

]
≥ 0

(xk − x)(yk+1 − y)− (yk − y)(xk+1 − x) ≥ 0[
yk+1 − yk −(xk+1 − xk)

]([x
y

]
−

[
xk

yk

])
≤ 0 (4.3)

This Equation (5.9) gives a linear constraint for a point P = (x, y) inside a convex

polygon defined by points A1, . . . , AK , which can be integrated into the MPC frame-

work. To simplify the notation, we denote this series constraints in Equation (5.9) as

pip(P |A1, . . . , AK) ≤ 0, where the numbering of points Ak, k = 1, . . . , K increments

counterclockwise.
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4.3.4 Model Predictive Control Setup

With the non-linear unicycle dynamics, Model Predictive Control plans based on

the given non-linear dynamics and constraints and minimizes a given cost function.

Given the different target behaviors of the robot swarm, we may define different

cost functions for the MPC. We consider the following behaviors: 1) align a set of

given connection pairs; 2) go to a specific goal location; 3) fit a set of given velocity

commands.

Connection Pair Alignment

Consider a connection pair alignment behavior where the goal is to align a set of

connection pair points Cactive = {(Ci, Cj), . . .}, i, j ∈ {1, . . . , N}, where Ci, Cj are

connection points on robot i and j respectively. Each connection point frame Ci is

defined by its relative transformation gBiCi
∈ SE(2) to the robot body frame Bi. The

homogeneous transformation from the Spatial (world) frame to robot frame Bi is

defined as

gSBi
=

[
R(θi) pi

0 1

]
, gBiCi

=

[
R(θCi

) pCi

0 1

]
∈ SE(2) (4.4)

where R(θ) ∈ SO(2) is the rotation matrix corresponding to the angle θ and pi, pCi
∈

R2 is the position vector of the frame. In our setup, pCi
is a predefined constant vector

for each connection point. Thus, the cost of performing connection pair alignment is

Jc(Cactive) =
∑

(Ci,Cj)∈Cactive

(
∆p⊺Wp∆p+Wθ tan

2 1

2
∆θ

)
(4.5)

where ∆p = R(θi)pCi
+ pi − (R(θj)pCj

+ pj), ∆θ = θi + θCi
− (θj + θCj

), Wp ∈ R2×2

is a diagonal weight matrix for the positions, and Wθ ∈ R is a scalar weight for the

angle difference. To minimize angle differences, one common method is to take the

angle difference directly, which gives undesirable values when the angle is around −π
or π. Another popular method is taking a modulo with 2π on the angle difference.

However, this is not differentiable and significantly influences the performance of the

optimization. Using quaternions instead of Euler angles is also a common approach,

but it creates a huge computation overhead. Since we are in SE(2) and the angle
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difference of ∆θ and ∆θ + 2nπ, n ∈ N are the same, we wrap the angle difference

with a tan function that has a period of 2π.

Go to goal

Given a set of goals G = {gi, . . .}, gi ∈ R2, i ∈ {1, . . . , N}, the cost of the robots

going to the goal set is

Jg =
∑
gi∈G

(pi − gi)
⊺Wg(pi − gi) (4.6)

where Wg ∈ R2×2 is a diagonal weight matrix for the goals, and pi is defined in

Equation (4.4). Note that here we do not verify if there are conflicting goals or not.

The user or external planner is responsible for validating the goal set.

Fit Command Velocity

Fitting a given command velocity is a simple but essential part of a number of

behaviors. For example, an assembly can quickly navigate around the environment

with a fixed velocity. One robot can also wiggle with a slight forward/backward

velocity bias to decouple from a connected assembly. Consider a given velocity

command of [v∗0, w
∗
0, . . . , v

∗
N , w

∗
N ]

⊺, the cost of robots achieving the given velocities is

Jv = [v0 − v∗0, . . . , wN − w∗
N ]Wv[v0 − v∗0, . . . , wN − w∗

N ]
⊺ (4.7)

where Wv ∈ R2N×2N is a diagonal weight matrix.

MPC Setup with Constraints

Consider a set of already coupled connection pairs in the system Cconn = {(Ci, Cj), . . .},
i, j ∈ {1, . . . , N} similar to the active connection pair set Cactive. Regardless of the
current behavior, it is essential to maintain the already coupled pairs. For each

connection pair, we can determine on which robot the corresponding anchor locates

by their relative pose. Without loss of generality and to simplify notations, here we

assume the anchor of the connection pair (Ci, Cj) lies on robot i. By utilizing the

polygon constraint in Equation (5.9), we maintain each connection pair by adding
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the constraint pip(Ci|Rj, C
r
j , C

l
j), where Cr

j and C l
j denote the front right corner and

the front left corner of the robot j respectively.

The MPC computation time depends highly on the number of variables and

constraints. Our MPC runs in real-time at every iteration with a fixed time horizon

Hm. However, the constraints are only essential for the first few time steps. Thus, we

incorporate the constraints only in a shorter time horizon Hc ≤ Hm. At the time t,

the MPC formulation is shown as follows:

min
x,u

WfJ(t+Hm|t) +Wc

Hc∑
k=0

Jc(Cconn, t+ k|t)

+Wm

Hm−1∑
k=0

J(t+ k|t) +Wsu
⊺u (4.8)

s.t. x(t|t) = x(t) (4.9)

x(t+ k + 1|t) = x(t+ k|t)

+ f (x(t+ k|t), u(t+ k|t))∆t (4.10)

for k = 0, . . . , Hm − 1

pip(Ci(t+ k|t)|Rj(t+ k|t), Cr
j (t+ k|t), C l

j(t+ k|t)) (4.11)

for k = 1, . . . , Hc, (Ci, Cj) ∈ Cconn
x(t+ k|t) ∈ X , u(t+ k|t) ∈ U , k = 0, . . . , Hm (4.12)

At each time instance t, we compute the above MPC formulation and execute the

first control input u(t|t). The cost function in Equation (4.8) includes the cost of

the target behavior from the behavior set J(t+ k|t) ∈ J = {Jc, Jg, Jv}, the weight

of the terminal cost Wf and stage cost Wm for this behavior, a small cost with a

weight of Wc for maintaining the already connected pairs Cconn, and a smoothness

cost with a weight of Ws for the control signal u. The optimization has four sets

of constraints. The initial constraint in Equation (4.9) is a hard state constraint

so that the optimization starts from the current robots’ states. Equation (4.10) is

the constraints for dynamics update with the unicycle model in Equation (4.1). As

mentioned previously in Section 4.3.1, we utilize the first-order Euler integration

instead of a more accurate RK4 method. Due to our short time horizon Hm and

the simple dynamics model, the Euler method gives comparable results as RK4 but
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with less computation time. The connection pair constraints are incorporated in

Equation (4.11) as introduced in section 4.3.3. Note that this constraint is only

required within the constraint horizon Hc ≤ Hm to speed up the computation of this

optimization further. We also incorporate actuation constraints in Equation (4.12).

Acceleration constraint set U = {u|umin ≤ u ≤ umax}. The velocity limits have a

similar “butterfly” shaped pattern as in [76], where the robot cannot stably rotate in

place with a zero linear velocity, i.e., a high angular velocity comes with a high linear

velocity. A controller based on only the current time instance can enforce the control

signal to lie in the positive half-plane given target linear velocity is positive, and vice

versa. However, this conditioned statement cannot be directly incorporated into the

MPC framework as a constraint. Therefore, we define the feasible velocities in each

state as X = {x|v ≤ |wmax

vmax
w|}. This constrains the robot from not rotating in place

in this MPC-based setup to further prevent the anchor from decoupling during the

process.

With this MPC framework, we can obtain the locally optimal control signal u for

each robot at every time instance. We then introduce when the MPC is computed

and how it integrates with the current simulation and hardware system.

4.3.5 Connection Pairs and Execution

We first generate a list of connection pairs Cgoal = {(Ci, Cj), . . .} to couple based

on a given target configuration and the distance-induced graph. Different from [76],

which only requires the alignment of individual points, our anchor design requires a

sequential coupling process. Thus, we augment each connection pair (Ci, Cj) as in

Algorithm 7. For each connection pair (Ci, Cj), where Ci is a connection point on

robot i, we initialize its status to be decoupled. Once the head of the anchor on one

robot aligns with the opening on the other robot, the status will become head aligned.

Once the anchor is fully inserted, the status is head inserted. Since the anchor-based

connection locates only on the front and back, and the side connections are the

knob-hold connection, we can define the type of connection based on the position

of Ci and Cj. Unlike the knob-hole connection, the anchor-opening connection is

not symmetric. Thus, we take note of which robot the anchor is on for this given

connection pair and define the corresponding anchor head position - the C ′
i point is
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defined at pC′
i
= pCi

+ [−l, 0] if the anchor locates on robot i, and vice versa for C ′
j,

where l is the length of the anchor.

Algorithm 4 Augment Connection Pairs

Input: C = {(Ci, Cj), . . .}: set of connection pairs

Output: C̃: augmented set of connection pairs

Initialize: C̃={}
1: function augmentPairs(C)
2: for (Ci, Cj) in C do

3: (Ci, Cj).status = decoupled

4: (Ci, Cj).type = anchor or knob

5: (Ci, Cj).anchor index = getAnchorIndex(Ci, Cj)

6: (Ci, Cj).head = (C ′
i, C

′
j) based on anchor index

7: C̃.append((Ci, Cj))

8: end for

9: return C̃
10: end function

During the execution of the connection pair list, we check if the status of each

connection pair should be updated or not. As shown in Algorithm 8, based on the

current robot poses, we decide the connection status by checking if the connection

point, or the anchor head, lies within the polygon formed by the other robot within a

small margin ϵ. The lists of active and connected pairs are also updated accordingly.

The connection pair alignment algorithm for the anchor-opening type of connection

is shown in Algorithm 9. We obtain the goal connection pairs based on a distance-

induced graph from the initial robot poses and store it for future use. We then

augment the pairs as in Algorithm 7. We then find the non-conflicting pairs to

execute, which are then assigned to the active list Cactive. We subsequently compute

the control signal u from the MPC introduced in Equation (4.8) and update the

connection pair status. The control signal acts directly on the robots in simulation.

Details of the hardware system can be found in Section 4.4.3.
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Algorithm 5 Update Connection Pair Lists

Input: Cconn: connected pairs, Cactive: active pairs, C̃: augmented pair list, ϵ: thresh-
old

Output: Cconn: connected pairs, Cactive: active pairs
1: function updatePairs(Cconn, Cactive, C̃, ϵ)
2: for (Ci, Cj) in Cactive do
3: a = (Ci, Cj).anchor index
4: if (Ci, Cj).status is decoupled then
5: if (Ci, Cj).head in polygon(R¬a, ϵ) then
6: (Ci, Cj).status ← head aligned
7: continue
8: end if
9: end if
10: if (Ci, Cj).status is head aligned then
11: if Ci in polygon(Rj, ϵ) then
12: (Ci, Cj).status ← head inserted
13: continue
14: end if
15: if (Ci, Cj).head not in polygon(R∼a, ϵ) then
16: (Ci, Cj).status ← decoupled
17: end if
18: end if
19: if (Ci, Cj).status is head inserted then
20: Cactive.remove(Ci, Cj)
21: Cconn.append(Ci, Cj)
22: end if
23: end for
24: return Cconn, Cactive
25: end function
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Algorithm 6 Align Connection Pairs

Input: T : target configuration, x: robot states at time t

Output: u: control input

Initialize: Cconn={}, Cactive={}
1: function alignConnectionPairs(T , x)

2: Cgoal ← assignConnectionPairs(T , x) if not assigned

3: C̃ ← augmentPairs(Cgoal)
4: Cactive ← assignActivePair(C̃, x) without conflict
5: u← MPC(x, Cconn, Cactive)
6: Cconn, Cactive ← updatePairs(Cconn, Cactive, C̃, ϵ)
7: return u

8: end function

4.4 Results and Experiments

In this section, we first show the characterization of the 3D-printed anchors. The

force profile of pushing the anchor front and back is presented. This shows that

with the pushing force of each individual robot, the anchor can be pushed into the

opening of another robot while it cannot be directly pulled out from the opening.

In Section 4.4.2, we simulate the soft anchor with this force profile and test our

MPC framework with the coupling behavior. In Section 4.4.3, we discuss in detail

the structure of our hardware system and show a sequence of screenshots of robots

coupling, decoupling, and going down off a platform as a chain.

4.4.1 Characterization of Anchors

To obtain the force profile of the 3D-printed anchor, we set up our experiment as in

Figure 4.11. A linear actuator with a distance encoder is secured on an optical table.

A load cell of 500 g is attached to the linear actuator with a 3D-printed PLA holder.

An anchor is secured on the other side of the optical table. We collected data on

pushing the anchor’s beam from the front and back side, which resembles pushing the

anchor into an opening as Figure 4.3a, and pulling an anchor when it is locked in the

opening as in Figure 4.3b. During the experiment, an Arduino Uno sends position
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Figure 4.11: The force experiment setup to measure forces for pushing the anchor in
the front or back depending on the positioning.

commands with an increment of 0.1 mm to the linear actuator. The signal from the

load cell goes through an amplifier and is passed to the Arduino. Five data points are

collected at each position, and an average force reading is saved. The experiments

are conducted five times on three separately printed anchors respectively.

The result of the experiment is shown in Figure 4.12a. When performing a forward

push, which resembles the anchor being pushed into the opening of another robot as

in Figure 4.3a, the maximum force is less than 0.2 N. When performing a backward

push, the average force needed for a 0.4 mm displacement is 0.6 N. The force drops

at around 0.47 mm because of slippage due to the geometry of the anchor, which

does not happen on the actual robot. The displacement needed for an anchor to be

pulled out is above 3 mm. With the same setup as in Figure 4.11, we measured that

the pushing force of a robot at maximum speed has an average of 0.5 N. This will

allow the anchor to easily couple, and hard to decouple with a direct pulling force.

To measure the holding force when the anchor locks the connection as in Figure 4.3c,

we put weights on the robot with the anchor locked. The anchor can hold a load of

up to 500 g, which is the weight of seven robots.
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(a) (b)

Figure 4.12: (a) Forces of pushing the anchor from the front and back. (b) Computa-
tion time versus the number of robots with different MPC horizons. No inter-robot
constraints.

4.4.2 Simulation Experiments

We tested our robots with anchor and opening in the Bullet [13] simulation. The

robot body is generated as a urdf file with a list of primitive shapes, i.e. box, cylinder,

and sphere, which is experimentally more stable and accurate for collision checking

compared with a custom mesh file. The robot body, anchor holder, and wheels are

generated as one body, while the anchor is kept as a separate body. Since Bullet does

not allow a floating joint, the anchor is placed inside the anchor holder without a

joint. This multi-body setup enables stable collision checking between the anchor,

anchor holder, and the opening from another robot. The soft anchor is simulated as

a rigid three-bar linkage where the center bar is fixed to the anchor base, and the left

and right bars are connected to the center bar with a rotational joint. The torque

of the rotational joint will always try to bring the two side linkages to their resting

position, with a maximum force limit corresponding to the current displacement, as

shown in Figure 4.12a. The maximum torque from the wheels also has the same limit

as the actual hardware system. Figure 4.13 shows the simulation of the robot and its

anchor. In Figure 4.13a, the robot is pushing its anchor into the opening of another
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(a) (b)

Figure 4.13: Simulation of (a) Anchor pushed into the opening of another robot; (b)
One robot pulling the anchor when it is inserted.

Figure 4.14: Left: Two robots couple with each other; Right: Two coupled robots
decouple by wiggling.

Figure 4.15: Two coupled non-pilot robots move towards the third pilot robot, couple
to form an assembly and go down a stair.

67



4. Reconfigurable Robot Control Using Flexible Coupling Mechanisms

robot. The side linkage bends accordingly. In Figure 4.13b, one robot is pulling its

anchor when it is inserted. The beams of the anchor are compliant but cannot be

pulled out due to the limitation of the wheel torque. These behaviors resemble the

actual hardware system with soft anchors.

We tested our algorithm on a desktop with Intel Xeon 3.40 GHz CPU. The MPC

framework is written in Python, interfaced with CasADi [3] with the non-linear

optimization solver ip-opt [72]. The target behavior is to couple as a line with 2, 4, 6,

and 8 robots, and the computation time of the optimization is shown in Figure 4.12b.

The MPC horizon Hm tested are 3, 5, and 10, with the same constraint horizon

Hc = 3. We can see that the computation time increases as the number of robot

increase, and with a larger MPC horizon, the computation time increases significantly.

4.4.3 Hardware Experiments

The hardware system runs in ROS [59]. The MPC planner node runs at 10 Hz. It

takes in the current robot poses, computes the optimal linear and angular acceleration,

and outputs the corresponding linear and angular velocity. The optimization running

in this MPC node is exactly the same as in the Bullet simulation while having a

different interface on the hardware system. A separate high-frequency PID controller

node runs at 30 Hz. The controller node takes the Vicon pose, calculates the instant

linear and angular velocity within a small time window, and computes the wheel

motor values based on the given command velocity from the MPC node.

A series of screenshots from our experiment video is shown in Figure ??. Figure 4.14

shows two robot couple with each other and decouple by having one robot wiggle

with a linear velocity bias. Figure 4.15 shows an assembly of two coupled robots

connected with a pilot robot. They successfully formed a chain and went down a

stair. More videos of the hardware experiments can be found in our supplementary

video material.

4.5 Conclusions and Future Works

In this paper, we presented our soft anchor design that has an asymmetric force

profile when pushing from the front and back. This makes the robots easy to couple
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while having a sufficient holding force for the connection to carry high loads. When

two robots are coupled, the anchor acts as a compliant joint that provides a limited

rotation and translation. We also presented our MPC framework with polygon

constraints to model the coupling behavior. The polygon constraints capture the

geometry of connections. Thus, the assembly is flexible to rotate, move around the

environment, and form 3D structures while maintaining their coupling status. The

side knobs of the robot enable the robots to form rigid structures. With this setup,

the robot swarm can form functional structures in an unstructured environment, e.g.,

bridges across gaps and ropes down a stair.

The current framework has limitations as follows. The centralized MPC is

computationally expensive for more than eight robots. By moving the MPC to

decentralized based on assembly segments and performing the computation in parallel,

we can improve the scalability of the system. The current anchor system is designed

for robots in centimeter-scale. Further experiments will be done to study how the

anchor system scales with different sizes of robots. If the robot can be equipped with

onboard sensors and creates a map of the unstructured environment, we can also

computationally determine the required assembly shape based on the environment

structure.
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Chapter 5

Reconfigurable Robot Swarms for

Terrain Traversal

5.1 Introduction

Collaborative swarms, both in biological and robotic systems, offer an unprecedented

ability to collectively traverse unstructured and challenging terrain and form structures

with their bodies. One such example from biological systems is ant colonies, which

have been studied in scientific literature [17, 45]. Individual ants can link together to

form bridges across gaps, create towers, and collectively forage.

Robot swarms routinely work together and perform collective tasks, such as shape

formation[44, 52], construction [43], sampling [22], and exploration [9]. During these

tasks, these robots act as individual agents, and do not couple together to form a

functional structure to accomplish these goals. Modular robots, another type of multi-

robot collective, utilize a collection of modules that couple together to form structures.

While these assembled structures can configure into different topologies and locomote

as a collective unit, each module has a limited ability to perform individual tasks.

Bridging together the individual capabilities of robots in swarms along with an

ability to couple together, like modular robots, to make functional structures enables

new abilities in both swarm and modular robots [10, 23, 31, 71]. Here, we present

PuzzleBots (Figure 5.1) - a reconfigurable modular robot system, in which robots can
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dynamically form flexible yet strong structures. These robots maintain individual

mobility and functionality, while also coupling to form structures like modular robots.

PuzzleBots navigates the trade-offs in combining the functionality of swarm robots

with structure formation in modular robots.

As shown in Figure 5.2, the development of reconfigurable modular robots presents

unique challenges in balancing three interrelated yet often contradictory aspects:

reconfigurability, mobility (including precise locomotion), and load-bearing capability

with low power consumption. Achieving a high degree of reconfigurability, where

robots can dynamically couple and decouple, typically necessitates a more flexible

connection. However, maintaining a robust and strong connection with such flexibility

can demand substantial power resources. This poses a dilemma: allocating significant

power to the reconfiguration process can limit the power available for individual

locomotion. Consequently, this limitation may impede the robots’ ability to efficiently

navigate and explore environments efficiently. Thus, the challenge lies in designing

a system that harmonizes these competing requirements to optimize functionality

across various terrains and tasks.

In previous works of modular robots that retain their individual mobility, me-

chanical and magnetic approaches have been explored to provide ways of connections

between robots. Magnetic approaches enable dynamic coupling and decoupling be-

tween robots [28, 38, 48, 49, 54, 65, 82]. However, active magnetic connections, for

example, electromagnets, require high power to operate. Permanent magnets do

not require external power but have limited shear force for load-bearing capabilities.

The connections formed by magnets are also rigid. Thus, additional actuators and

electronics are required to introduce more degrees of freedom to the connections

between robots. Mechanical approaches for coupling between robots include grippers

[18], hook and loop fasteners [57], sockets [8, 37], and melting plastic [61].

Despite the advances in coupling mechanisms themselves, the range of motions

for the connected structure still remains limited. While having individual mobility

on each robot, the dexterity provided by these individuals is rarely considered during

the development of coupling mechanisms for modular reconfiguration robots. Our

previous developments of the PuzzleBots [75, 76, 77] utilize passive mechanisms to

form functional structures. By controlling the precise positions and motions of each

individual robot, they can form rigid or flexible assembly structures to facilitate
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Figure 5.1: Robots forming a chain and a mesh configuration to traverse
challenging terrains. The inset figure shows robots in an unstructured environment.

different use cases.

While the loosely coupled mechanisms bring flexibility to the formations, they

also introduce unique challenges for modeling and controlling the robots. Most

planning and control algorithms for modular reconfigurable robots focus on the

configuration generation [34], lattice or dodecahedron-based reconfiguration [24, 50,

66], and pre-defined gaits and libraries [29, 42]. These methods are restrictive for

flexible connections in [77] since the continuous configuration spaces cannot be fully

explored and represented with a limited set of discrete actions. To best describe

the geometric relationships between robots, we adopted polygon representations

[64] that are commonly used for object avoidance to model our flexible coupling

mechanism. In the context of multi-robot non-holonomic systems with non-linear

dynamics, the adoption of Model Predictive Control (MPC) is widely used. MPC

has proven effective in incorporating constraints related to dynamics, actuation, and

safety. Safety constraints within multi-robot MPC formulations typically center

around collision avoidance [33, 62, 81], which is a loosely-coupled type of constraint,
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Figure 5.2: Related works considering three aspects: individual mobility of each
module or robot (dark green if each one has precise locomotion), reconfigurability
of changing to different topologies, and load-bearing capability of the connection
mechanism.
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and activated only when robots approach objects or other robots. On the contrary,

maintaining the coupling state between robots is a dense constraint that is constantly

activated.

Establishing a robust connection with active mechanisms typically demands high

power, while strong passive mechanisms encounter difficulties in either effective

coupling or decoupling. Achieving a balance among load-bearing capacity, limited

onboard power, and coupling/decoupling flexibility poses a significant challenge.

Moreover, achieving precise formation control in large-scale multi-robot systems

brings additional challenges in terms of modeling and computation, especially due

to the dense inter-robot coupling constraints we mentioned earlier. Leveraging our

recent research [75, 76, 77], we present the updated PuzzleBot system. The PuzzleBot

utilizes two hybrid passive coupling mechanisms: a rigid connection consisting of knobs

and holes, and a flexible connection with an asymmetric anchor mechanism. These

passive mechanisms are coupled and decoupled using solely the robot locomotion

dexterity, activated by gravity and the environment. A combination of rigid and

flexible connections enables sufficient load-bearing capability. On the controller side,

the robots are equipped with onboard feedback to fully utilize their locomotion

dexterity to facilitate the passive mechanisms. We also present a geometric modeling

of the connections and our distributed MPC framework, enabling real-time control of

the multi-robot system.

5.2 Results

5.2.1 Robot design overview

As shown in Figure 5.3A, each PuzzleBot is a mobile robot with onboard power,

actuation, communication, feedback, and computation. Each robot is 5 cm in width,

5 cm in length and 5.5 cm in height. As shown in Figure 5.3B, each robot is

equipped with two DC motors integrated with individual encoders, a WiFi module

for communicating with the central computer, a microcontroller, and a 3.7V LiPo

battery.

The system architecture is shown in Figure 5.3C. Each module (task assignment,

distributed MPC controller, PID controller) is an independent node communicating
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via Robotics Operating Systems (ROS). The user selects a desired behavior from

an existing behavior library, e.g., line or mesh configuration, trajectory tracking,

etc., and the task assignment node computes a series of connection tasks for the

controller to execute. These connection tasks may include coupling or decoupling

tasks, the maintenance of existing coupling states, as well as the target behavior. The

task assignment is activated as needed when called by the distributed MPC node.

A Vicon indoor localization system and markers on the robots are used to provide

high-frequency feedback on robot poses. The distributed MPC node optimizes the

target behavior and connection tasks based on the current robot poses, and sends

the command velocities of each individual robot to the PID controller node on the

central computer. The PID node computes the desired motor rotational velocities to

each robot via TCP packages through WiFi. The PID node is of higher frequency

and stabilizes to a given command velocity based on the robot poses from the

Vicon system. The robots then stabilize to the target motor velocities with onboard

encoder feedback. The modular architecture facilitates the integration of the MPC

controller and task assignment nodes with both the hardware controller and the

simulation environment. The simulation environment is configured using parameters

that have been measured and collected from the hardware components, thereby

making the simulated scenarios close to the real-world hardware systems. Detailed

information regarding the simulation setup is provided in supplement Section 5.5.4.

This design enables efficient testing and execution for various scenarios within a

simulator, subsequently allowing for a direct transition to the hardware platform

without any additional effort.

To achieve the maximal performance for terrain traversal, we designed the Puzzle-

Bots to be a heterogeneous team of robots, consisting of non-pilot and pilot robots.

The non-pilot robot has one actuated wheel on each side, and two ball bearings in the

front and back. This design enables high-precision control over the robot’s velocities

and provides sufficient agility for its tasks. However, since the two ball bearings are

not actuated, the climbing ability of the non-pilot robots is limited. The pilot robot

has two actuated wheels on each side powered by one motor, which gives maximum

climbing capabilities. However, this limits its agility in terms of rotation due to the

lateral friction from the four wheels. By creating a heterogeneous team combining

the pilot and non-pilot robots, we can utilize the traction and climbing capability of
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Figure 5.3: Robot design overview. (A) Non-pilot robot with two actuated wheels
(top) and pilot robot with four actuated wheels (bottom). (B) An exploded view
of the CAD model shows the robot with an onboard battery, communication, and
computation module, and actuation. The front and back side consists of a flexible
anchor coupling mechanism, while the left and right sides consist of a rigid knob and
hole mechanism. (C) The system architecture includes task assignment, distributed
model predictive control, and lower-level PID controller, and an external Vicon
localization system. (D) Rigid (left) and flexible (middle and right) coupling states
between two robots. The flexible coupling gives degrees of freedom in the yaw and
pitch axis.

77



5. Reconfigurable Robot Swarms for Terrain Traversal

the pilot robot, while maintaining the agility of the non-pilot robots to form diverse

configurations and perform tasks with high precision.

Our passive coupling mechanism is shown in Figure 5.3D. The robots, coupled

with the flexible connection, retain the ability to rotate within a small range of degrees

on a flat platform. When the robots traverse a discontinued terrain, e.g., a gap or

height drop, the connection is activated by gravity, and the anchor will be locked in

place, providing a strong holding force of up to seven robots. Additionally, the robots

can also couple on the side with a rigid mechanism consisting of knobs and holes on

the robot body, when a stronger rigid connection is required to form a mesh. Our

passive coupling mechanism relies solely on the agility from robot locomotion, and is

activated with environment interactions. Thus, this asymmetric anchor design makes

it easy to push in, but hard to pull out with the forces from robots alone. The details

force profile and additional experiments are provided in the supplement section 5.5.3.

5.2.2 Configuration formations

We conducted experiments on two major configurations: line and mesh configuration.

The line configuration is defined as robots coupling in the front and back with the

soft anchor mechanism. The mesh configuration is defined as a combination of

multiple rows of the line configuration with an offset of half a robot length so that

the front-and-back anchor connection is locked in place by the side knobs. This line

configuration forms a flexible chain structure, while the mesh configuration forms a

rigid structure.

In Figure 5.4A, the coupling process between two robots is presented. Beginning

with the robots in unaligned positions, the objective is to insert the back anchor

of one robot into the opening of another. This task involves a precise alignment

phase, taking approximately five seconds to position the anchor head in line with the

opening. Following this, an additional ten seconds is used for the complete insertion

of the anchor. As mentioned in Figure 5.10, the force exerted by the robot exceeds

the bending force of the anchor. However, the insertion process is not instantaneous.

This delay is attributable to the control mechanism, which does not always output the

motor velocities at maximum torques. Additionally, the interaction and disruptions

at the contact points between the anchor and the opening also contribute to the
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Figure 5.4: Coupling and decoupling process. (A) Two robots couple together in
a line. (B) An assembly of two robots decouple out of a rigid line. (C) Three robots
start on an elevated platform, aligning themselves into a compliant line configuration
before navigating a descent in height. (D) Three robots start from misaligned
positions and form a mesh configuration. The colored lines show the trajectory from
the previous time step.

extended duration of the coupling process. Figure 5.4B illustrates the decoupling

procedure of two robots initially joined together, with the anchor of the front robot

inserted into the other. The objective of this process is to decouple and prepare

for further individual tasks. With the decoupling controller introduced in Section

Controller Details, the front robot uses a combination of wiggling and forward motion.

This motion results in the disengagement of one leg of the anchor from the other

robot within the first second. Subsequently, by the end of two seconds, the entire

anchor is detached, resulting in the successful decoupling of the two robots.

As shown in Figure 5.4C, two non-pilot and one pilot robot start from unaligned

positions on a 45 mm high elevated platform. The target behaviors are to form a line

configuration and move forward. The task assignment generates a series of connection

tasks - first, align two non-pilot robots, then move to couple with the pilot robot as a

connected component while maintaining the connection, and finally move forward

once the pilot robot is successfully coupled. As the robots move forward toward the

edge of the platform, the front robot descends under gravity tethering the rest with

the soft anchor, securing the front robot in place as part of a connected component.
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The front pilot robot with four actuated wheels and the inherent compliance of this

line structure ensures effective traction for the wheels from ground contact.

Figure 5.4D shows the process of forming a mesh configuration with three non-pilot

robots. The target behavior is to form a mesh configuration with two robots in the

first row and one robot in the second row. The task assignment node generates a

series of connection tasks - first, align the front-back connection, and then align the

side connection while maintaining the already coupled connection. We notice that

the side connection takes a significantly longer time to couple. This is due to the fact

that the side knob-and-hole connection demands less than one millimeter precision

for alignment, in contrast to the soft anchor mechanism, which allows for a broader

range of tolerance. Furthermore, low-resolution onboard encoder feedback and noisy

localization measurements extend the time required for the robots to adjust and align.

5.2.3 Controller details

The feedback within the system has two parts as shown in Figure 5.3C: 1) the onboard

encoder motor velocity feedback and 2) Vicon robot pose feedback. We present the

details of both the low-level velocity control and the high-level MPC-based controller

with this feedback information.

The onboard velocity stabilization controller utilizes a Proportional-Integral (PI)

based configuration, incorporating both proportional and integral gains. Achieving

precision control for a centimeter-scale robot is challenging, primarily due to limi-

tations in space and power, which constrain the use of highly accurate sensors. In

the case of a standard magnetic wheel encoder, there exists an inverse relationship

between reading frequency and resolution, whereby higher reading frequencies result

in reduced resolution. Given the need for precision in the coupling behaviors of our

system, this limitation must be considered. To balance between fast system response

and encoder accuracy, we choose to implement a 50 Hz onboard feedback loop. This

selection translates to an encoder resolution of seven, meaning that the system can

effectively differentiate seven distinct velocity levels within the 0 to 450 RPM range,

or 14 velocities considering the forward and backward motion, i.e. −450 to 450 RPM.

To expedite convergence and mitigate oscillations effectively, we utilize three sets of

PI values tailored to stabilize different ranges of target velocities. By tuning the motor
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Figure 5.5: Robot coupling experiments. (A) Two stages of the coupling behavior:
1) alignment of the anchor head and the opening on another robot, 2) anchor insertion
after alignment. (B) The computation time of the distributed MPC optimization for
a system of two, four, and eight robots, with different number of constraints based
on the coupling status. (C) Time for anchor alignment t1 with different starting
positions in the X and Y axis. (D) Both the successful and unsuccessful anchor poses
before insertion (after alignment) with the insertion time t2.
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feedback performance across target velocity differences of 123, 265, and 495 RPM,

we obtained the optimal PI parameters for these specific checkpoints. In between

these checkpoints, interpolations were used to ensure smooth transitions between

these parameter sets. We encountered difficulty in directly assessing the performance

of onboard velocity stabilization, mainly due to the primary function of the Vicon

system being pose feedback rather than velocity measurement, which is prone to

significant noise. Instead, we opted for an indirect evaluation method by measuring

the trajectory tracking error of a single robot, yielding an average error of 1.8 mm.

In executing the coupling behavior, our process starts with the generation of a

connection pair list based on the desired configuration. Then the robots perform

the connection pair alignment tasks in parallel. The optimization of the controller

is executed on a central computer within a distributed MPC framework. In this

framework, each robot operates within a dedicated thread and treats other robots

as numerical counterparts, facilitating scalability to accommodate a large number of

robots and constraints. This process generates a set of command velocities, which are

then transmitted to each individual robot via WiFi. Subsequently, these command

velocities are stabilized with the onboard PI controller. For each connection pair,

there are two stages as shown in Figure 5.5A. Two robots first align the anchor

head on one robot with the opening of the other robot. Once the anchor head

reaches a feasible region, two robots collaborate in inserting the anchor further

inside by converging upon each other’s positions. We ran 125 experiments of this

coupling process with different initial positions, and documented the time spent on

the controller optimization, the first alignment stage (t1), and the second insertion

stage (t2).

In Figure 5.5B, the computation time for running on our Intel i9 CPU with

a 3.0GHz processor is illustrated for two, four, and eight robots performing line

configuration tasks. The inclusion of one inter-robot constraint occurs once a successful

coupling between two robots is achieved, and the corresponding number of constraints

is also documented. Our distributed MPC framework demonstrates scalability within

a short time duration of 0.08 seconds in all scenarios. There is a minimal increase

in computation time observed from two robots to eight robots. In the scenario

involving eight robots, although there is an increase in computation time as additional

constraints are introduced, it remains sufficiently fast for real-time computation,
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which shows the efficiency and effectiveness of our approach.

For the given connection pair task, our MPC controller minimizes the distance

between corresponding connection points on each robot’s body - specifically, between

the anchor head position on one robot and the center of the opening position on

another robot. This optimization is subjected to actuation and dynamics constraints,

based on a differential drive model. To assess the efficiency of this precise alignment

process, we conducted a series of experiments. One robot starts from a fixed position,

while the other robot is positioned at approximately 25 different positions with zero

heading angle, ranging from 0.08 to 0.16 meters along the x-axis and 0 to 0.08 meters

along the y-axis. Each position underwent five runs, resulting in a total of 125

experiments. These positions were transformed into the frame of the other robot to

obtain the exact relative positions. In Figure 5.5C, we present the time spent, denoted

as t1, during the anchor head alignment process. We see that 95.2% of the trials

successfully achieved anchor head alignment within five seconds. The maximum time

recorded for this alignment process was 10.6 seconds. Considering the relatively small

initial separation distance, approximately three times the body length maximum, it

is noteworthy that the alignment time does not appear to be significantly affected by

variations in the x-axis distance. However, a more noticeable increase in alignment

time is observed with greater y-axis separation. This can primarily be attributed to

the fact that the robots require additional time to align their heading angles in order

to face each other.

Once the anchor head alignment has been achieved within a threshold of 3.5

mm, the robots insert the anchor head into the opening by minimizing the distance

between them. We record the time spent and capture the anchor holder pose before

insertion. Note that due to the passive nature of this structure, we can only access

the projected anchor holder pose, as direct access to the anchor head poses is not

available. We set a total time limit of 60 seconds (t1 + t2 ≤ 60). As illustrated in

Figure 5.5, our experiments achieved a success rate of 94.4%. We did not observe

any significant patterns between the insertion time and the initial anchor holder pose.

The average completion time for the entire process is 9.38 seconds, with 87.2% of the

trials successfully completed within a 30-second time frame, further highlighting the

efficiency of our approach.
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5.2.4 Terrain traversal experiments

We demonstrate that the Puzzlebot reconfigurable multi-robot system, with passive

connections, exhibits enhanced terrain traversal capabilities compared with individual

robots with no physical connections. The integration of both rigid and flexible con-

nections enables the robots to navigate across a broad range of terrains, namely rough

terrains, stair-like configurations, and terrain gaps. Our experimental evaluations

were conducted across three sets of parametrized terrains.

We tested the performance of terrain traversal for a connected assembly versus

individual robots on rough surfaces. Apart from the smooth surface we used in

Figure 5.4, we generated random surfaces with variances of 1 mm, 2 mm, 3 mm,

and 5 mm [1, 58, 60], 3D printed these surfaces, and coated them with paint. We

ran our trajectory tracking behavior on 1) one single non-pilot robot, and 2) two

non-pilot robots coupled in the front and back with the flexible anchor mechanism.

For each surface, robots start from five different locations two times, with a reference

trajectory of a straight line centered at the starting point. The resulting trajectories

are shown in Figure 5.6A. We see that coupling two robots together introduces

small disturbances to the trajectory following behavior. However, it helps the robots

traverse surfaces with higher roughness, by creating more contact points with the

terrain and pushing and pulling robots to move forward. Figure 5.6B presents the

quantitative analysis of boxes showing the 0.25 and 0.75 quantiles of the data, a

line inside the boxes showing the median, outlier points showing data outside of

the 1.5 interquartile range, and the lines of non-outlier minimum/maximum. In

Figure 5.6B(i) of the ratio of average distance, we see that both the individual robot,

and the chained robots were able to traverse the given 0.42 m trajectory within 20

seconds in all trails. This observation shows the collective ability of chained robots

to navigate and overcome challenging uneven terrains that a single robot cannot

traverse. On a notably challenging surface with a variance of 5 mm in Figure 5.6A(v),

the chained robots demonstrate a median performance of three times that of a single

robot. Figure 5.6B(ii) shows the average linear velocity for each trail. Non-smooth

surfaces significantly impact trajectory-tracking behavior by introducing disturbances

to the robot’s motion. The robot in the chained formation exhibits higher average

velocity compared to individual units, particularly on surfaces with larger variances.
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Figure 5.6: Rough terrain traversal experiments. (A) Trajectories of 1) one
robot, and 2) front robot in the two-robot chain, traversing across surfaces with
different variances of roughness within 20 seconds. (B) Quantitative analysis of the
trajectories includes (i) the average ratio of the actual distance traversed with respect
to a given designated target distance, (ii) the average linear velocity of the robots,
and (iii) tracking error.

85



5. Reconfigurable Robot Swarms for Terrain Traversal

Note that on the surface with 5 mm roughness, the velocity variance is relatively small

as the robots are frequently stuck in ground holes. While chained robots enhance

performance in traversing challenging rough terrains, they concurrently introduce

disturbances in terms of tracking error when compared to individual robots due to

their inter-robot interactions. Figure 5.6B(iii) illustrates that the tracking error of

the chained robot surpasses that of a single robot, which becomes more significant on

surfaces with higher roughness, since the chained robots frequently have contact with

each other during the rise and fall of terrain.

In our experiments, we assessed the performance of the robot assembly on platforms

with smooth surfaces under two distinct scenarios: 1) two platforms of identical heights

separated by a gap, and 2) two platforms of differing heights with no gap. These

tests involved systems of one, two, four, and eight robots. The configurations tested

included both line and mesh formations. Additionally, the systems were evaluated

with varying numbers of pilot robots: none, one, or two. The heading angles of these

pilot robots varied from 0 to 50 degrees, in increments of 10 degrees, to show their

impact on system performance under these conditions. The results are shown in

Figure 5.7.

Figure 5.7A provides a visual and quantitative representation of the parameters

measured during the experiments. The variable w represents the width of the space

between two platforms of equal height, a measurement for understanding how wide

a gap the robot assembly can traverse. The variable h indicates the height of the

obstacle, specifically the height difference between two platforms. The width w is

tested in an increment of 10 mm, and h is in an increment of 6 mm. These two

variables are essential for assessing the robots’ capability to traverse discontinuous

terrain, overcoming horizontal and vertical disparities. The heading angle θ is defined

as the angle of the robots’ forward movement relative to the platform edges, which

is later compared with the assembly diagonal angle. Lastly, α denotes the diagonal

angle of a given robot configuration. This angle corresponds to the longest part of

the robotic assembly, providing insight into the geometry properties of the assembly

and its terrain traversal performances.

Figure 5.7B illustrates bar charts showing the maximum gap width and the

maximum descending height that a robot assembly can traverse an average of more

than 80% of the robot successfully completed the task, independent of heading angle
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Figure 5.7: Gap crossing and obstacle descending experiments. (A) Dimensions
related to the experiments of gap crossing and obstacle descending: w is the width
between two platforms of the same height, h is the height of the obstacle, θ is the
heading angle, and α is the diagonal angle of a given configuration. (B) The maximum
gap width, and maximum height a given assembly can traverse with a percentage
of completion > 80%. (C) The average percentage of completion of line and mesh
configurations for gap-crossing and obstacle-descending tasks with respect to various
heading angles.

87



5. Reconfigurable Robot Swarms for Terrain Traversal

variations. Since it is necessary for the front of the assembly to reach a platform

before the center of mass of the entire structure moves off a platform and loses balance,

an assembly is capable of crossing a gap or descending from a height that is up to

half the length of the assembly itself. This limitation arises because the assembly’s

front wheels must make contact with the opposing platform or ground prior to the

assembly’s center of mass falling off from the edge. This set of experiments shows the

capability of traversing different types of discontinuous terrains, and the impact of

different assembly configurations on this traversal capability.

For gap traversal experiments, the data demonstrates that the mesh configuration

consistently surpasses the line configuration in performance. In detail, a mesh

configuration with a four-robot assembly enhances performance by 50%, and this

enhancement escalates to 125% with an eight-robot assembly relative to a line

formation with two pilot robots. Considering that pilot robots are equipped with

four actuated wheels in contrast to the two on non-pilot robots, a pilot robot has

the capability to traverse a 20 mm gap, representing 40% of its own body length,

which is double the traversal capability of a non-pilot robot. Introducing one pilot

robot into a system with non-pilot robots boosts gap-crossing capability by 50% for

two robots, and by 40% in a four-robot assembly. Due to the flexible connections

in the line formation, the robot assembly tends to bend significantly downward.

Therefore, having front pilot robot wheels helps the assembly climb onto the other

platform. Nonetheless, the benefit from the pilot robot is not significant for the mesh

configuration, with no enhancement for assemblies of four robots or fewer. This is

attributed to the rigid connections within the mesh formation, preventing substantial

downward bending of the assembly. However, with larger assemblies, such as those

with eight robots, the inclusion of one pilot robot leads to a performance improvement

of 45%. This improvement is due to the fact that with a greater number of robots,

the mesh assembly still experiences a slight downward deflection.

For obstacle-descending behavior, data indicates that with two and four-robot

assemblies, the line formation surpasses the mesh formation by 25% to 100%. The

reason is that the flexible connections within the line formation offer compliance

with the environment structure, ensuring that the front robot maintains ground

contact before the entire assembly falls off from the edge. In contrast, for eight-robot

assemblies, the mesh formation outperforms the line formation by 33%. This issue
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is related to the length of the chained assembly. As it becomes elongated, the front

robot may become perpendicular to the ground, preventing the wheels from making

contact. The inherent rigidity of the mesh formation ensures that the front robot is

more likely to have contact with the ground, especially when the height difference is

less than half the length of the assembly.

Figure 5.7C presents the average percentage of robots successfully landing on the

other platform (or ground) for both line and mesh formations, with configurations of

four and eight robots, each equipped with two pilot robots. The experiments evaluate

these formations across various heading angles θ, ranging from 0 to 50 degrees in

increments of 10 degrees, on the maximum gap width (or maximum height) for the

given configuration. The purpose of this set of experiments is to demonstrate the

impact of the projected distance of the robot assembly relative to discontinuities in

the terrain, within parameterized environments. This highlights the critical role of

spatial alignment and positioning of the robotic assembly in successfully navigating

uneven or discontinuous landscapes. We calculate the angle α of the diagonal line

- the longest possible line - in a given assembly with respect to its heading angle

θ. Theoretically, optimal performance of the assembly is achieved when θ = α, as

this alignment results in the maximum projected distance over a discontinuity. This

shows the importance of the angular configuration of the assembly in enhancing its

ability to effectively traverse discontinuities in the terrain such as gaps and stairs.

The results indicate that in the mesh formation with four robots, optimal perfor-

mance is achieved at a heading angle (θ) of 40◦ for both gap crossing and obstacle

descending tasks. This is closely aligned with the mesh diagonal angle (α) of 38.7◦.

In the case of an eight-robot assembly for gap crossing, the best performance is

observed at heading angles of 10◦ and 20◦, approximating the diagonal angle α of

24.0◦. However, for line formations, the compliance of the assembly leads to a less

significant correlation between the diagonal angle and performance. Particularly

in obstacle descending behavior, line formations exhibit enhanced performance at

smaller heading angles. This can be attributed to the actuation of two front wheels

in direct contact with the platform when the assembly starts perpendicular to the

edge. Such an orientation gives stronger pulling force and increased stability upon

landing, which is crucial for successful descent.
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5.3 Discussion

In summary, we present PuzzleBots, a reconfigurable modular robotic system char-

acterized by hybrid passive coupling mechanisms. The system is uniquely designed

with a side rigid knob-hole connection, providing robust load-bearing capabilities.

Simultaneously, the front and back of each robot are equipped with flexible anchor

mechanisms, offering flexibility to the assembled structure. This design facilitates

compliance with environment geometries. As these are passive mechanisms, they do

not require dedicated power for coupling behaviors, enhancing the system’s adaptabil-

ity and ease of integration with other systems. The PuzzleBots leverage the intrinsic

agility of each robot’s locomotion to form a diverse range of functional structures.

This approach maintains the individual mobility of each unit while also preserving the

flexibility of the assembled structure. To effectively control these robots, we developed

a distributed model predictive control framework. This framework is both scalable

and computationally efficient with an increasing number of robots. We model the

inter-robot coupling constraints as polygons derived from the data collected, which

further improves the flexibility and scalability of the framework. We demonstrate

the ability of the PuzzleBots to dynamically couple and collaboratively navigate

rough and discontinuous terrains, which would be impossible for a single robot to

traverse. Additionally, we demonstrated the system’s capability to decouple and

execute individual tasks, showcasing their versatility and adaptability in different

tasks.

The primary challenges in developing reconfigurable modular robot systems

capable of traversing uneven and discontinuous terrains lie in the flexibility, robustness,

and load-bearing capabilities of the coupling mechanisms. These systems must achieve

these capabilities while also maintaining low power consumption and preserving the

individual mobility of each module. Balancing these factors is crucial for creating

a functional and efficient system that can locomote in a variety of environmental

structures. Previous works have demonstrated activate mechanisms that involve

magnetic [65] and mechanical [18, 37] components, as well as heating [61]. Passive

connections mainly involve permanent magnets [28, 48, 54] and hook and loop fasteners

[57]. In these designs, stronger connections are generally achieved with higher power

during the coupled status or the decoupling process. On the contrary, we utilize the
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robot’s inherent agility from locomotion, accompanied by environment forces (i.e.

gravity) to activate the mechanism. Through our experiments, we have shown that

this passive mechanism can be robustly coupled and decoupled with our controller

from robot locomotion. Rigid or compliant structures can be formed autonomously

with robots starting from unaligned positions. The assembly structures can traverse

a wide range of rough and discontinuous terrains that are not achievable with a single

robot.

Our research has shown the effectiveness and potential of passive mechanisms in

enhancing the physical capabilities of individual robots. However, as the number of

robots in the system increases, the complexity of modeling inter-robot relationships

using polygon constraints becomes inaccurate. This challenge is primarily due to

the limited knowledge of the contact states between robots. In systems utilizing

passive mechanisms, direct access to these contact states is not available, particularly

with soft components, without the integration of sensors. While adding additional

sensors could provide tactile information, this approach contradicts the principles of

a passive mechanism. Our solution is to infer the contact states indirectly from the

robots’ responses and states. We utilize feedback from onboard encoders to localize

inter-robot contact states. By estimating these contact states, we gain an estimate of

the assembly’s dynamics. This approach paves the way for scaling up the system to

include a larger number of robots and to form more diverse and complex structures,

while maintaining the core benefits of a passive mechanism.

5.4 Materials and Methods

In this section, we present the modeling of our mobile robot systems and the inter-

robot connections, controllers for robot behaviors, including coupling and decoupling,

connection pair maintenance, and trajectory following, and the distributed Model

Predictive Control (MPC) for the multi-robot systems.

5.4.1 Problem Statement and Modeling

While the robots navigate through a 3D environment, the initial configuration of

different formations are still within a 2D plane. Hence, initially we consider a group of
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N robots situated in a 2D environment. We can represent the positions of robot i as

xi = [xi, yi, θi]
⊺ ∈ R3, i = 1, 2, . . . , N , where each robot’s pose includes its coordinates

along the x and y axes on the 2D plane, as well as its orientation angle. The robots’

behavior is modeled by a unicycle model, in which the control inputs ui ∈ R2 comprise

both linear velocities and angular velocities, represented as ui = [vi, ωi]
⊺ ∈ R2. The

mathematical description of a differential drive robot is defined in [27]:

ẋi =

ẋi

ẏi

θ̇i

 =

cos θi 0

sin θi 0

0 1

[ vi
ωi

]
(5.1)

In a discrete time-varying system, we denote the state and control input for robot i

at the timestamp t to be x(t) and u(t), respectively. We use a first-order integration.

Thus, the discrete robot dynamics can be represented as

x(t+∆t) = f(x(t), u(t)) = x(t) +

cos θi(t) 0

sin θi(t) 0

0 1

[vi(t)
ωi(t)

]
∆t (5.2)

The system we developed is composed of two types of robots, as introduced in

Figure 5.3 - the pilot and non-pilot types. We model the non-pilot robot as in

Equation 5.2. Since the pilot robots tend to be less precise in turning, we use them

mainly for straight, back-and-forth movements. The control for the pilot robot is

simplified only to control its linear velocity.

Robot coupling and connection pairs

To model the coupling relationship between robots, we introduce the definition of

connection points. As shown in Figure 5.12, a robot i has seven connection points.

The connection point frame is denoted as Ci. A connection pair is the alignment

of two connection points {Ci, Cj}, i, j = 1, 2, . . . , N . Each connection point on a

robot body has a fixed transformation from the current robot body frame to the

connection point frame, which is time-varying based on the robot’s current pose.

We further denote the position of a connection point Ci in the world frame to be
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ci(t) = [xc
i(t), y

c
i (t)]

⊺ ∈ R2. We define an assembly as a group of successfully coupled

robots. Given a set of target behaviors, our goal is to couple, decouple, and maintain

coupling/decoupling status based on the behavior in a scalable manner with multiple

robots.

5.4.2 Robot behaviors

Coupling controller

Assuming robot i and j are initially separated on a 2D plane. Utilizing a Model

Predictive Control (MPC) framework at time t, with a time horizon of Hm ∈ Z+, the

coupling controller of robot i for a target connection pair {Ci, Cj} is

min
xi,ui

wf∥ci(Hm)− cj∥22 + wc

Hm−1∑
k=0

∥ci(k)− cj∥22 (5.3)

s.t. xi(k = 0) = xi(t) (5.4)

xi(k + 1) = f(xi(k), ui(k)) (5.5)

xi(k) ∈ X , ui(k) ∈ U , k = 0, . . . , Hm (5.6)

where ci(k) is the position of connection point Ci based on the robot pose xi(k). The

MPC optimization is solved in real-time. As a distributed controller, robot i takes

the numerical value of cj at the initial time t. We minimize the distance between

the two target connection points in Equation (5.3), subject to the initial position

constraints (5.4), dynamics constraints (5.5), and actuation limit (5.6). The output

ui(k = 0) is then passed to the lower level PID controller and sent to the robot for

execution.

Decoupling controller

The decoupling behavior shown in Figure 5.4B can be achieved by a simple motion

described below. In a scenario where two robots are coupled, one robot’s anchor is

inserted into the opening of the other robot. The decoupling process is initiated when

the robot containing the anchor performs a wiggle motion. This wiggling consists of
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a combination of angular and linear velocities:[
v

w

]
=

[
vbias

wmaxsgn(sin(Bt))

]
(5.7)

where sgn(·) is a sign function that returns the sign of the input number. This

equation describes the wiggling behavior with a period of 2π/B. Through this

wiggling action, the anchor tip is loosened from the upper slits of the other robot,

allowing it to rotate freely. This rotation, along with the anchor tip’s compliance,

allows the disengagement of the coupled robots.

Maintaining connection pairs

After two robots are coupled, it is essential to maintain the already coupled con-

nection pairs to further form larger assemblies or perform collaborative tasks. Our

approach uses a pure kinematic approach, without considering forces, for maintaining

connections among the robots. This choice arises from the fact that, with passive

coupling mechanisms, we lack direct access to contact status or forces. Although the

integration of sensors could potentially provide us with this information, additional

limitations arise, including size, compatibility with operating environments, and power

constraints. Additionally, the increased electronic complexity introduced by sensors

makes it challenging to directly transfer to other systems. Furthermore, introducing

contact forces and modes results in significantly slower and less efficient computations.

Hence, we rely solely on kinematics, employing polygon-based constraints to model

interactions between robots.

Based on the computation concerns mentioned above, we model the inter-robot

connections as linear constraints as shown in Figure 5.8A. The first constraint is

a point-in-polygon constraint. We collected data on robot poses during coupling

and projected anchor head positions under both fully extended and fully retracted

conditions, resulting in 1153 data points shown in Figure 5.16. We constructed a

bounding polygon enclosing the projected anchor positions, modeling this area as

linear constraints [77]. Additionally, we demonstrate that these linear constraints

on anchor points also translate to linear constraints in the robot state space in the

supplement section 5.5.6. The second constraint is cutting-plane constraint aimed
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Figure 5.8: Controller formulations. (A) Connection maintenance constraints: one
polygon constraint, and two cutting plane constraints. (B) To represent the formation
of a target configuration, we create a minimum spanning tree (MST) based on a
distance-induced graph derived from the robots’ poses. Each MST edge corresponds
to a connection pair. These pairs are sorted to create a task queue. Tasks are assigned
by matching robot poses to the target configuration, and then executed in parallel
from the queue. Upon aligning a pair, robots continue with other tasks, maintaining
established connections. (C) This distributed MPC framework takes in the current
robot states and control inputs, already connected pairs to maintain, and the relevant
target behavior variables. Each robot has its own dedicated process that minimizes a
specific cost based on the inputs, subject to the initial position, dynamic constraints,
actuation limits, and connection maintenance polygon constraints.
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at preventing the overlap of robot body geometries. Such overlaps can lead to

failure experiments on the hardware, including instances where rotating robots exert

excessive force, causing unintended flipping or tipping of adjacent robots. For a pair

of robots coupled with an anchor, the cutting planes are defined by a line positioned

either in the front or back, with half-planes oriented outward towards the other robot,

as illustrated in Figure 5.8A. Notably, this formulation is also linear concerning the

robot states. For detailed mathematical derivation, please refer to the supplementary

section 5.5.6.

5.4.3 Connection-pair assignment

When robots start from unaligned positions, the goal behavior can be to form a given

configuration. As shown in Figure 5.8B, we assign connection pairs relative to a given

target configuration. Treating each robot as a vertex, we construct a fully connected

graph based on the distances between them. Subsequently, a minimum spanning tree

(MST) is derived from this distance-induced graph. For each edge within the MST,

connection pairs are generated from the two vertices at its ends and appended to a

task queue. This queue is then sorted to prioritize line movements before coupling

operations. This is due to the limitations imposed by the robot’s mobility in a

mesh configuration—wherein lateral movements are possible while rotation is not.

Following the generation of the task queue, we match the current robot positions

with the given target configuration based on distance with Hungarian algorithm [25].

Subsequently, the tasks are mapped and assigned to the actual robots. Each task

corresponds to two connection points on both robots, which is further augmented

based on the type of connection, i.e. anchor-opening or knob-hole connection. Details

of connection points and their augmentation are discussed in supplement section 5.5.5.

Then the robots execute the coupling tasks in parallel. Upon completion of a coupling

task, the robot assembly will continue with other non-conflict tasks while maintaining

the already established connections with the above constraints.

5.4.4 Distributed Model Predictive Control

To enhance the scalability of our algorithm to accommodate a large number of robots,

we introduce a distributed model predictive control (MPC) framework, as shown in
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Figure 5.8C. This framework operates on a central computer in a distributed fashion.

Initialization of the optimizer starts N processes, where N corresponds to the total

number of robots. Within each process, the MPC optimization is computed utilizing

ip-opt [68], integrated with a casadi interface [4]. The MPC formulation takes the

following inputs. The first one is the current robot states xi, and the current control

input ui, where i = 1, . . . , N . In the process for robot i, we create the state and control

variables for a fixed MPC time horizon Hm, denoted as xi(k = 0), . . . , xi(k = Hm).

The states for other robots in the system are passed as numerical copies, and assumed

to be stationary throughout the time horizon. The second input is the already

established connection pairs (Ci, Cj), . . . , which are incorporated into both the cost

and constraints to facilitate connection maintenance. The third set of input is

information regarding target behaviors. This includes ongoing target connection pairs

in the case of configuration formation behavior, or a reference trajectory for trajectory

tracking behavior.

Within each MPC iteration, the cost is formulated as a weighted sum of the

errors associated with the given target behavior, established connection errors, and a

control input difference for smoothness. The target behavior errors are also separated

with a smaller intermediate stage cost for k < Hm, and a large final cost for the last

time step k = Hm. By assigning a small stage cost, MPC prioritizes other factors,

such as smoothness and connection maintenance, to ensure smooth and efficient

control over the robot in real-time. On the other hand, assigning a large final cost

encourages the controller to reach our desired behavior by the end of Hm. This helps

in regulating the system towards the desired long-term behavior while minimizing

other costs. The constraints of the MPC include initial state constraints, dynamics

constraints, and actuation limits, as expressed in Equations (5.4)-(5.6), alongside

the connection maintenance constraints presented in Figure 5.8A. Incorporating

connection maintenance both as soft constraints within the cost function and as

hard constraints serves the dual purpose of ensuring connections without breakage,

while also providing preferences regarding the positioning of anchor heads or knobs

relative to the robot body. This approach enhances the robustness of the system

for constraint violations, which may arise from numerical errors or uncertainties in

hardware actuation. Upon completion of optimization, the main process collects the

first control input ui(k = 0) from the results obtained across all distributed processes.
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Subsequently, this control input is forwarded to the PID controller node to execute,

stabilize, and send down to the actual robots. This current control input is stored

locally to be passed to the MPC in the next iteration. More details on the algorithm

and formulation of the distributed MPC are in the supplement material section 5.5.8.

5.5 Supplementary Materials

5.5.1 Electrical design

A custom 2-layer printed circuit board (PCB) was designed to accommodate all the

electronics needed for the robot. The board contains a microcontroller development

board (Seeed Studio XIAO ESP32-C3), equipped with Wi-Fi for communication, on

top of the board 5.9(A) with a switch for the power. On the bottom 5.9(B), a

dual H-bridge motor driver (DRV8833, Texas Instruments) is used for controlling

the motors, a voltage regulator (TPS7A0533PDBZR, Texas Instruments) for power

distribution, 6-pin JST SH connectors for connecting the motors with encoders,

and a battery connector for 3.7V 1000mAh lithium polymer battery (ASR00012,

TinyCircuits) to power the robot. The robot consumes 0.1A at 3.7V on average,

hence can run for approximately 10 hours with a fully charged battery.

5.5.2 Rigid and flexible connections

For a reconfigurable multi-robot system, the functionality of an assembly depends

on the strength and shape of the robot connection and configuration. In magnetic

and other active mechanical structures, connection strength requires high power

consumption. For a passive connection, where no power is dedicated to the coupling

mechanism, strong connections may require high power to couple or decouple. To

enable strong connections from the limited onboard power, we designed an asymmetric

flexible anchor mechanism along with rigid connections. By combining two different

connection mechanisms and assembling them in different directions, we can achieve

structures with high strength.

The design objectives for the flexible anchor are threefold: firstly, to ensure it is

sufficiently pliable for robots to establish coupling through locomotion alone; secondly,
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Figure 5.9: Pictures of the top view(A) and bottom view(B) of the populated PCB.

Figure 5.10: (A) Force experiment setup of pushing from the front or back. (B)
The different pushing positions for the force profile. (C) Forces with different offset
distances from the centered position versus displacement. (D) Forces of pushing from
the anchor in the centered position, offset position, and backward positions versus
displacement.
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to possess the strength to support the collective weight of multiple robots, while

still being able to decouple; and thirdly, to offer a degree of rotational flexibility,

enabling connected components to undergo slight rotations. The design is shown in

Figure 5.10A and B. We tested the force-displacement profiles of the anchor from

different positions. Figure 5.10A and B show the experiment setup of pushing the

anchor when it is aligned with the opening on the other robot (anchor centered offset

0 mm), deviated by 1mm from the center (offset +/- 1mm), and also from the back

of the anchor. Figure 5.10C shows the forces of these corresponding pushing positions

based on the displacement from its resting position. Since the sensor is pushing

in parallel with the center of the anchor, the forces drop once it passes the critical

displacement position. Since the anchor has two legs, Figure 5.10D shows the total

forces required from the other robot to achieve a given displacement. The average

force one mobile robot can provide is 0.7189 N, which is significantly higher than the

forces required to push an anchor inside the other robot (both anchor is centered

position and 1 mm offset position). The backward force, i.e., the forces needed for the

robot to pull out the anchor directly, is significantly greater than the forces that one

single robot can provide. This shows that the robot can easily couple with another

robot, while it cannot pull out the anchor directly. Instead, the robots can decouple

by locomoting with a specific motion pattern, which will be introduced in the method

section.

5.5.3 Additional force experiments

As illustrated in Figure 5.11, we conducted measurements on the load experienced by

the rigid side knobs. Despite being designed as a rigid structure, deformation still

occurs. This is mainly due to the whole robot body, including the chassis and the

knobs, being fabricated using Thermoplastic Polyurethane (TPU), which allows for

a buckling effect that facilitates coupling between robots, as discussed in [76]. The

force sensor reaches its limit at approximately 3.2N. The pilot robot weighs 104.2

g, while the non-pilot is heavier due to the metal ball bearings, weighing 109.7 g.

Combining the forces from both knobs, the robot can support a weight equivalent

to around seven times the body weight of one robot. While the actual load might

exceed this value, the measured capacity already meets the requirements for all our
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Figure 5.11: Force plot of the two side knobs.

intended robot formations.

5.5.4 Simulation setup

In this research, we evaluated our robots using the Bullet physics engine [13]. We

generate the robot’s structure based on our mesh and output a URDF (Unified Robot

Description Format) file, which outlines the robot using only the primitive shapes -

boxes, cylinders, and spheres. Experimentally, this method has proven to be more

reliable and precise for contact and collisions compared to using original mesh files.

The robot main body is modeled as a rigid body without self-collision checking.

For the two side wheels of the non-pilot robot, we connect the wheels to the main

body using a revolute joint. The effort and joint torques are setup from the force

experiments as in Figure 5.10.

To mimic the flexibility of the anchor, it is modeled as a three-bar linkage, where

the middle bar is attached to the base of the anchor, and the side bars are connected

to the middle bar with rotating joints. These joints simulate the force shown in

Figure 5.10.

5.5.5 Connection pair augmentation

As shown in Figure 5.12, we define six connection points on the robot body for initial

task assignment. To obtain the task queue as shown in Figure 5.8, the planner iterate
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Figure 5.12: Connection points on a robot for computing the connection pair task
queue in Figure 5.8A.

Figure 5.13: Anchor connection points for planning, the augmented anchor connection
point, and the polygon constraints for coupling and connection maintenance.

Figure 5.14: Knob connection points for planning, and the augmented connection
points for coupling and connection maintenance.
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Algorithm 7 Augment Connection Pairs

Input: C = {(Ci, Cj), . . .}: set of connection pairs
Output: C̃: augmented set of connection pairs
Initialize: C̃={}
1: function augmentPairs(C)
2: for (Ci, Cj) in C do
3: (Ci, Cj).status = decoupled
4: (Ci, Cj).type = anchor or knob
5: (Ci, Cj).anchor index = getAnchorIndex(Ci, Cj)
6: (Ci, Cj).head = (C ′

i, C
′
j) based on anchor index

7: C̃.append((Ci, Cj))
8: end for
9: return C̃
10: end function

though all the possible connection pairs for a given target configuration, and generate

the set of tasks based on minimum total distance with the Hungarian algorithm [25].

Contrary to the typical collision-avoidance behavior on most robotic systems,

our objective is controlled collisions that allow the robots to couple with each other.

For collision avoidance in a relatively uncluttered environment, the geometry of

the robots does not need to be precisely considered; simplifying their shapes into

disks or other basic convex forms suffices. This simplification allows for efficient and

effective navigation without detailed consideration of each robot’s geometry structure.

However, when aiming for collision-seeking behavior to enable coupling, the specific

geometry of the robots becomes crucial. Given the inherent concave nature of the

robot bodies in our design, simple convex approximations are inadequate for this

purpose. To address this, we introduce augmented points of alignment that are out

of the minimum convex boundary enclosing the robots. These points enable accurate

alignment between robots, avoiding unintended collisions.

After obtaining the goal connection pairs based on a distance-induced graph, we

augment the pairs as in Algorithm 7. In Algorithm 7, we iterate through the set of all

connection pairs and augment them based on characteristics such as current anchor

status and type. Then the augmented set of connection pairs is returned.

While iterating through the connection pair list, we assess whether the status

of each connection pair needs to be updated. As illustrated in Algorithm 8, we
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Algorithm 8 Update Connection Pair Lists

Input: Cconn: connected pairs, Cactive: active pairs, C̃: augmented pair list, ϵ: thresh-
old

Output: Cconn: connected pairs, Cactive: active pairs
1: function updatePairs(Cconn, Cactive, C̃, ϵ)
2: for (Ci, Cj) in C̃ do
3: a = (Ci, Cj).anchor index
4: b = (Ci, Cj).body index
5: if (Ci, Cj).status is decoupled then
6: if Ra.head in polygon(Rb, ϵ) then
7: (Ci, Cj).status ← head aligned
8: end if
9: end if

10: if (Ci, Cj).status is head aligned then
11: if Ra.head in polygon(Rb, ϵ) then
12: (Ci, Cj).status ← head inserted
13: end if
14: if Ra.head not in polygon(Rb, ϵ) then
15: (Ci, Cj).status ← decoupled
16: end if
17: end if
18: if (Ci, Cj).status is head inserted then
19: Cactive.remove((Ci, Cj))
20: Cconn.append((Ci, Cj))
21: end if
22: end for
23: return Cconn, Cactive
24: end function

determine the connection status, considering the current positions of the robots, by

verifying if the connection point (the anchor head) falls within the polygon of other

robot, with a slight tolerance margin denoted by ϵ. Subsequently, Cconn, which is the

set of already connected pairs and Cactive, which is the set of active connection pairs

that are not yet coupled, are modified.
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Figure 5.15: Point in polygon.

5.5.6 Coupling constraints

Before introducing the polygon constraints with the dynamics of robots, we first

address the problem of determining whether a point resides within a polygon. The

Point-in-Polygon (PIP) problem is a classic problem within computational geometry.

Traditional methods for solving the PIP problem, such as ray-casting or the winding

number approach, are computationally heavy to integrate into a real-time control

frameworks.

This section introduces our approach to mathematically deriving the linear in-

equality constraints that ensure a point is within a convex polygon. This method

offers a more direct and computationally efficient way to integrate spatial constraints

into the MPC framework, enabling real-time decision-making and control for robotic

systems.

As shown in Figure 5.15, a convex polygon on a 2D plane is defined by a series

of points C1, . . . , Ck, Ck+1, . . . , CK . The coordinate of each point Ck ∈ R2 is (xk, yk).

A convex polygon is characterized by the property that all interior points lie on the

same side of each boundary line segment [15], for example CkCk+1. For simplicity and

without loss of generality, we assign numbers to the vertices of our convex polygon

in an incremental order, counter-clockwise along the boundary points. Thus, all

the points inside the polygon lie on the left-hand side of
−−−−→
CkCk+1. Consider a point

P = (x, y) ∈ R2 inside this convex polygon. It is on the left-hand side of the vector
−−−−→
CkCk+1. According to the right-hand rule of cross-product, we have

−−→
PCk ×

−−−−→
PCk+1 ≥ 0 (5.8)
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We substitute the coordinate variables into this equation. Then we have[
xk − x

yk − y

]
×

[
xk+1 − x

yk+1 − y

]
≥ 0

(xk − x)(yk+1 − y)− (yk − y)(xk+1 − x) ≥ 0[
yk+1 − yk −(xk+1 − xk)

]([x
y

]
−

[
xk

yk

])
≤ 0 (5.9)

Denote the augmented connection point frame in Figure 5.13 to be Pa ∈ SE(2).

The homogeneous transformation from the robot i body frame Ri to the connection

point frame is

gRiPa =

1 0 ax

0 1 ay

0 0 1

 (5.10)

where ax and ay are constant based on the anchor’s resting position. On our robot,

ax = −0.032 and ay = 0, both in meters. Consider the constraint polygon sit on

robot j with its body frame denoted as Rj . We transform the connection point frame

into the body frame Rj where the constraint vertices are defined. As defined in the

Method, the pose of robot i is (xi, yi, θi), and similar for robot j. We also denote the

world frame to be W .

gRjPa = gRjW gWRi
gRiPa (5.11)

= g−1
WRj

gWRi
gRiPa (5.12)

=

R(−θj) −R(−θj)
[
xj

yj

]
0 1


R(θi)

[
xi

yi

]
0 1


1 0 ax

0 1 ay

0 0 1

 (5.13)

=

R(−θj) −R(−θj)
[
xj

yj

]
0 1


R(θi) R(θi)

[
ax

ay

]
+

[
xi

yi

]
0 1

 (5.14)

where the R(θ) ∈ SO(2) denote the rotation matrix from angle θ. We extract the
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translation part and obtain

R(−θj)

(
R(θi)

[
ax

ay

]
+

[
xi

yi

])
−R(−θj)

[
xj

yj

]
(5.15)

For a distributed setup, the states of neighboring robots are numerical constants.

Consider robot i to be the ego robot, xj, yj, θj are constants throughout the MPC

planning horizon. We substitute this Equation (5.15) into the coordinates of the

point P = [x, y]⊺ in Equation (5.9), and denote this as:

pip(Pa,
−−−−→
CkCk+1) ≤ 0 (5.16)

Note that despite the non-linearity of the system with respect to the states xi, yi, θi,

this inequality constraint remains differentiable, with analytical expressions for both

gradients and Hessians. This is particularly helpful for MPC optimization, given that

our chosen optimizer, ip-opt [68], uses the interior point method. The availability of

explicit derivatives facilitates the optimizer’s efficiency and effectiveness in navigating

the solution space, thereby enhancing the overall computational performance of the

optimization process.

5.5.7 Modeling constraint geometry

To create the bounding polygon as a constraint to the passive soft anchor as shown

in Figure 5.15, we collected data points on the robot poses when robots are coupled

together. By driving them with various velocities while keeping the robots coupled,

we collected 1153 data points. We then project the anchor head positions Pa at its

retracted position and its extended position onto the body frame of the other robot.

The result is shown in Figure 5.16. We use this data to create a bounding polygon to

constrain the anchor head in the MPC setup.

Apart from the point-in-polygon constraint, we also have the body line cutting

plane constraints in Figure 5.17. We constrain the corner points of the robots to

be on the other side of the cutting plane defined by the front (or back) of the other
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Figure 5.16: Projected anchor head positions when two robots are coupled. The plot
shows the projected positions when the anchor is fully retracted and fully extended.

Figure 5.17: The cutting plane constraints for inter-robot connections.

robot body. For Figure 5.17A and Figure 5.17B constraints respectively, we have

gxRiCj
≥ L/2 (5.17)

gxRjCi
≤ −L/2 (5.18)

where gxRiCj
represents the translation of corner point Cj in x-axis of the robot body

frame Ri, and similarly for the other constraint. L denotes the body length of a robot.

We represent these constraints as line(xi, xj) ≤ 0 where xi ∈ R3 is the state of robot

i.
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5.5.8 Distributed MPC framework details

Algorithm 9 demonstrates a simplified pseudocode of the overall controller algorithm.

We first initialize a set u for the control signals and a cost variable. Then, we calculate

the control signal for each robot in parallel, adding its cost costi to the running total

cost for that time step. A diagram of the MPC is shown in Figure 5.8. The objective

function is minimized, and the control signal ui is obtained and returned, then added

to u. This is then passed to either the simulation interface to control the robots in

the simulator, or to the lower-level PID controller to be sent to the hardware platform

via WiFi.

min
xi,ui

wf∥ci(H)− cj∥22 + wc

H−1∑
k=0

∥ci(k)− cj∥22

+ ws

H−1∑
k=0

∥ui(k)− ui(k + 1)∥22 (5.19)

s.t. xi(k = 0) = xi(t) (5.20)

xi(k + 1) = f(xi(k), ui(k)) (5.21)

xi(k) ∈ X , ui(k) ∈ U , k = 0, . . . , H (5.22)

pip(Pa(k),
−−−−−−−−−−→
Cm(k)Cm+1(k)) ≤ 0, k = 0, . . . , Hc (5.23)

line(xi(k), xj(k)) ≤ 0, k = 0, . . . , Hc (5.24)

The MPC formulation for a couping behavior is shown above. For robot i, the

objective in Equation 5.19 includes the intermediate stage cost of the alignment error

for the target connection pair between robot i and j with a weight wc, the final cost

weight of this error is denoted as wf . A smoothness term is also added with a weight

of ws for the control signals. To simplify notation, we denote the MPC horizon to be

H ∈ Z+.

5.5.9 Costs of other behaviors

For a Model Predictive Control (MPC) framework, the setup of cost and weights

are crucial for each different behavior. To ensure the correct operation of a connect

109



5. Reconfigurable Robot Swarms for Terrain Traversal

Algorithm 9 Distributed MPC for Coupling Behavior

Input: T : target configuration, x: robot states at time t, Cconn: connected pairs,
Cactive: active pairs

Output: u: control input for robots
Initialize: u = [], cost = 0
1: function couplePairs(T , x, Cconn, Cactive)
2: for roboti in robots do ▷ done in parallel
3: xi = state of roboti
4: ui ← MPC(xi, Cconn, Cactive)
5: add ui to u
6: add costi to cost
7: end for
8: return u
9: end function

segment assembly, we consider the robots that have active tasks to operate the

segment leader. The goal of this segment leader will have the largest weight in the

cost function, while all the other robots within this segment will have less weight and

copy the goal of this segment leader. During the task assignment, each segment is

guaranteed to have only one segment leader, thus guaranteeing there are no conflicting

goals for each segment.

For each segment leader in the configuration formations, the MPC formulation

follows the same as in Equation (5.19). For a none leader robot within a segment,

the objective of the MPC becomes

wf∥xi(H)− xleader∥22 + wc

H−1∑
k=0

∥xi(k)− xleader∥22 + ws

H−1∑
k=0

∥ui(k)− ui(k + 1)∥22

(5.25)

This ensures the connected segment follows the leader for the target behavior. The

connection constraints remain the same as in the the leader constraints for configu-

ration formation Equation (5.19). The weights wf , wc for the non-leader robots are

significantly smaller than the weights for leader robots.

The trajectory following behavior also has a different objective formulation. Con-

sider a given reference trajectory is parametrized by a set of waypoints xref . Only the

leader robot within a segment is considered during the trajectory following behavior.
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The objective is

wf∥xi(H)− xref (H)∥22 + wc

H−1∑
k=0

∥xi(k)− xref (k)∥22 (5.26)

The constraints remain the same as in the previous section. The non-leader robots

follow the MPC formulation as in Equation (5.25).

5.5.10 Statisical analysis of performance on rough terrain

The mobility characteristics of PuzzleBots were individuals, and connected pairs

were compared across rough terrains for three different metrics. These metrics, the

tracking error, the percent traversal, and velocity capture the mobility and precise

locomotion characteristics of PuzzleBots across terrains with various roughness. Five

different surfaces were tested, including a flat terrain, with a surface variance of 0mm,

and then artificial, 3D printed rough terrains with surface variances of 1mm, 2mm,

3mm, and 4mm.

The locomotion data of the PuzzleBots were collected as described in the Results

section. To determine if the mobility of individuals and paired PuzzleBots are different

on different terrains, pairwise t-tests were performed for all three metrics on all five

terrains (a total of 15 pairwise t-tests were performed). Table 5.1 summarizes the

p-value of the pairwise t-tests between individual and linked puzzled bots across

terrains and metrics. All tests were performed with the ttest2 function in MatLab

2021b with a degree of freedom of 18, and resultant p-values were compared to

α = 0.01, for a confidence interval of 99%.

On flat terrain (a surface variance of 0mm, individual and linked PuzzleBots did

not perform statistically significantly different, and since both individual and linked

PuzzleBots completed the entire trajectory (100% for traversal percentage), a pairwise

t-test could not be performed. On all terrains with surface variances between 0mm

(flat terrain) and 4mm, individual and linked Puzzlebots did not perform statistically

significantly different in any metric with a 99% confidence interval. However, when the

surface variance increases to 5mm, individual and paired PuzzleBots are statistically

significantly different in all three metrics for the pairwise t-tests. Figure 5.6 shows

that the paired PuzzleBots outperformed individual PuzzleBots for the traversal
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Surface variance (mm) Tracking error Percent traversal Velocity
0 1.13E-01 - 1.36E-01
1 2.06E-02 9.06E-01 9.63E-01
2 8.67E-02 3.22E-01 3.71E-01
3 6.44E-01 5.74E-02 5.94E-02
5 5.56E-03 2.79E-03 2.80E-03

Table 5.1: Experiment analysis for terrain traversal.

percentage and velocity, meaning that paired PuzzleBots could complete longer paths

with higher velocities. However, paired PuzzleBots have an increase in the tracking

error.

5.6 Limitations

This study has demonstrated the efficacy of leveraging the collective capabilities of

multiple robots for navigating challenging terrains. Nonetheless, it is important to

acknowledge several limitations inherent to our current approach.

Firstly, in our modeling framework, we model each individual robot with unicycle

dynamics. This is simple and accurate, and achieves high precision in trajectory

tracking, with accuracy within one millimeter. However, this level of precision is

challenging when modeling a connected assembly of multiple robots. The primary

challenge lies in our approach to modeling these robots purely from a kinematic

perspective, disregarding the contact forces and modes between them. Though

this simplification has facilitated an efficient real-time optimization framework, as

discussed in the Methods section, it does not accurately capture the complex dynamics

of robot interactions. While the modeling error may be negligible for a small assembly

of robots, it becomes increasingly significant as the number of robots in the assembly

grows. This limits the scalability of our approach for precise control over larger

assemblies. Moving forward, we aim to adopt data-driven methodologies to model

the interactions among coupled robots more accurately, enhancing both scalability

and precision.

Secondly, our use of passive connections, despite offering significant benefits, limits

the robots’ ability to navigate positive obstacles, such as climbing stairs or overcoming
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barriers. The current system is effective for traversing negative obstacles, like gaps and

height drops, due to its reliance on gravity and environmental interactions. To address

this limitation, future research will explore the integration of minimal actuation into

the robots’ coupling mechanisms, enabling them to navigate over positive obstacles.

Thirdly, the reliance on indoor Vicon localization systems for precise control

and coupling poses another limitation. This dependency constrains the operational

environment of the robots to indoor lab settings equipped with such systems. To

broaden the applicability and autonomy of the robots, future developments will

consider incorporating onboard sensors and other localization technologies, reducing

reliance on external systems for navigation and control.

In conclusion, while our findings highlight the potential of collective robot forces

in overcoming complex terrains, the outlined limitations underscore the need for con-

tinued research and development to enhance the versatility, scalability, and autonomy

of robotic assemblies.
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Chapter 6

Conclusion and Future Works

In this thesis, we developed the PuzzleBot system utilizing passive mechanisms for

modular multi-robot systems. The robots can autonomously couple into functional

structures to collaboratively navigate challenging terrains, and decouple to perform

individual tasks in parallel.

To conclude, compared with previous works that focus mostly on developing the

hardware connection mechanisms, we have shown that we can use the environment to

extend the physical capability of each individual robot. By employing gravity as an

activation force, we utilize passive mechanisms as connections between robots, without

the need for additional power. Furthermore, we incorporate compliance within the

robot assembly to improve traction, enabling coupled robots to navigate challenging

terrains more effectively. We have demonstrated how modular multi-robot systems

significantly enhance the physical capabilities of individual modules. By leveraging a

design that incorporates redundancy in inter-robot connections, we have achieved a

level of adaptability that allows us to tailor the rigidity of assembled structures to

specific environmental structures. We also utilize heterogeneity of combining different

types of robots, where each one of them has their own strength and weaknesses. All

of these are achieved by leveraging precise and scalable controllers and the inherited

agility from locomotion. We utilize a pure geometry and kinematics approach to

model both rigid and soft inter-robot connections with passive mechanisms and

provide a distributed Model Predictive Control framework for scalable computation.

All these improvements are realized with relatively simple hardware designs, showing
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that we can enhance robot capabilities without complex or costly mechanisms.

Despite the advantage of simplicity and the ease of transfer of passive mechanisms,

modeling and controlling their motions remains challenging. Without sensors or

actuators, we do not have direct access to the contact status. For a constrained and

contact-dense robot system, reliably modeling contact forces and modes is crucial

for controlling such systems. Future works may include inferring contact status from

limited onboard feedback, for example, the motor encoder and current feedback. We

may also explore data-driven approaches for such systems that are too complicated

to model analytically. Specifically for highly constrained multi-robot systems, it is

crucial to find a representable state space for such inter-robot contact constraints to

be able to generalize to a large number of robots.

The passive coupling mechanism we developed has demonstrated notable flexibility

and efficacy, particularly when dealing with negative terrains such as descending

obstacles and crossing gaps. To address more diverse terrains, such as navigating

over obstacles and stairs, we introduced a simple enhancement with one active

motor. This involved the incorporation of one actuator atop the existing passive

coupling mechanism [12]. This augmentation enabled active three-dimensional motion

capabilities, empowering the robots to ascend onto platforms twice their original

height, thereby expanding their capabilities in a wide range of environment geometries.

With limited onboard power and actuation on mobile robots, it is important to study

the need for actuation - what are the necessary components for target behaviors?

This thesis shows that passive structures and simple designs in robotics are

valuable but often overlooked. It challenges the common overuse of actuation in

robots with high degrees of freedom. Showcasing how the PuzzleBot system uses fewer

active components to achieve its goals may suggest that future robot designs might

need less complexity than we currently use. I hope this research encourages others to

explore and investigate more about using simple shapes and passive mechanisms in

robotics to create efficient and functional robots, which is a direction that could lead

to more sustainable and effective designs in the future.
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