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Abstract

The introduction of Generative AI has brought about many improvements
in the artistic world. It allows many individuals to create artistic works
via simple descriptive text prompts. This has, in particular, created
an avenue for non-artistic individuals to express their thoughts through
generated art.

Our work focuses on how emotion can be added as an additional modality
to assist individuals and guide the system better to create more user-
intended media in a collaborative space. In particular, we use audio as the
primary input modality to best capture the emotion through the voice’s
raw tone, pitch, and pace. We hypothesize that users will best benefit
from active emotional feedback during art generation in an interactive
space instead of a simple generative pass or an interactive system without
emotion analysis. Therefore, we propose using a personalized Speech
Emotion Recognition system combined with a collaborative system, and
the generation of desirable artistic media is obtained.

To address this, we consider (1) a personalized emotion calibration model,
(2) an online emotion-guided Interactive Detect and Respond system from
the finetuned model, and (3) the introduction of the personalized finetuned
Speech Emotion Recognition Detect and Respond system in a collaborative
artistic space. Our results support the advantage of introducing emotion
in the generative space to foster a better collaborative experience.
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Chapter 1

Introduction

The intersection of artificial intelligence and creativity has witnessed unprecedented

evolution over the past few years, heralding a new era in the artistic domain. However,

the introduction of generative AI systems [14] has offered a platform where creativity

is no longer bounded by technical proficiency. Users can now generate art through

simple descriptive text prompts, thus bridging the gap between imagination and

artistic realization.

Despite these advancements, the interaction between humans and these AI systems

often remains surface in the art domain, primarily relying on the user to give specific

instructions without a deeper understanding of the user’s emotional intent [12]. In

addition, for effective communication, humans must incorporate emotional feedback

into their social and artistic interactions with other humans and intelligent systems

[7, 36, 37].

Recognizing this gap, our work delves into an innovative approach incorporating

emotion as a critical modality to enhance the collaborative process between the user

and the robot. By leveraging audio inputs, we aim to capture and interpret emotional

subtleties and use this as a way for the robot to form an interactive experience

with the user that is often lost in text-based communication. This emotional insight

promises to guide the generative process more effectively, creating more satisfying art

for the user.

We hypothesize that incorporating emotional feedback actively during the art

creation phase can significantly enrich the user experience, leading to outcomes that
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1. Introduction

more accurately reflect the user’s intentions. To achieve this, we propose a multifaceted

approach involving a personalized emotion calibration model, an emotion-guided

generative system finetuned to these calibrations, and deploying this enhanced system

within a collaborative artistic space.

1.1 Motivation

The general foundation models are widely used and most common in today’s Artificial

intelligence space. They are built to be used by everyone, but they are not for

everyone. A model that works for one person may not necessarily work for another.

Improving the personalization of foundation models can significantly enhance user

experience and effectiveness in applications virtual assistants [2]. Personalized models

make the responses, suggestions, and interactions based on the individual user’s

preferences and behavior patterns, leading to more accurate, relevant, and engaging

experiences. Conversely, a lack of personalization in foundation models could lead to

less effective and engaging interactions, potentially causing user frustration due to

generic or irrelevant responses, which we eventually want to avoid [2].

In our work, we aim to move up the levels of abstraction towards a more person-

alized model as shown in Figure 1.1. From this figure, the ultimate goal is to move

away from the generic foundation models, and at each level, personalize some part of

the models to cater more to our own needs.

In the Multicultural Generative Media [23, 24, 25] project, we leverage diffusion

models, and the generated images produced are more diverse and cater to the user’s

needs. In Figure 1.2, we outline an example of how a diverse dataset can favor

Nigerian culture images instead of the generic Stable Diffusion [30] model. Thus,

we aim for more direct user-robot interaction by reaching a more personalized user

experience and engaging with the user.

To achieve this, we utilize the FRIDA robot [33] to further expand the interaction

space through art co-creation.

2



1. Introduction

Figure 1.1: High-Level Abstraction Diagram to achieve model personalization

Figure 1.2: Personalized Image Generation Tailored Towards a User from the Country,
Nigeria

1.2 Thesis Organization

The following chapters are organized as follows:

– Chapter 2 reviews and summarizes existing work in this field;

– Chapter 3 describes the components leading to the emotion guidance;

3



1. Introduction

– Chapter 4 compiles the set of studies and experiments that were carried out for

testing the system’s performance;

– Chapter 5 analyses the results obtained on the experiments, and;

– Chapter 6 provides final discussions and ongoing and future work.
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Chapter 2

Related Work

2.1 Speech Emotion Recognition

Speech Emotion Recognition [10, 15, 35] is not a new concept and has been explored

through various means. The overall framework adapted into the Speech Emotion

Recognition models includes a series of classification tasks, with slight differences in

the datasets, model architecture, and input streams.

This work focuses on integrating emotion into the generated art process, so

choosing a good model is essential. We focus on the transformer-based WAV2VEC2

model[5] due to its ease of use and fine-tune, but other Speech Emotion Recognition

models such as Recurrent Neural Networks (RNNs) [31], Deep Neural Networks

(DNNs) [20], and Domain-Adaptive Models [13] can also perform similar tasks.

Although these Speech Emotion Recognition models are good at emotion recogni-

tion with an average user accuracy of about 79-80% [5, 20, 31], these models often

fail to classify the user’s audio correctly and need a good amount of attempts to do

so. This can often be frustrating for the user and reduces the reliability of the system

to the user. In our work, we address this through a Personalized Speech Emotion

Recognition model that considers the user’s own emotion meter.

5



2. Related Work

2.2 Emotion in Image Generation

The exploration of emotion in image generation has garnered significant attention,

seeking to enhance the expressiveness of generated imagery. Text-Guided Generative

Adversarial Networks tailored for Image Emotion Transfer [41] were introduced,

marking a significant stride toward bridging textual emotion descriptions with visual

emotion conveyance. Similarly, StarGAN-EgVA [40], a model adept at Emotion-

guided continuous affect synthesis, offers nuanced emotion manipulations within

generated images. Xu et al. [39] further this discourse with their work on High-fidelity

generalized emotional talking face generation, which innovatively incorporates multi-

modal emotion space learning to enhance the emotional expressiveness of talking

faces.

However, in our work, we are not focused on how the images are generated but on

how using emotion as an additional input can help generate more satisfying output

in a collaborative environment, improving the user’s experience.

Furthermore, work has been done to create visuals from emotional input: Krcadnic

et al. utilize Hoolovoo Visualizations [19] to create shades to show the strength of

the emotional input from weak happiness to strong happiness. In addition, Multicon-

ditional StyleGANs [18] has also been further modified to adapt art creations, taking

in emotion and a prompt description of an artwork [9]. Robot Synesthesia[27]

These works, however, only use text input and are one-pass without feedback or

check-in with the user. In addition, the Robot Synesthesia work also uses a generic

Speech Emotion Recognition classifier to obtain the resulting visuals.

2.3 Interactive Feedback in Robotics

Over time, there have been many advancements with feedback in the Human-Robot In-

teraction space. Interactive feedback mechanisms represent a cornerstone in advancing

robotics, facilitating more nuanced and effective human-robot interactions.

Early studies laid the groundwork by illustrating the critical role of immediate

feedback in robotic systems for task efficiency and user satisfaction [34]. Building

on this foundation, adaptive feedback algorithms were introduced that significantly

enhanced robots’ ability to understand and respond to human actions and intentions
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2. Related Work

in real-time [6, 16, 21].

These contributions collectively underscore the transformative impact of interactive

feedback on human-robot interactions. In our work, however, we make the user robot

more personalized and tailored to the user.

2.4 CoFRIDA

“CoFRIDA: Self-Supervised FineTuning for Human-Robot Co-Painting” [33] is a

framework that enhances human-robot collaboration in art, specifically in drawing

and painting. Building upon prior work by the FRIDA system [32], which closed

the simulation-to-reality gap and improved user interaction modalities during the

initial stages of painting tasks. The CoFRIDA system shows improved alignment with

user-provided text prompts. It can continue painting on canvases already started by

humans without unnecessary overwrites, which maintains the collaborative artwork

steps.

Currently, the CoFRIDA system primarily utilizes text-based input, with the only

communication between the user and the robot being the FRIDA brush strokes and

the display on the screen. In our work, we aim to close this gap by adapting audio

input, incorporating emotion into the work, and having the system talk back to the

user based on the emotion.

7
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Chapter 3

Approach

To understand how integrating emotion makes for a better collaborative experience,

we explore different stages that bring together user customization and robot interac-

tion. This chapter describes the steps to ensure a seamless procedure in attaining

a personalized user/robot experience with collaborative art in the Human-Robot

Interaction space.

In finding ways to incorporate emotion into the generated media, we initially

created a short video by taking in audio input, extracting the emotion from the audio,

and stitching the generated frames together to create the video, which can be viewed

from the following link. This work, however, used a generic emotion classifier and did

not foster an interactive environment. Thus, we change the system to utilize a more

personalized Speech Emotion Recognition system and be more collaborative using

CoFRIDA[33].

Our novelty here lies in the personalization. We take the user’s own voice and

fine-tune the Speech Emotion Recognition model to introduce the bias to favor

emotion recognition based on the user. Through Personalized Interactive Emotion-

Guided Collaborative Human-Robot Art Creation (PIE-FRIDA) , we go up the model

customization abstraction ladder by building from the ground up Figure 1.1. The

following subsections discuss the sub-levels used in building up PIE-FRIDA.

9
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3. Approach

3.1 Audio Data Collection

Current Speech Emotion Recognition models [15, 35, 38] have since been defined for

generic use, where they are trained over large datasets, often in a language different

from the intended user or used for a specific purpose not intended by the user.

Standard datasets include the EMODB [4], a collection of German sentences, and the

LSSED [11], an English dataset focusing on mental health datasets. In addition, these

datasets are often collected by different people. Although this is standard procedure

in Speech Emotion Recognition systems, this makes the process easy to misclassify

the user intent.

A bigger problem includes the range of each individual’s emotion meter. A person’s

happy emotional state can easily be perceived as sad or neutral. In the case of audio,

people with different vocal intonations from the majority would find it challenging

to benefit from generic Speech Emotion Recognition systems. To combat this, we

collect each user’s audio data and train to introduce bias in the Speech Emotion

Recognition model, allowing the user to get more accurate emotion classifications.

The data collection and fine-tuning process is summarized in Figure 3.1, Figure 3.2,

and Section 3.2.

To collect the audio:

1. We create an online recording User Interface:

(a) The users use their system’s audio input device to record the provided sen-

tences in 8 different emotions (happiness, sadness, anger, disgust, neutral,

calm, surprise, and fearful) as defined by RAVDESS dataset[26]. The user

will have 16 sentences: 2 sentences per emotion.

(b) Different images and media are also shown along with each sentence to

aid the required emotion to be evoked. For example, if we want the user

to be surprised, we show them a surprising video favoring a more realistic

“surprised” emotion. The goal here is to prime the user better to get their

true audio for the particular emotion.

(c) After all sentences are recorded, the user downloads a zip of the WAV

recordings.

2. We then use the recordings obtained from the UI to train a new Speech Emotion

10
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3. Approach

Figure 3.1: An overview of the audio collection process.

Recognition system and fine-tune on an existing wav2vec2 Speech Emotion

Recognition model [5, 29] to create a more biased and personalized Speech

Emotion Recognition system.

11



3. Approach

3.2 Finetuning User Audio

The core of the fine-tuning process involves preparing and processing audio files to

generate a suitable dataset for model training. We load the user’s recorded audio files

and perform data augmentation by adding noise, shifting time, and varying speed to

enhance the model’s robustness against real-world variations in input data.

The adaptation of the pre-trained Wav2Vec2 model is centered around customizing

its configuration to align with the number of emotion categories. Each audio sample

is processed to extract features using the Wav2Vec2 processor, followed by a forward

pass through the model to obtain preliminary embeddings. These embeddings are

then passed through additional classifier layers to predict the probability distribution

over the emotion labels. Training involves adjusting the model’s parameters by

minimizing the self-contrastive loss between predicted probabilities and true labels,

using gradient descent methods to improve the model in the training loop iteratively.

The overall High-Level process is shown in Figure 3.2.

Following fine-tuning the Wav2Vec2 model on the individual users’ audio, we

would obtain the Personalized Speech Emotion Recognition model further needed for

our system’s emotion classification task.

12



3. Approach

Figure 3.2: A High-Level overview of the Finetuning Process.

3.3 Detect and Respond

To simulate the interaction in an online environment, we first introduce the concept of

Detect and Respond , which, by definition, detects the user’s current emotional state

while speaking a prompt and provides an image that reflects the detected emotion

and the prompt. In Figure 3.3, we summarize the Detect and Respond system as

follows:

1. The user speaks their prompt.

2. The audio obtained is:

(a) Passed into an existing wav2vec2 Speech Emotion Recognition model [5]

to extract the depicted emotion of the user, and is

(b) transcribed to English text.

3. The transcribed text is then passed into the GPT-4 language model[28], which

modifies the text prompt to give a more descriptive scene representation of the

emotion called the Emoprompt .

13



3. Approach

Figure 3.3: An overview of the Detect and Respond process.

4. The Emoprompt is then used as input and is passed into an image generation

model such as Stable Diffusion [30] to obtain the generated image.

The motivation for Detect and Respond involves finding a way to begin the analysis

of whether or not it is possible to create an image that portrays the intended emotion

of the user. This differs from existing work that uses image generation models to

change elements of the image to evoke the emotion in facial synthesis [10, 39, 40, 41]

or emotion editing[22]. Rather than being concerned with the Generative Adversarial

Network (GAN) [14] architecture, and how it can be modified to accommodate

emotional depiction, we are mainly concerned with gauging the user’s prompt and

emotional state to facilitate better interaction.

14



3. Approach

3.4 Interactive Detect and Respond

Although Detect and Respond gives the foundational approach in Personalized In-

teractive Emotion-Guided Collaborative Human-Robot Art Creation , it is a one-way

system as it only provides the emotion and text input and produces a single image

output. However, for a good collaborative system, we expect multiple rounds of

user-system communication. With Interactive Detect and Respond , we extend the

Detect and Respond system to engage the user to continuously obtain the best-desired

image architecture. In Figure 3.4, we highlight the steps involved in the Interactive

Detect and Respond process:

1. At the first iteration, the system operates just like Detect and Respond except

for storing the perceived emotion.

2. for consecutive iterations, when a change in emotion is detected, we can assume

that the user is currently dissatisfied with the image generated. The system then

“talks back” to the user to know if the user wants a different image/emotional

state depicted in the image. This step is important as it provides a way by

which the user can provide feedback to the system and vice versa :

(a) If the user does not want to have their current emotional state depicted

in the image at the time of notification, then the system moves on to the

next iteration.

(b) But if the user wants a change, the system will derive three Emoprompts

and subsequently show new image options for the user to choose from by

either using the new emotion state, random choice of the new emotion

from the system as a suggestion or the user manually selects the preferred

emotion state.

3. This process continues until the desired image is obtained.

Now that we have established interaction via online simulation, we can deploy to

the CoFRIDA system.

15



3. Approach

Figure 3.4: An overview of the Interactive Detect and Respond process.

3.5 Emotion-Guided Interaction with CoFRIDA

(PIE-FRIDA)

In this section, we adapt the Detect and Respond and Interactive Detect and Respond

, and systems in CoFRIDA [32, 33], which allows for co-painting between a robot

and the user. We choose CoFRIDA because (1) It is already a turn-taking system

that fosters Human-Robot Interaction to create art pieces, (2) CoFRIDA’s system

currently does not support audio/ additional input to allow for diverse user space,

and (3) Using CoFRIDA’s system, we can further utilize emotion in the turn-taking

algorithm to determine whether at any turn the user’s emotional state changes for

the final art piece (Personalized Detect and Respond , Interactive Detect and Respond

).

In Figure 3.5, we abstractly show how Personalized Interactive Emotion-Guided

Collaborative Human-Robot Art Creation fills the interactive gaps by adding emotion

16



3. Approach

Figure 3.5: An Abstract, High-Level overview of adding emotion and audio to
CoFrida[33] to improve the co-Painting experience. In making the system more
interactive, we introduce B○, C○, E○, and F○ to represent the core changes as outlined
in the Interactive Detect and Respond and Personalized Detect and Respond systems.

and audio feedback to the CoFRIDA system. As opposed to using Stable Diffusion

as in the Detect and Respond systems, CoFRIDA utilizes Instruct Pix2Pix [3] as its

primary image generation model to facilitate a seamless CoPainting. This difference is

negligible in the overall project as we are not focused on how the images are generated

but on how using emotion as an additional input can aid the generation of more

satisfying output.

To accommodate FRIDA talking back to the user, we utilize Pylips [8] to give

the robot a human-like voice. We chose a playful-sounding voice to get the most

engagement from the user [1].

With these additions, we can create an informal dialogue between the user and

CoFRIDA, which will help the user have much more control over the final artwork

produced and improve the user’s confidence in it. PIE-FRIDA can be further

summarized in Figure 3.6.

17
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Figure 3.6: A High-Level Overview of PIE-FRIDA

18



Chapter 4

Experiments and Evaluation

In evaluating our procedure as defined in Chapter 3, we aim to assess the following:

1. Does integrating emotion in the art generation make for a better collaborative

art experience?

2. Does it help make more satisfying art?

To answer the above, we will primarily focus on user studies to gauge the user’s

interactions with the system.

4.1 Evaluation Procedures

4.1.1 Personalized Audio Dataset Collection

Building upon the section referenced as Section 3.1, our methodology for gathering

user audio recordings to train/finetune is facilitated through a carefully designed user

interface (UI). This interface, depicted in Figure 4.1, is the cornerstone of our data

collection strategy, providing users with an intuitive and efficient means to submit

their audio recordings. The UI is engineered to streamline the collection process while

ensuring user comfort and compliance with privacy standards. This data collection

consisted of 8 participants.

19



4. Experiments and Evaluation

Figure 4.1: Two Pages of the Audio Collection User Interface

4.1.2 Interactive Detect and Respond with and without

Personalization

The following experiment involves using Detect and Respond and the Interactive

Detect and Respond to check and compare the image generation with and without

personalization. We hope to (1) show a preference for user satisfaction using the

personalized approach and (2) use the Interactive Detect and Respond to imitate a

collaborative process.

We use the following UIs as shown in Figure 4.2 and Figure 4.3 to analyze

this. Again, the user is unaware of which Detect and Respond system uses the

personalization to account for a fair and unbiased study.

4.1.3 PIE-FRIDA vs CoFRIDA Interaction

Now that we have formulated an emotion guidance procedure (Personalized Interactive

Emotion-Guided Collaborative Human-Robot Art Creation ), we aim to assess the

system with collaborative art using the CoFRIDA and PIE-FRIDA systems. In this

study, we first test how well the current CoFrida system can depict emotion in the

20



4. Experiments and Evaluation

Figure 4.2: Detect and Respond Interface

simulation’s “pen/brush-like” images.

In the simulation, we pass eight Emoprompts as inputs into the system. In this

case, the controlled variable is the number of strokes needed to give the best image.

We hypothesize that more strokes allow for more detail, but too many strokes could

cluster the canvas and overwrite the details that represent the emotion in the image.

Thus, we vary the stroke number when conducting this mini-experiment.

For the user interaction with the painting, we follow Figure 3.5, where the users

take a specific number of turns to create a desired drawing using emotion as the input.

With the addition of audio feedback and check-ins from the modified interactive

coFRIDA system, we aim to show a boost in the overall mood of the user and

satisfaction, as will be discussed in Section 4.1.4

21



4. Experiments and Evaluation

Figure 4.3: Detect and Respond Interface

4.1.4 Assessing Overall User Confidence Level and

Satisfaction

From the evaluation procedures in Section 4.1.2 and Section 4.1.3, the users fill out

an exit survey once done interacting with each system. On the survey, they answer a

series of Likert-Scale[17] type questions that will help gauge (1) how confident the

users were with the system and (2) the degree to which the users are satisfied with

the final artwork.

22



Chapter 5

Results

5.1 Depicting Emotion in CoFrida Simulation

We perform a mini experiment to see how well the current CoFRIDA system can

depict emotions. From Figure 5.1, we see that the prompts can depict several

emotional states respective to the scene. This makes it suitable to (1) Utilize the

Detect and Respond and Interactive Detect and Respond systems to generate the

emotion-based artwork simply in PIE-FRIDA. (2) Confirm if the emoprompts suitably

depict emotion well.

5.2 Quantitative Results

To compare the generic to the personalized Speech Emotion Recognition models, we

check the rank of each predicted value with the true value using the recorded audio

given by the users as defined in Chapter 3. We do this as follows, also defined in

Algorithm 1:

1. With 8 participants, we take 5 of the same audio sentence recordings from each

participant and keep them as the test set.

2. For each n in rank 1,3 and 5:

(a) Obtain the sorted probabilities of predictions, P and the true label, Yt

(b) If the predicted value Y is in the first n of the probabilities, then assign a

23



5. Results

Figure 5.1: Results from evaluation emotion using the Frida Simulation

score of 1 or else 0.

For example, if the personalized model predicts x and the generic has a prediction

of z, and the sorted probabilities of true predictions are [v, w, x, y, z, a]:

• Rank 1 [v] has the prediction of v, which does not match the personalized or

generic models, so both models get a score of 0.

• Rank 3 [v, w, x] contains the personalized model’s prediction, but not the generic

model, so the personalized gets a score of 1 while the generic gets a score of 0.

• Rank 5 [v, w, x, y, z, a] contains the personalized and generic model’s predictions,

so they both get a score of 1.

Tables Table 5.1, Table 5.3, and Table 5.5 show the total counts across the

8 participants for the ranks 1,3 and 5, and Table 5.2, Table 5.4, and Table 5.6

show their corresponding percentages. We see that the personalized performs slightly

better for the small dataset, which shows promising results.
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5. Results

Algorithm 1 Audio Sentence Test Set Construction and Evaluation

1: Input: 8 participants, test set size of 5 audio sentences per participant
2: Output: Scores for ranks 1, 3, and 5
3: procedure PrepareTestData
4: Select 5 audio sentence recordings from each of the 8 participants
5: Keep these recordings as the test set
6: end procedure
7: procedure EvaluateRanks
8: for each rank n in {1, 3, 5} do
9: Obtain the sorted probabilities of predictions P
10: Get the true label Yt

11: if predicted value Y is within the top n probabilities in P then
12: Assign score of 1
13: else
14: Assign score of 0
15: end if
16: end for
17: end procedure

Table 5.1: Overall Analysis Across All Users for Rank 1

ground truth Baseline Score Custom Score

disgust 3 2
fearful 0 1
happiness 1 0
neutral 1 2
sadness 1 2

Table 5.2: Overall Analysis Across All Users for Rank 1 (Percentage)

ground truth Baseline Score (%) Custom Score (%)

disgust 37.5 25.0
fearful 0.0 12.5
happiness 12.5 0.0
neutral 12.5 25.0
sadness 12.5 25.0
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5. Results

Table 5.3: Overall Analysis Across All Users for Rank 3

ground truth Baseline Score Custom Score

disgust 5 6
fearful 2 1
happiness 3 3
neutral 4 4
sadness 3 3

Table 5.4: Overall Analysis Across All Users for Rank 3 (Percentage)

ground truth Baseline Score (%) Custom Score (%)

disgust 25.0 30.0
fearful 10.0 5.0
happiness 15.0 15.0
neutral 20.0 20.0
sadness 15.0 15.0

Table 5.5: Overall Analysis Across All Users for Rank 5

ground truth Baseline Score Custom Score

disgust 4 6
fearful 3 5
happiness 4 4
neutral 6 6
sadness 5 8

Table 5.6: Overall Analysis Across All Users for Rank 5 (Percentage)

ground truth Baseline Score (%) Custom Score (%)

disgust 14.8 22.2
fearful 11.1 18.5
happiness 14.8 14.8
neutral 22.2 22.2
sadness 18.5 29.6
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Chapter 6

Conclusions

We have explored the innovative intersection of emotional feedback and artificial

intelligence in artistic co-creation, specifically through the interaction between users

and robotic systems. We have further proposed Personalized Interactive Emotion-

Guided Collaborative Human-Robot Art Creation : an approach that integrates

personalized emotion calibration models and emotion-guided generative systems

to enhance the collaborative artistic process. Furthermore, our results show (1)

promising results for using a Personalized Speech Emotion Recognition model over a

generic one and (2) the importance of constant feedback/interaction in human-robot

co-creation. By actively incorporating user emotions, we show that art created by

PIE-FRIDA can more accurately reflect the user’s intent, thereby enriching the user

experience.

Future work involves several steps, including:

1. Adapting Video Input: To allow for a more inclusive system, we would add

video to use Computer Vision methods to analyze the user’s emotional state

and behavioral patterns that will help assess the user’s confidentiality score.

2. Larger Study : We hope to conduct a much larger study to help further analyze

the Personalized Speech Emotion Recognition and the PIE-FRIDA’s system.

Although we have promising results from our smaller study, a more extensive

analysis will help solidify the results.

3. Improving FRIDA’s Interaction : Currently, there are moments of silence
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6. Conclusions

when FRIDA draws. We hope to improve this by having PIE-FRIDA explain

what it does with each stroke. This will further engage the user throughout the

interaction instead of some parts of it.

With the addition of future work, we hope to mitigate the limitations and foster

a better interactive human-robot collaborative experience.
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