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ABSTRACT

Fully autonomous vehicles have the potential to greatly reduce vehicular accidents and rev-

olutionize how people travel and how we transport goods. Many of the major challenges for

autonomous driving systems emerge from the numerous traffic situations that require com-

plex interactions with other agents. For the foreseeable future, autonomous vehicles will

have to share the road with human drivers and pedestrians, and thus cannot rely on central-

ized communication to address these interactive scenarios. Therefore, autonomous driving

systems need to be able to negotiate and respond to unknown agents that exhibit uncer-

tain behavior. To tackle these problems, most commercial autonomous driving stacks use

a modular approach that splits perception, agent forecasting, and planning into separately

engineered modules. However, fully separating prediction and planning makes it difficult

to reason how other vehicles will respond to the planned trajectory for the controlled ego-

vehicle. So to maintain safety, many modular approaches have to be overly conservative

when interacting with other agents. Ideally, we want autonomous vehicles to drive in a

natural and confident manner, while still maintaining safety.

Thus, in this thesis, we will explore how we can use deep learning and offline reinforce-

ment learning to perform joint prediction and planning in highly interactive and stochastic

multi-agent scenarios in autonomous driving. First, we discuss our work in using deep

learning for joint prediction and closed-loop planning in an offline reinforcement learning

(RL) framework (Chapter 2). Second, we discuss our work that directly tackles the diffi-

culties of using learned models to do planning in stochastic multimodal settings (Chapter

3). Third, we discuss how we can scale to more complicated multi-agent driving scenarios

like merging in dense traffic by using a Transformer-based traffic forecasting model as our

world model (Chapter 4). Finally, we discuss how we can draw from offline model-based

RL to learn a high-level policy that selects over a discrete set of pre-trained driving skills to

perform effective control without additional online planning (Chapter 5).
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CHAPTER 1

Introduction

Imagine a situation where a vehicle is exiting a crowded parking lot after a football game.

Most drivers know that in bumper-to-bumper traffic, they should behave proactively by

cautiously asserting themselves to make space for themselves and progress forward. While

this is intuitive for human drivers, these highly interaction-dense scenarios are a major

challenge for current autonomous vehicles. In these situations, we require a robust model

of how other agents might behave, and crucially, how they might dynamically respond to

our own actions.

However, many autonomous driving systems separate prediction of the surrounding

agents and motion planning for the ego-vehicle into two distinct processes. Separating

these modules limits the ego-vehicle’s potential to anticipate how other agents will react to

its own actions and how it could dynamically adapt to different behaviors from surrounding

traffic. Thus, these traditional methods that separate prediction and planning can easily lead

to suboptimal plans in interactive scenarios, like exiting a parking lot or merging on a high-

way, when they do not account for these dynamic mutual interactions. To avoid these issues

and unify prediction and planning, autonomous vehicles need to predict how surrounding

agents will interact with the ego-vehicle’s potential actions, and adjust the ego-vehicle’s

plan accordingly in a closed-loop manner. Making these interactive predictions is partic-

ularly challenging due to the complex multimodal stochasticity of pedestrians and traffic.

Other agents’ trajectories often strongly depend on information that is not directly available

to the ego-vehicle, such as their intended goals or driving styles. Depending on the given

traffic situation, the same ego-vehicle trajectory could be met with substantially different re-

sponses from the surrounding agents. For example, when merging onto a highway, vehicles

in the target lane could yield to the ego-vehicle, speed up to make room for the ego-vehicle,

or ignore the ego-vehicle, depending on both their driving style and the ego-vehicle’s ac-

tions. In this thesis, we study how we can use deep learned models to address these issues

1



and perform joint prediction and planning in these complex stochastic environments.

1.1 Related Work

Algorithm
Mutually
Reactive

Probabilistic
Planning

Enumerates
Modes

Multi-Agent
Forecasting

Symphony [50] ✓ ✗ ✗ ✓

hoplan [47] ✗ ✓ ✗ ✓

GameFormer [49] ✗ ✗ ✗ ✓

PDM-Hybrid [29] ✗ ✗ ✓ ✓

Lookout [24] ✗ ✓ ✓ ✓

MFP [106] ✓ ✗ ✓ ✓

CfO [92] ✓ ✓ ✗ ✓

MB2PO (Ours) ✓ ✗ ✗ ✗

SPLT (Ours) ✓ ✓ ✓ ✗

P2DBM (Ours) ✓ ✓ ✓ ✓

HOLOS (Ours) ✓ ✓ ✓ ✓

Table 1.1: Comparison of how different algorithms use forecasting for online motion plan-
ning or offline policy learning through simulation. Mutually Reactive refers to forecasting
in an auto-regressive manner where all the traffic agents and ego-agent continually react
to each other in a closed-loop. Probabilistic Planning indicates whether the planned ego-
agent behavior is properly evaluated with respect to the stochastic distribution of potential
responses from the environment. Enumerates Modes indicates whether planning considers
all the distinct behavior modes of the learned distribution for the ego-vehicle. Multi-Agent
Forecasting indicates whether the dynamics model used for planning represents the other
vehicles and pedestrians in the scene as a multi-agent system instead of a unified stochastic
environment. We find that our work is the only one that ticks all of these boxes.

In order for autonomous vehicles to be both safe and proactive when interacting with

unknown stochastic agents, they need to be able to anticipate the various ways other agents

could react to their own actions and how they could adapt to differing behaviors from sur-

rounding traffic. In this thesis, we explore 4 different characteristics of how prediction is

used with planning that we believe should facilitate safe yet proactive driving in real inter-

active scenarios:

1. Mutually Reactive. Plans that the environment will continually react to the ego-

vehicle, and that the ego-vehicle can continually react to the environment in closed-

loop.

2



2. Probabilistic Planning. Expects the environment response to be stochastic, and

plans appropriately over this uncertainty.

3. Enumerates Modes. Explicitly considers all the different important modes of be-

havior available to the ego-vehicle during planning.

4. Multi-Agent Forecasting. Takes advantage of the inherent structure in autonomous

driving and explicitly represent the environment as a multi-agent system with dy-

namic agents and road objects in order to facilitate better predictions.

As outlined in Table 1.1, only our work has all of the 4 previously mentioned charac-

teristics. Most prior approaches that incorporate forecasting into planning, either directly

online or indirectly through offline policy learning, do not perform mutually reactive and

probabilistic planning where they anticipate potential stochastic interactions between the

ego-vehicle and surrounding traffic. Many of these approaches [47; 49; 29; 24] instead use

open-loop predictions for the ego-vehicle and the surrounding traffic and do not directly

consider the stochastic joint interactions between all the agents in the future. Therefore,

they cannot anticipate the future mutual reactions between the ego-vehicle and the sur-

rounding agents in the scene, which can lead to suboptimal behavior like the “frozen robot

problem.” In contrast, approaches that do jointly model the interactions between the ego-

vehicle and the other agents in the scene [50; 106] in a closed-loop manner often do not

properly evaluate the ego-behavior with respect to the stochastic distribution of potential

responses from other agents in the scene. Instead, approaches like [50] search for one

promising joint scene outcome, which can lead to overly optimistic behavior, as we explore

in Chapter 3.

While CfO [92] does do mutually reactive and probabilistic planning, it does not ex-

plicitly enumerate the learned behavior modes during planning and it is only evaluated in

scenarios with one other interacting agent. Many recent works in deep motion forecasting

with real-world driving data [76; 38; 106; 49; 77] output GMMs or other similar distri-

bution models with explicit and discrete multimodal outputs. One of the main benefits of

representing these multimodal distributions this way is that it makes it trivial to enumerate

the important behavior modes of the learned distribution even if the distributions of these

modes are imbalanced. In Chapter 4, we demonstrate how these type of explicit multi-

modal models can facilitate efficient planning and lead to superior performance. Finally,

if we want to use learned multi-agent aware models for motion planning in real-world au-

tonomous driving, it is important that we use architectures that can actually scale to large

3



and diverse real-world datasets like graphical neural networks [93; 24; 25], Transformers

[112; 38; 76; 77], or similar architectures [111].

1.2 Contributions

In this thesis, we discuss how we start with offline learning for robotic control in a simple

deterministic setting, and how we iteratively build on our work until we conclude with

tackling learning for motion planning in complex autonomous driving scenarios with real-

world driving data.

In Chapter 2, we discuss our work in using deep learning for joint prediction and closed-

loop planning in an offline reinforcement learning (RL) framework. This work explores the

benefits of combining uncertainty-aware model-based RL and behavior-regularized model-

free RL in a unified model-based policy optimization (MBPO) [51] framework. We evaluate

our method in the simpler robotic locomotion setting where there is no multimodal stochas-

ticity. Even in this simpler setting, this work demonstrates the importance of considering

many different potential interactions between the agent and the environment during the

learning and decision making process, and how this can be distilled into a policy.

In Chapter 3, we discuss our work that directly tackles the difficulties of planning in

stochastic multimodal settings. Even approaches that jointly perform prediction and plan-

ning by forecasting potential futures for the entire scene can produce biased optimistic solu-

tions by not disentangling the effects of the agent’s actions and the multimodal stochasticity

in the scene. Specifically, approaches that search for the single most likely or best potential

joint scene outcome can lead to dangerously optimistic behavior because the surrounding

environment could potentially respond in an entirely different way to the same agent ac-

tions. In this work, we propose a method that addresses this optimism bias by explicitly

disentangling learned policy and world models, which allows us at test time to search for

policies that are robust to multiple possible futures in the environment.

In Chapter 4, we discuss how we can scale to more complicated multi-agent driving

scenarios like merging in dense traffic by using a Transformer-based [112] traffic forecast-

ing model as our world model. By using Transformer neural networks with a vector-based

representation for all the relevant entities in the scene, such as vehicles, pedestrians, traffic

lights, and map points, we can learn a model that makes more accurate marginal predictions

for all the dynamic agents in the scene. In particular, we use an architecture that explicitly

predicts a multimodal trajectory distribution for each agent by conditioning on a discrete

set of distinct learned anchor embeddings to predict a variety of potential behaviors. These
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specific design choices for the model allow us to efficiently plan online by evaluating many

distinct behaviors for the ego-vehicle with respect to a variety of potential responses from

all the other agents in the scene. We find that our approach of using these powerful forecast-

ing models with fully reactive closed-loop planning outperforms our baselines on a suite of

challenging CARLA scenarios in dense traffic, while avoiding the “frozen robot problem.”

In Chapter 5, we discuss how we can use ideas from offline model-based RL to learn

a high-level policy offline that selects over a discrete set of pre-trained skills to perform

effective control without additional online planning. Specifically, we use the discrete set of

predictions from our multimodal forecasting model from Chapter 4 to represent a discrete

set of observation-conditioned skills for driving. Then, we use our traffic forecasting model

as a world model to explore a variety of counterfactual simulations offline in order to learn

the high-level policy that selects over these skills. We find that for training this high-level

policy, using stochastic and closed-loop simulations to evaluate different counterfactual

behaviors for the ego-vehicle leads to the best performance compared to learning from other

simulation methods like “log-replay.” Ultimately, we find that our approach to learning a

hierarchical motion planning policy scales well with real-world driving data and achieves

state-of-the-art results on the extensive nuPlan [40] benchmark for a solely learning-based

policy when evaluated in closed-loop reactive simulation. Additionally, we find that our

planning approach from Chapter 4 achieves results that are competitive on nuPlan [40] with

other hybrid approaches that use learning to guide online planning.

Finally in Chapter 6, we conclude by discussing some high-level takeaways from our

various projects and discuss some interesting directions for future work.
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CHAPTER 2

Offline Learning with Conservative Counterfactuals

An appealing alternative to online data collection is to use learned models to collect ad-

ditional hallucinated data in a model-based policy optimization [51] or Dyna [105] frame-

work. This could allow the agent to explore different counterfactual alternatives beyond

those previously experienced in the dataset. The main issue is that given limited data, these

learned models can fail to generalize to different ego actions or fail to capture the full distri-

bution of potential environment responses. Thus, these hallucinated trajectories can easily

diverge from reality and cause the agent to learned a biased and suboptimal policy.

In this chapter, we present an algorithmic framework that combines ideas from behavior-

regularization and uncertainty-aware model-based learning into an approach that allows us

to effectively train a policy with both offline data and model-based hallucinated trajecto-

ries. Specifically, we first train a policy using behavior-regularized model-free RL. Then,

we fine-tune our results with our algorithm Model-Based Behavior-Regularized Policy Op-

timization (MB2PO). We find that our approach is able to combine the upside of these

approaches and achieve competitive or superior results on most of the Gym-MuJoCo [108]

tasks in the D4RL [36] benchmark.

2.1 Related Work

While there exist many off-policy RL methods that can learn to solve a large variety of

complex control tasks and can scale with large amounts of online data collection, these

methods often perform quite poorly when run completely offline without any online data

collection. Recently, there have been several methods that made progress in improving the

capabilities of offline RL. For a general overview of the field of offline RL, we refer the

reader to Levine et al. [64]. Here we will discuss some recent works that are particularly

relevant to our approach.
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2.1.1 Behavior-Regularized Model-Free RL

A variety of recent offline RL approaches have incorporated constraints or penalties on the

learned policy’s divergence from the empirical behavioral policy. However, most behavior-

regularization or policy-constraint methods require the behavioral policy to be represented

explicitly in order to estimate these divergences or to enforce their policy constraint [63].

In contrast, AWAC [74] or CRR [115] is able to incorporate a KL divergence constraint

without explicitly representing the behavioral policy. They do this by reformulating the

policy-constrained RL optimization equations into a form that resembles behavioral cloning

re-weighted by the exponential of the advantage. Wang et al. [115] demonstrates that this

method can effectively learn complex control tasks purely from offline data, and Nair et al.

[74] demonstrate that performance can even be improved with further online data collection.

In this work, we demonstrate that these properties make AWAC work exceptionally well

when used for initialization as well as when used for fine-tuning with model-based policy

optimization (MBPO) [51].

2.1.2 Uncertainty-Aware Model-Based RL

Model-based (MB) RL algorithms have several natural advantages for offline RL compared

to model-free RL algorithms. First, MB RL algorithms rely on supervised learning, which

provides more robust gradient signals compared to bootstrapped learning and policy gradi-

ents. Second, learning a dynamics model often provides strong task-independent supervi-

sion, which allows MB RL algorithms to learn from sub-optimal trajectories. These benefits

make generalization easier, and can allow MB RL algorithms to surpass the performance

of the demonstrated data. In fact, in many environments, MB RL methods have already

been effective in learning with offline or randomly collected datasets. Recently, incorpo-

rating uncertainty estimation techniques from supervised learning in MB RL has demon-

strated further improvement in both online [20] and offline deep RL. In particular, two

recent works, Model-Based Offline Policy Optimization (MOPO) [124] and Model-Based

Offline Reinforcement Learning (MoREL) [55], have demonstrated impressive results by

incorporating uncertainty-aware MB RL with the Dyna [105] style algorithm MBPO [51].

Both methods use these models to create conservative MDPs that have a lower potential

expected sum of rewards compared to the true MDP. By performing policy optimization in

the conservative MDP through MBPO they are able to learn a conservative policy that can

outperform the demonstrated trajectories. However, these methods can often fail to recover

the expert policy even though it was demonstrated in the dataset. We believe that this is
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largely due to a lack of effective methods for estimating epistemic uncertainty for neural

network regression.

2.2 Preliminaries

In RL, we treat the environment as a Markov decision process (MDP) represented as

(S,A, T,R, ρ0, γ), where S denotes the state space, A denotes the action space, T (s′|s, a)
represents the probabilistic transition dynamics, R is the reward function, ρ0 is the initial

state distribution, and γ ∈ (0, 1) is the discount factor.

For MDPs, a trajectory is a sequence of states and actions τ =

{s0, a0, s1, a1, · · · , sT , aT }. Each trajectory has corresponding rewards rτ =

{r0, · · · , rT }. The discounted return for a specific timestep is Rt =
∑T

i=t γ
t−iri.

The goal in RL is to find a policy that maximizes the expected discounted return

E
[∑T

t=0 γ
trt

]
.

In offline RL, we are a given a fixed dataset Dβ consisting of trajectories collected by

some behavioral policy πβ in the environment. Without collecting additional data, we must

learn a policy that will be effective immediately upon deployment.

2.3 Model-Based Behavior-Regularized Policy Optimization for
Offline Fine-Tuning

For many offline datasets, it could be much harder to learn an effective model of the MDP

than to learn a reasonable policy. This is especially the case when there is low variability

or insufficient coverage of the state and action space in the collected dataset, or in envi-

ronments with complex observations, like images, or long horizons. To overcome these

issues, recent works [124; 55] have leveraged uncertainty estimation methods in order to

construct conservative MDPs that use soft penalties or hard thresholds on model uncer-

tainty to discourage deviating from the confident regions. However, these methods rely

on the efficacy of ensemble-based neural network uncertainty estimation methods, which

currently are not particularly effective at estimating epistemic uncertainty in regression

settings. Therefore, we propose Model-Based Behavior-Regularized Policy Optimization

(MB2PO). In MB2PO, we follow the offline uncertainty-aware MB framework of MOPO,

but use the behavior-regularized model-free algorithm AWAC (also known as CRR-exp)

instead of SAC [41] for policy optimization.
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2.3.1 Conservative MBPO

In this work, we use MOPO [124] as a basis for our conservative MBPO, due to its sim-

plicity and prior effective results on the D4RL benchmarks [36]. In MOPO, they construct

a conservative MDP by augmenting the reward function as follows

r̃(s, a) = r̂(s, a)− λu(s, a)

where r̂ is the learned estimate of the reward and u is the estimated uncertainty for the

model transition. Note that this general formulation for a conservative MDP has also been

explored in other prior work such as [37]. Still, we specifically follow MOPO in using the

maximum standard deviation across an ensemble of probabilistic dynamics models as our

measure of uncertainty.

While in theory, with well-calibrated uncertainty estimates and a proper tuning of λ,

this should lead to only safe policy improvements over the behavioral policy, in practice it

seems that MOPO is often unable to recover expert-level performance when it is provided

in the offline dataset. This is unsurprising given that it is hard to generate well-calibrated

epistemic uncertainty estimates in regression settings, and there will inevitably be model

errors that will lead to overestimated Q-values.

To address these issues, we use policy-constrained model-free RL in MB2PO. In policy-

constrained model-free RL, we attempt to optimize the following policy objective

π =π Ea∼π(·|s)[Q
π(s, a)] (2.1)

s.t. DKL(π(·|s)∥πβ(·|s)) ≤ ϵ

If we estimate both π and πβ to be roughly Gaussians with similar variances, then

the KL constraint becomes an ℓ2 constraint on the policy mean. Because we expect our

models to be locally accurate around the data, this constraint can help ensure that we stay

in the effective region of the estimated MDP even if we have poorly calibrated uncertainty

estimation. Additionally, Janner et al. [51] demonstrated that the difference between the true

expected returns J(π) and the expected returns Ĵ(π) of an MDP induced by an approximate

model can be bounded by

J(π) ≥ Ĵ(π)−
[
2γrmax(ϵm + 2ϵπ)

(1− γ)2
+

4rmaxϵπ
1− γ

]
where rmax is the maximum reward, γ is the discount factor, ϵm is a bound on the total
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variation distance (TVD) between the learned model and the true model, and ϵπ is a bound

on the TVD between π and πβ on the demonstrated states. By Pinker’s inequality, bounding

the KL divergence also bounds the TVD. Therefore, by leveraging policy constraints in the

policy optimization in MBPO, we can reduce the gap in expected returns and improve the

algorithm’s robustness to model errors.

2.3.2 Behavior-Regularized Model-Free RL with AWAC

For performing behavior-regularized policy optimization, we use AWAC [74], also known

as CRR-exp [115] due to its impressive results in offline RL and its ability to be fine-tuned

with additional online data.

By enforcing the KKT conditions [79; 81; 39], we can derive an analytic solution to

Equation 2.1, where the Lagrangian is

L(π, α) = Ea∼π(·|s) [Q
π(s, a)] + α(ϵ−DKL(π(·|s)∥πβ(·|s)))

We can substitute Aπ(s, a) for Qπ(s, a) because it does not affect the optimum and get the

closed-form solution

π∗(a|s) = 1

Z(s)
πβ(a|s) exp

(
Aπ(s, a)

α

)
where Z(s) is the normalizing partition function. In order to project this solution into our

policy space, we update our parameters by minimizing DKL(π
∗∥πθ). This leads to the

following iterative update

θk+1 =θ Es,a∼D

[
− log πθ(a|s)

1

Z(s)
exp

(
Aπk(s, a)

α

)]
(2.2)

One of the major benefits of using AWAC is that we can leverage behavior regularization

in a principled manner without needing to explicitly represent the behavioral policy. This

is particularly important in 3 major cases: 1. when there are not enough data to learn the

behavioral policy; 2. when the data were collected by a variety of different policies or

sources; 3. when the data were collected by a policy outside of your policy class, such as a

human expert or a controller that leverages hidden state information.

Additionally, we can view AWAC as a reweighted behavioral cloning algorithm. Unlike

SAC [41] and DDPG [65], it does not rely on the reparametrization trick or gradients of your

learned Q-function to perform policy updates. This allows us to use a wider ranger of policy
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classes, which in this work we take advantage of by using a tanh-squashed GMM with 5

components. We suspect that there are also some additional benefits to not depending on

the gradients of the learned Q-function, which might be particularly bad in offline settings,

but leave further investigation to future work.

An important thing to note with AWAC is that we can influence the implicit behavioral

penalty by controlling the source of the data we train with. This holds, for example, if we

perform a series of policy updates only using data collected by the previous policy iterate.

Then, we are implicitly performing a trust-region policy update like TRPO [96] and PPO

[97] of the form

πk+1 =π Ea∼π(·|s)[Q
πk(s, a)]

s.t. DKL(π(·|s)∥πk(·|s)) ≤ ϵ

In fact, if we train on data collected by the last n policy iterates, then we are ap-

proximately constraining our policy to a weighted sum of the previous n policies π
(n)
k =

1
n

∑n−1
i=0 πk−i and damping our learning process in the policy space.

In our work, we train with a ω ∈ [0, 1] portion of the data from offline data collected

by πβ and a (1 − ω) portion of the data collected online from the last n policy iterates in

the conservative MDP defined by our learned models. Therefore, we are approximately

optimizing the following objective

Ea∼π(·|s)

[
Q̂π(s, a)

]
− α

(
ωDKL(π(·|s)∥πβ(·|s)) + (1− ω)DKL(π(·|s)∥π(n)

k )
)

Therefore, by using AWAC as the policy optimization algorithm in MB2PO, we can

easily perform behavior-regularized policy optimization with soft damped trust region up-

dates in the conservative MDP to reduce the effects of model errors and poor uncertainty

estimation.

2.3.3 Model-Based Behavior-Regularized Policy Optimization

We first initialize our policy by training with AWAC solely on the offline data. Next for fine-

tuning with MB2PO, we train an ensemble of probabilistic dynamics models represented by

neural networks that output a diagonal Gaussian distribution over the next state and reward:

{T̂ i
θ(st+1, r|st, at) = N (µi

θ(st, at),Σ
i
θ(st, at))}Ni=1
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We construct a conservative MDP that at every time step uses a randomly drawn dynam-

ics model from {T̂ i
θ}Mi=1 to determine the next state transition. Additionally, we incorporate

a penalty on the largest predicted standard deviation among the dynamics models as a prac-

tical means of penalizing both epistemic and aleatoric uncertainty.

Algorithm 1: MB2PO
Train πθ, Qϕ with AWAC with samples from Dβ

Train an ensemble of N probabilistic dynamics
{T̂ i

θ(st+1, r|st, at) = N (µi
θ(st, at),Σ

i
θ(st, at))}Ni=1 on the data in Dβ

for epoch k= 1, 2, . . . do
Initialize empty replay buffer Dk

for 1, 2, . . . , batchsize do
Sample state s1 from Dβ

for j = 1, 2, . . . , h do
aj ∼ π(sj)
Uniformly sample T̂ from {T̂ i}Ni=1

sj+1, rj ∼ T̂ (sj , aj)
r̃j = rj − λmaxNi=1 ∥Σi(sj , aj)∥F
Add sample (sj , aj , r̃j , sj=1) to Dk

end
end
Draw ω portion of the samples from Dβ and the rest uniformly from
{Dk−i}99i=0 to train πθ and Qϕ with AWAC

end

Then, we alternate between collecting data with our current policy in the conservative

MDP and updating our policy and Q-network. When collecting data in the conservative

MDP, we collect h-length truncated trajectories starting from states in the original offline

dataset. By collecting data this way, we are able to collect a variety of imagined data without

relying on long model rollouts, which would inevitably lead to compounding errors. When

performing training updates, we sample ω ∈ [0, 1] of the data from the original dataset

and the remaining 1 − ω uniformly from the last 100 policy iterates. Our full algorithm is

outlined in Algorithm 1.

2.4 Experiments

In our experiments, we want to demonstrate that we can further improve performance by

fine-tuning with MB2PO. We evaluate this by fine-tuning the policy and Q-function, after

running AWAC for 500000 gradient steps, with MB2PO. In particular, we compare our re-
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Task and Dataset AWAC
AWAC+
MB2PO
(Ours)

MOPO BEAR BRAC CQL

halfcheetah-random 18.8± 1.5 25.5± 1.1 35.4 ± 2.5 25.5 28.1 35.4
hopper-random 11.2± 0.1 11.4± 0.1 11.7 ± 0.4 9.5 12.0 10.8
walker2d-random 1.4± 3.0 0.2± 2.3 13.6 ± 2.6 6.7 0.5 7.0
halfcheetah-medium 40.9± 0.3 40.7± 0.2 42.3± 1.6 38.6 45.5 44.4
hopper-medium 35.0± 3.9 55.7± 14.6 28.0± 12.4 47.6 32.3 58.0
walker2d-medium 74.3± 1.6 80.4± 0.9 17.8± 12.7 33.2 81.3 79.2
halfcheetah-expert 106.7± 0.6 105.1± 1.3 108.2 −1.1 104.8
hopper-expert 108.1± 3.8 105.5± 10.5 110.3 3.7 109.9
walker2d-expert 100.5± 12.3 107.4± 1.1 106.1 0.0 153.9
halfcheetah-med-expert 104.7± 1.6 104.8 ± 1.1 63.3± 38.0 51.7 45.3 62.4
hopper-med-expert 75.1± 15.9 79.1± 13.5 23.7± 6.0 4.0 0.8 111.0
walker2d-med-expert 81.8± 18.9 86.2± 35.5 44.6± 12.9 26.0 66.6 98.7
halfcheetah-mixed 42.3± 0.3 55.6 ± 0.6 53.1± 2.0 36.2 45.9 46.2
hopper-mixed 30.1± 0.9 72.6 ± 25.5 67.5± 24.7 25.3 0.8 48.6
walker2d-mixed 16.9± 1.7 61.9 ± 8.2 39.0± 9.6 10.8 0.9 26.7

Table 2.1: Here we compare AWAC (averaged over 4 seeds) and AWAC + MB2PO (Ours)
(averaged over 4 seeds) to recent offline model-free and model-based RL algorithms. We
report the normalized score where 100 is the performance of a fully trained SAC policy
and 0 is the performance of a uniform random policy. For the other methods, we report
the results from their own papers or the original D4RL paper. “-expert” results for MOPO
were not included in the original paper and thus are omitted here. We include the standard
deviation for our results and for previous results if reported. We bold the highest mean.

sults to other model-free offline RL algorithms: BRAC-v [120], BEAR [61], and CQL [62]

on the Gym-MuJoCo tasks [108] in the D4RL benchmark. In addition, we also compare

these results to the MB offline RL algorithm MOPO.

Results in Table 2.1 demonstrate that AWAC on its own can get reasonable results on

all the datasets and can approach state-of-the-art results on “-expert” and “-med-expert”

datasets. Unlike the other behavior-regularized model-free methods, AWAC and CQL are

able to get near or fully recover expert-level performance when trained on the “med-expert-

” datasets. This indicates that AWAC and CQL are more robust, as there is less of a drop in

performance compared to other methods when incorporating additional sub-optimal trajec-

tories.

Next, we fine-tune the trained AWAC policies with MB2PO. For each task and dataset,

we pretrain an ensemble of 5 probabilistic dynamics models for 100000 gradient steps on

the behavioral dataset. We then perform MB2PO for 500 iterations. Each iteration consists

of collecting 1000000 steps from h-length truncated trajectories in the conservative MDP,
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which should run in a few seconds on modern GPU hardware, followed by 1000 AWAC

gradient steps.

Results in Table 2.1 demonstrate that our method is effective in improving the perfor-

mance over AWAC in 11 of the 15 tasks. In particular, we find that MB2PO significantly

improves the performance on all of the “-mixed” datasets. These strong results in the “-

mixed” datasets demonstrate that our model-based fine-tuning method can be especially

beneficial when there is sufficient variation in the behavioral dataset. Additionally, the no-

ticeable improvement in some of the “-medium” and “-med-expert” datasets demonstrates

that our fine-tuning can be effective even when the data were collected by one or two poli-

cies. In the 4 cases where MB2PO fine-tuning degrades performance, it is always negligible

and never over 3 points.

Our method is quite competitive with CQL, as we beat it for 7 of the 15 tasks, and

generally our results are quite comparable. One important note is that our method signifi-

cantly outperforms CQL in all of the “-mixed” datasets. These results indicate the potential

benefits of leveraging learned models when there is variety in the offline dataset.

Finally, our method outperforms MOPO, the most direct comparison, in 8 out of

the 12 comparable tasks. These results demonstrate the benefits of combining behavior-

regularized model-free RL with uncertainty-aware MB RL, as we are able to get the best

of both worlds. We are able to recover high-level performance when available like the “-

expert” and “-med-expert” datasets, and we can still generalize and learn to outperform the

best observed trajectory, as demonstrated in the “-medium” and “-mixed” datasets.

2.5 Conclusion

In this chapter, we proposed an algorithmic framework that leverages the benefits of both

behavior-regularized model-free methods and uncertainty-aware model-based methods. We

do this by first training an initial policy with the offline model-free AWAC algorithm. Then,

we fine-tune with our MB2PO algorithm. We perform this by learning uncertainty-aware

models that are used to create a conservative MDP. Then, we continue to use AWAC to

further update our policy and Q-function in this conservative MDP. By using AWAC, we

are able to perform policy optimization while implicitly constraining the learned policy’s

KL divergence to the behavioral policy. We demonstrate that this two-stage process allows

us to get the best of both worlds between behavior-regularized model-free methods and

uncertainty-aware model-based methods. Specifically, the initial AWAC training allows us

to often recover the best-performing behavior in the dataset, and MB2PO fine-tuning can
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allow us to generalize and outperform the demonstrated behavior.
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CHAPTER 3

Addressing Optimism Bias in Sequence Modeling for
Reinforcement Learning in Stochastic Environments

Our work in the prior chapter and most related works in offline RL have focused on the

mainly deterministic D4RL [36] benchmarks and a variety of weakly stochastic Atari [5]

benchmarks. Therefore, there has been limited focus on the difficulties of deploying such

methods in largely stochastic domains. In this work, we instead focus specifically on

stochastic safety-critical domains like autonomous driving. In autonomous driving, un-

derstanding the stochastic and multimodal nature of traffic is critical to safe and robust

performance. For example, the same turning sequence for the ego-vehicle could lead to a

successful traversal of an intersection or a crash depending on the unknown intentions of the

other agents. In these stochastic settings, it is important to disentangle the effects of the pol-

icy and the world dynamics when evaluating different potential outcomes. In this chapter,

we will present our work that does explicit disentangling of the policy and world models,

which allows us at test time to search for policies that are robust to multiple possible futures

in the environment.

3.1 Introduction

Recent works have achieved impressive results in a variety of sequence modeling problems

from NLP [10; 86; 85] to trajectory prediction [77; 68; 84; 125] by leveraging powerful

Transformer [112] models. Inspired by these numerous successes, several recent works

[16; 52] have explored ways of reformulating sequential decision-making problems in the

offline RL framework as a single sequence modeling problem. In particular, these ap-

proaches jointly model the states, actions, and rewards as a single data stream with a high-

capacity Transformer. These Transformer-based methods are able to outperform the behav-
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ioral policy at test time by either conditioning on desired outcomes when picking actions

or leveraging the model to search for high-reward trajectories. The main benefit of this

paradigm is that it avoids many of the complexities involved in modern model-free and

model-based offline RL algorithms.

There are 2 major issues with treating RL as a single sequence modeling problem like

the words or characters in a NLP problem. (1) States and actions are fundamentally differ-

ent concepts. The agent always has complete control over its action sequences, but often

has only limited influence on the resulting state transitions. In adversarial or stochastic en-

vironments, the same action in the same state can lead to potentially different outcomes,

which affects the likelihood or feasibility of achieving a desired result. This leads to the

more practical issue (2), which is that we often need to perform different optimizations

over the policy actions and the potential state transitions. Generally, we want to find the

action that maximizes reward, but either in expectation over possible future states or with

respect to the worst case scenario. Thus, in safety-critical domains or adversarial games

we often want to perform a maximum over potential actions and a minimum over possible

futures in the environment. Thus in these types of environments, special considerations are

needed to ensure effective planning during deployment. Ozair et al. [78] demonstrates sim-

ilar issues when deploying MuZero [95] with different MCTS [23] frameworks in chess.

They find that planning with a single-player variant of MuZero that treats the other player

as an unknown part of the environment results in a catastrophic drop in performance relative

to the traditional two-player adversarial framework.

In stochastic or adversarial settings, the deployment strategies described in recent se-

quence modeling approaches for offline RL will lead to overly optimistic behavior because

they do not properly disentangle the effects of the policy and world dynamics on the out-

come. Specifically, they are biased to believe that the environment will cooperate with

them because those sequences are most likely to lead to desired high returns. In order to ad-

dress this optimism bias in prior approaches, we develop a method called SeParated Latent

Trajectory Transformer (SPLT Transformer), which learns separate generative Transformer

models for the policy and dynamics. Because we focus on the autonomous driving domain,

we represent each of these models as a discrete latent variable Variational Auto-Encoder

(VAE) [57] as inspired by prior work [106]. By training two separate discrete latent vari-

able VAE models, we can efficiently search over different possible ego behaviors and their

interactions with different possible environment responses. We demonstrate how this plan-

ning approach allows us during test-time to search for policies that are robust to many

possible futures in the environment.
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3.2 Related Work

Many recent works have explored leveraging high-capacity sequence models in sequen-

tial decision making problems as well as in autonomous driving. Most of the works in

the former area have focused on deterministic environments and thus struggle in stochastic

and multimodal problems like autonomous driving. Many of the works applying sequence

models to autonomous driving have focused specifically on joint trajectory forecasting for

all the vehicular and pedestrian agents in the scene. These methods have been effective in

capturing the multimodal stochastic nature of autonomous driving, but often do not con-

sider how these approaches should be leveraged to generate a robust driving policy during

deployment. In this work, we develop a method that learns separate sequential policy and

dynamics models entirely from offline data. Then, we demonstrate how these models can

be leveraged at test-time to perform robust planning solely from quantities inferable from

an ego-centric perception system.

3.2.1 Sequence-Modeling for Offline RL

Two major works that have explored reformulating the offline RL problem as a single se-

quence modelling problem are Decision Transformer [16] and Trajectory Transformer [52].

In stochastic environments like autonomous driving, both approaches can act optimistically

because they fail to account for the uncontrollable factors in the environment that can affect

the ability to achieve a specific return.

Decision Transformer is a return-conditioned model-free method that learns a

Transformer-based policy that takes in the historical states and actions and a target return,

and outputs the action that is most likely to lead to a trajectory sequence that achieves the

target return. In stochastic environments, the difficulties come from picking a suitable target

return without strong prior knowledge of the testing domain. This is especially problematic

because the distribution of possible returns is heavily dependent on the stochastic transitions

of the environment. Thus, setting a large target return that is not always feasible can lead to

overly aggressive and optimistic behavior, while setting any lower target return could lead

to sub-optimal behavior in situations where the environment does unroll favorably.

Trajectory Transformer is a model-based method that trains a Transformer-based tra-

jectory model that can hallucinate potential trajectories in the environment. In stochastic

environments, the main concern is how you use this model to properly search for a suitable

next action or trajectory-sequence given the uncontrollable stochastic transitions. Naively

deploying NLP-style beam search as proposed in the original Trajectory Transformer pa-
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per [52] without accounting for these uncontrollable stochastic transitions will be biased

to explore and pick trajectories where the environment just so happens to unroll favorably.

This will similarly lead to optimistic behavior, which can be dangerous in safety-critical

environments. To address this issue, a different searching procedure needs to be used that

can reason about the states and actions separately. One possible avenue for doing this step-

wise would be to explore the different variants of MCTS described in Ozair et al. [78], but

that would lead to an approach that scales exponentially with the search horizon, while our

approach only scales linearly with the search horizon.

s0

a1 a2

s11 s12 s21 s22

r = 10 r = −10 r = 6 r = 4

50% 50% 50% 50%

Figure 3.1: Simple stochastic MDP where being optimistic leads to suboptimal behavior.

In order to illuminate the optimism bias in Decision Transformer and Trajectory Trans-

former, consider the simple discrete and stochastic MDP in Figure 3.1 where there are only

5 states {s0, s11, s12, s21, s22} ∈ S and 2 actions {a1, a2} ∈ A. The agent always starts in

s0. Then, if the agent takes a1 it will stochastically transition from s0 → s11 or s0 → s12

with equal probability. Similarly, if the agent takes a2 it will stochastically transition from

s0 → s21 or s0 → s22 with equal probability. The reward at each state is: 0 for s0, 10

for s11, -10 for s12, 6 for s21, and 4 for s22. The trajectory terminates upon reaching any

state besides s0. In this MDP, the expected return for taking a1 is 0 and for taking a2 is 5.

Let’s assume that our dataset consists of samples from a uniform random policy. Now, the

optimism bias in Trajectory Transformer comes from the modified beam search they use

at test-time. They jointly unroll the next action and resulting state, reward, and return and

then filter based on which trajectories have the highest estimated return. In this setting, the

trajectory model should properly predict all possible transitions. Then, their beam search
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will chose to take action a1 because it will lead to the highest return of 10 when it predicts

the transition s0 → s11. However, picking a1 is obviously suboptimal in expectation, even

if a1 could lead to the best possible return. The optimism bias for Decision Transformer

comes from picking a fixed target return and their default heuristic of setting it to be the

highest in the dataset. If we condition on getting a return of 10 (the highest possible), then

it will clearly pick action a1 as that is the only action where the probability of achieving the

desired outcome is nonzero. Note that this is an issue for any return-conditioned method,

not just Decision Transformer. The inclination for both methods to select a1 because there

is a possibility it has the highest return, even though a2 is a better action in expectation and

in the worst-case scenario is the specific optimism bias we allude to in this proposal.

We validate the optimism bias in these approaches in a toy multimodal autonomous

driving task, and further demonstrate how addressing these issues leads to our method

achieving superior performance.

3.2.2 Conservatism and Risk-Sensitive RL

Our work is also related to the fields of risk-sensitive RL and conservatism for offline RL.

Most prior works in risk-sensitive RL focus on learning a policy that is optimized not for ex-

pected return, but rather some risk-sensitive profile over the distribution of returns [72; 100].

Many approaches accomplish this by learning a distributional Q-function that estimates the

full distribution of potential returns [26] rather than just the expected return. Instead of

learning a distributional or risk-sensitive Q-function, we use a learned Transformer world

model to hallucinate possible future trajectories and pick a robust behavior that does well

in the worst-case predicted future.

Prior works in offline RL have explored different methods of incorporating conser-

vatism in both model-based [124; 55] and model-free [62; 58] RL methods. However,

offline RL approaches generally leverage conservatism specifically to discourage the agent

from visiting state-actions that are outside the training distribution where the learned mod-

els could fail to generalize [64]. In contrast, in this work we explore using a conservative

approach to address the difficulties of planning in stochastic environments in safety-critical

domains, like autonomous driving.

3.2.3 Trajectory Prediction in Autonomous Driving

Many recent works in trajectory prediction leverage attention-based models [106; 19] and

in particular Transformer neural networks [77; 68; 84; 125] to make accurate long-term
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predictions in complex traffic situations. These methods can learn to attend specifically to

the relevant factors in both the target and surrounding vehicles’ recent trajectories in order

to make predictions that are consistent with the surrounding traffic. Additionally, many tra-

jectory prediction approaches have incorporated VAEs [106; 84; 125] to facilitate covering

the different possible modes of future traffic trajectories. However, these approaches have

mostly been evaluated on different variations of prediction error on a held out test-set with

little focus on the effectiveness of leveraging these models for long-term online planning,

like for the CARLA [31] NoCrash [22] or Leaderboard1 benchmarks. In this work, we also

leverage Transformers and VAEs in order to make multimodal trajectory predictions. How-

ever, we focus specially on learning models that can be effectively used for robust search

during deployment on an ego vehicle.

Still, there are some works that have leveraged multi-agent trajectory prediction for

online planning in simulation. Rhinehart et al. [92] explores similar problems with planning

interactive behaviors under uncertainty, but in different multi-agent planning frameworks

for autonomous driving. We focus, on the other hand, on addressing the optimism bias that

arises in prior single-agent Transformer-based offline RL approaches by training separate

world and policy latent models with discrete time-consistent latent variables, so that we can

do robust planning efficiently. Cui et al. [24] also evaluates using closed-loop simulation,

but only for a limited horizon of 18 seconds. Additionally, they do not incorporate a learned

ego-vehicle policy in planning like our work, and instead do MPC with a learned cost

function evaluated over different predicted potential traffic scene futures.

3.2.4 Learning Behavior for Self-Driving

Recently, there have been several works that have focused on learning behavioral policies

for autonomous driving from offline datasets. Most of this work revolves around performing

imitation learning on the behavioral policy of a privileged autopilot agent in simulation

[14; 83; 15]. In our work, we also use a privileged autopilot to collect our offline dataset in

simulation. Instead of just learning the behavioral policy, we use these data to learn both a

multimodal policy, and a multimodal world model that allows us to do efficient and robust

search at test-time. Later, we demonstrate how this search leads our method to outperform

pure imitation learning.
1https://leaderboard.carla.org/
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3.3 Preliminaries

3.3.1 Transformers

Transformers [112] are a neural network architecture that use several stacks of self-attention

blocks to process an arbitrary collection of inputs. By leveraging positional encodings and

a causal-attention map, Transformers can be used as sequence models for autoregressive

generation. In this work, we mostly use a similar GPT-based [85] architecture as DT [16].

In particular, we use the same linear layer + layer normalization to project the raw inputs

into the embedding dimension. We use 4 self-attention blocks with 8 self-attention heads.

While our high-level details are more inspired by DT, our code and GPT implementation

are based on the publicly available TT [52] codebase2.

3.3.2 Variational Auto-Encoder

Our method uses conditional variational autoencoders (CVAE) [102] as generative policy

and world models that we can use to generate realistic and multimodal candidate trajectories

for test-time search. Thus, in this section we give a general overview of variational autoen-

coders (VAE) [57]. The goal of a VAE model is to generate samples d̂ that are within the

distribution of a training set D = {di}Ni=1. Thus the model should be trained to maximize

the likelihood of all training points di. VAEs accomplish this by sampling a latent variable

z from some prior p(z) and training a decoder pθ(d|z) to convert the latent variable into a

sample. However, optimizing this model is often intractable and thus Kingma and Welling

[57] introduces an encoder qϕ(z|d) that can be used to instead optimize the evidence lower

bound (ELBO) on the log-likelihood of the data

log p(d) ≥Ez∼qϕ(z|d)[log pθ(d|z)]−DKL(qϕ(z|d)||p(z))

The expectation term represents the reconstructions loss, and the KL Divergence term acts

as a regularizer that keeps the encoder output close to the prior. Thus with a trained VAE

model, we can sample a z from our prior p(z) and pass it to our decoder pθ(d|z) to generate

a sample from the desired distribution.

β-VAE When training VAEs with high-capacity models like Transformers or CNNs

[60], the decoders often learn to ignore the high-entropy stochastic latent variables. There-

fore, Higgins et al. [45] proposed a modification to the standard ELBO loss and introduced
2https://github.com/JannerM/trajectory-transformer

22



a coefficient β to the KL Divergence term. Lowering this hyperparameter β below 1 re-

duces the regularizing effect on the latent variables and thus makes it easier for the models

to incorporate the latent variables into their predictions. We find β ∈ [0.0001, 0.01] to be

effective for our experiments.

3.4 Separated Latent Trajectory Transformer

In this section, we describe how we train two separate Transformer-based discrete latent

variable VAEs to represent our policy and world models, and how we leverage these models

for robust planning at test-time. Figure 3.2 contains an overview of the entire SPLT model

architecture.

3.4.1 Discrete Latent Variable VAE

In order for our models to be useful for search, they need to (1) be able to produce a good

range of candidate behaviors for any given situation for the ego vehicle and (2) cover a

majority of the different modes of potential responses from the agents in the environment.

Towards this end we train separate Transformer-based VAEs for both the policy and world

models. We make the specific design choice for the stochastic latent variables for both mod-

els to be discrete and consistent over the entire planning horizon. This allows us to tractably

enumerate all possible candidate trajectories without exponential branching, which enables

efficient search at test-time. The intuition is that the policy latent variables should corre-

spond to different high-level intentions or policies for the ego-vehicle, like whether to tail

another vehicle aggressively or keep your distance. Similarly, the world latent variables

should correspond to different possible intentions of the observable vehicles, like whether a

vehicle in the opposing lane will go straight or turn through the intersection. Additionally,

the world latent variables should capture other events like lights changing or cars suddenly

appearing in the sensing range after rounding a corner.

3.4.2 Encoders

Both the world encoder qϕw and policy encoder qϕπ use the same architecture and receive

the same trajectory representation. Specifically, they both take in K-length trajectory se-

quences of the form τKt = {st, at, st+1, at+1, · · · , st+K , at+K} and output a nw or nπ
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Figure 3.2: Overview of the SPLT Transformer architecture for generating a reconstruction
prediction. The World Model (top) attempts to reconstruct the discounted returns, rewards,
and states while the Policy Model (bottom) attempts to reconstruct the action sequence.

dimensional discrete latent variable with each dimension having c possible values

zw ∼ qϕw(·|τKt ), zw ∈ {1, · · · , c}nw

zπ ∼ qϕπ(·|τKt ), zπ ∈ {1, · · · , c}nπ

The core modules for both encoders are Transformers based on the GPT architecture similar

to TT and DT, except we do not perform any masking of the attention. Thus, all elements

in the Transformer can fully attend to every other component in the sequence. We take

the mean of the Transformer outputs for all the elements in order to coalesce the entire

trajectory into a single vector representation vw and vπ. Finally, we pass each of these

outputs into a small MLP that outputs the nw and nπ independent categorical distributions

for zw and zπ respectively. Thus, the conditional distributions for zw and zπ are repre-

sented as nw and nπ independent multinomial distributions respectively. We leverage the

straight-through gradient estimator [6] as described in Hafner et al. [42] in order to make

the sampling procedure fully differentiable for training.

3.4.3 Policy Decoder

The policy decoder uses a similar input trajectory representation

τ ′t
k = {st, at, st+1, at+1, · · · , st+k} and also takes in the latent variable zπ. The goal of the

policy decoder is to estimate pθπ(at+k|τ ′tk; zπ) ∀k ∈ [1,K], so that we can predict the most

likely next action in the trajectory. We represent this decoder with a causal Transformer

model that is very similar to the ones used in Decision Transformer. Beyond excluding

the returns-to-go as inputs, the main difference in our model is that we need to incorporate
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the latent variable zπ. In this work, we incorporate zπ by first converting it into a single

embedding vector, similar to the positional encodings used in other Transformer works,

and add it to all the state and action embeddings. We make this design choice instead of

inputting the latent variable as another element in the sequence because our method makes it

harder for the decoder Transformer to learn to ignore the latent variable, which is a common

issue when using high-capacity models in VAEs.

For simplicity, we represent our output distribution as a unit-variance isotropic Gaussian

with the mean outputted by our deterministic decoder fπ

pθπ(at+k|τ ′tk; zπ) := N (fπ(τ
′
t
k, zπ), I)

3.4.4 World Model Decoder

The world model decoder is very similar to the policy decoder, except that its goal is to

estimate pθw(st+k+1|τkt ; zw), pθw(rt+k|τkt ; zw), pθw(Rt+k+1|τkt ; zw) ∀k ∈ [1,K] so that

we can predict the most likely next state, reward, and discounted return in the trajectory. The

world model decoder is similarly represented with a causal Transformer and incorporates

its latent variable zw in the same manner as the policy decoder. The major difference is that

the world model decoder has 3 separate heads to output the 3 different required quantities.

The output distributions are similarly represented as unit-variance isotropic Gaussians with

the means outputted by the different heads of the deterministic decoder fw

pθw(st+k+1|τkt ; zw) := N (fs
w(τ

k
t , z

w), I)

pθw(rt+k|τkt ; zw) := N (f r
w(τ

k
t , z

w), I)

pθw(Rt+k+1|τkt ; zw) := N (fR
w (τkt , z

w), I)

3.4.5 Variational Lower Bound

In order to train our CVAEs, we wish to minimize the standard evidence lower bound

(ELBO) on the log-likelihood of the behavioral data for the policy model

Ezπ∼qϕπ

[
K∑
k=1

log pθπ(at+k|τ ′tk; zπ)

]
−DKL(qϕπ(z

π|τKt )||p(zπ)) (3.1)
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and the world model

Ezw∼qϕw

[
K∑
k=1

log pθw(st+k+1, rt+k, Rt+k+1|τkt ; zw)

]
−DKL(qϕw(z

w|τKt )||p(zw))

(3.2)

The main difference between our CVAE formulation and the standard formulation is that

we use independent discrete uniform distributions as our prior

p(zπ)i := U{1, c} ∀i ∈ [1, nπ]

p(zw)i := U{1, c} ∀i ∈ [1, nw]

because our latent variables are discrete and multidimensional. This prior makes the KL-

Divergence terms in equations (3.1) and (3.2) equivalent to independently maximizing the

entropy of each dimension of zπ and zw respectively. This regularizes the decoders and

encourages the VAEs to leverage all available combinations of discrete latent variables.

Because we use the straight-through gradient estimator, we can differentiate through

the multinomial sampling of the latent variables. Thus for both CVAEs, we can jointly train

the encoders and decoders end-to-end by directly optimizing objective (3.1) for the policy

models and objective (3.2) for the world models.

3.4.6 Training

During training, we sample batches of K-length trajectories from our offline dataset. The

states and actions of these trajectories are passed into the world and policy encoders in

order to generate the corresponding zw and zπs. Each zπ and its corresponding trajectory

are passed into the policy decoder, where it predicts all actions in the trajectory through

the standard teacher-forcing procedure [118]. Each zw and its corresponding trajectory are

passed into the world decoder, where it predicts all the next states, rewards, and discounted

returns in the trajectory also through the teacher-forcing procedure. The policy decoder

and encoder parameters are updated to minimize equation (3.1), and the world decoder and

encoder parameters are updated to minimize equation (3.2). We train all our models with

the Adam optimizer [56] with a learning rate of 1e−4 and weight decay 0.1. Additionally,

we normalize all raw values by subtracting the mean and dividing by the standard deviation

of the dataset.
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3.4.7 Planning

In this section, we describe how we can use our trained conditional policy and world model

decoders in order to perform efficient and robust search at test-time.

First, we describe how we can generate a single candidate trajectory given a spe-

cific zπ and zw. Assume that we are currently at a state st and we have stored a his-

tory of the last k steps of the trajectory τ ′t−k
k = {st−k, at−k, st−k+1, at−k+1, · · · , st}.

Our goal is to predict a possible continuation of that trajectory over the planning hori-

zon h, which corresponds to τ̂k+h
t−k = {st−k, at−k, · · · , st, ât, ŝt+1, · · · , ŝt+h, ât+h}. Ad-

ditionally, we want to estimate the future discounted returns for our candidate trajectory

R̂(τ̂ht ) =
∑h

i=0

[
γir̂t+i

]
+ γh+1R̂t+h+1.

In order to predict these quantities, we alternatively make autoregressive predictions

from the policy and world models. Specifically, we alternate between predicting the next

action ât+i = fπ({st−k, at−k, · · · , st, ât, · · · , ŝt+i}, zπ) and the next state, reward, and

return

ŝt+i+1, r̂t+i, R̂t+i+1 = fw({st−k, at−k, · · · , st, ât, · · · , ŝt+i, ât+i}, zw). We repeat this

alternating procedure until we reach the horizon length h and compute τ̂ht and its corre-

sponding R̂(τ̂ht ).

Because we use discrete latent variables, we can enumerate all possible combinations

of zπ and zw. There are cnπ possible values for zπ and cnw possible values for zw, which

leads to cnπ+nw different possible candidate trajectories. In this work, we found c = 2,

nw ≤ 4, and nπ ≤ 4 to be sufficient for all our explored problems. Thus, we only need to

consider a maximum of 256 different combinations of latent variables, which is a standard

batch size in many deep learning applications. Therefore, it is easy to run the candidate

trajectory generation procedure previously described for all combinations of latent variables

on modern GPU hardware.

Without loss of generality we can order the possible values of zπ and assign each one

an index i ∈ [1, cnπ ]. We can do the same for zw and assign each one an index j ∈ [1, cnw ].

Then, we will label the candidate trajectories that are produced when conditioned on the

ith zπ and jth zw as τ̂ij and its corresponding return R̂ij . Then, we select the candidate

trajectory that corresponds to maximinj R̂ij . We execute the first action of τ̂i∗j∗ and repeat

this procedure at every timestep. The intuition behind this procedure, is that we are trying

to pick a policy to follow that will be robust to any realistic possible future in the current

environment. Later, we will show how this procedure allows our method to be opportunistic

in safe situations and cautious in more dangerous situations.
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3.5 Experiments

For all experiments, we compare our SPLT Transformer method to Trajectory Transformer

(TT), Decision Transformer (DT), and Behavioral Cloning (BC) with a Transformer model.

3.5.1 Illustrative Example

We start with a toy autonomous driving problem that we designed to be very simple, but

that still demonstrates the dangerous optimism bias in prior Transformer-based approaches.

Metric SPLT
(Ours) BC DT(m) DT(e) TT TT(a)

Return 78.5 ±0.2 58.0 ±1.0 28.5 ±0.4 68.9 ±0.4 58.8 ±0.5 67.3 ±5.6
Success(%) 100.0 ±0.0 100.0 ±0.0 50.0 ±0.0 100.0 ±0.0 100.0 ±0.0 91.7 ±5.8

Table 3.1: We evaluate all methods with 3 seeds and on 100 different trials in the environ-
ment. We report the mean and standard deviation across seeds. DT(m) is DT conditioned
on the maximum return in the dataset. DT(e) is DT conditioned on the expected return of
the best controller used to collect the dataset. TT(a) is TT with more aggressive search
parameters. For reference, the best IDM controller in the distribution of controllers used to
collect the data gets a return of 78.6. We bold the highest mean.

In this toy problem, we use our own simple simulation environment where we have an

ego vehicle trailing a leading vehicle with both travelling in the same direction on a 1-D

path. Both vehicles are represented using point-mass dynamics, but only the ego vehicle is

controllable. Half of the time the leading vehicle will begin hard-braking at the last possible

moment in order to stop just before the 70m mark before continuing. The other half of the

time the leading vehicle will immediately speed up to the maximum speed and continue for

the entire trajectory. The ego vehicle cannot infer beforehand whether the leading vehicle

will brake or not, and thus this is a completely stochastic event from the perspective of the

ego vehicle.

The observation space is the absolute position and velocity of both the ego and leading

vehicle. The action space is just the acceleration for the ego vehicle clipped to [−1, 1]m/s2.

The maximum velocity for both vehicles is 10m/s and the minimum velocity is 0m/s, so

the vehicles cannot travel backwards. The ego vehicle is rewarded for the distance traveled

at each timestep, but is given a penalty of −100 if it crashes. The trajectory ends after 10s

or if the ego vehicle crashes into the leading vehicle. The ego vehicle is initialized at 0m

with a random velocity in [7.5, 10]m/s. The leading vehicle is initialized randomly within

[10, 20]m and with the same velocity as the ego vehicle.
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For the offline dataset, we collected ∼100000 steps with a distribution of different IDM

[109] controllers that demonstrate a wide range of aggressiveness, and includes some tra-

jectories where the IDM controller is too aggressive and collides with the leading vehicle.

We show our results in Table 3.1.

For DT, we find that conditioning on the maximum return in the dataset (DT(m)) leads

to crashes every time the leading vehicle brakes. If we condition on the mean return of

the best controller used to collect the dataset (DT(e)), then we get the opposite behavior.

The agent does not crash, but also does not take full advantage of the situations where the

leading vehicle does not brake, and thus underperforms. While we were able to tune the

conditional return in order to get a reasonable return result of 73.4, we found the optimal

value to be quite arbitrary. Thus, we believe this parameter will be very difficult to tune

in more general and complex stochastic environments, where the possible returns would be

very hard to estimate beforehand without significant prior knowledge of the specific testing

scenario.

For TT, we find that the results depend heavily on the scope of the search used. When

we use the default parameters from their codebase for the beam search (TT), we get results

very comparable to behavior cloning, which is quite suboptimal. When we reduce the low-

probability filtering to allow for more aggressive search (TT(a)), we find that the method

sometimes crashes into the leading vehicle because it picks the predicted trajectory where

both vehicles will continue at max speed. Similar to DT, we expect tuning the search

aggressiveness for TT to be difficult without significant prior knowledge of the intended

testing scenario.

For our method, we find that our world VAE is able to predict both possible modes for

the leading vehicle’s behavior. Additionally, the policy VAE seems to be able to predict

a range of different trailing behaviors. Thus, our method is able to properly search for an

effective and robust behavior and achieves results comparable to the best IDM controller in

the distribution used to collect the data.

3.5.2 NoCrash

Next, we evaluate our method on the CARLA [31] NoCrash [22] benchmark. For these

experiments, we run the 0.9.11 version of CARLA at 5fps. We assume access to a global

route planner that can generate dense waypoints to our goal, an accurate localization system,

and a perception system that can identify the state of any vehicle or traffic light directly in

front of us within a limited sensing range. In our experiments, we obtain these ground truth
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quantities from the CARLA simulator, as commercial self-driving car efforts already have

systems to provide these quantities. Thus, we leave implementing such systems as beyond

the scope of this project.

The goal in the CARLA NoCrash benchmark is to navigate in a suburban town to a

desired goal waypoint from a predetermined start waypoint. The benchmark takes place in

the CARLA towns Town01 and Town02 and consists of 25 different routes in each town.

For our observation we use a low-dimensional vector representation consisting of: (1) the

relative heading error to the next target waypoint, (2) the distance from the center of the

target lane, (3) the ego vehicle speed, (4) the relative distance to the leading vehicle or the

max sensing range if there is no leading vehicle in range, (5) the speed of the leading vehicle

or the max speed if there is no leading vehicle in range, (6) the distance to the upcoming

red light or the max sensing range if there is no red light in range. There are 2 actions: the

steering and the target velocity for a PID controller. The ego car is rewarded for traveling

faster and receives a small penalty for deviating from the target lane and a large penalty

for crashing or incurring a traffic infraction. We terminate the trajectory whenever the car

crashes, incurs an infraction, times out, or reaches the goal.

We collect our offline dataset with autopilot agents with a distribution of different levels

of aggressiveness. This aggressiveness corresponds to the parameters of a time-to-collision-

based controller that is used to adjust the vehicle’s speed in response to any leading vehicles.

Additionally, the autopilots use a PID controller for steering, and always immediately brake

if they are too close to a red light. We collect ∼300000 steps with these autopilots in the

Town01 routes in the dense traffic setting. Due to the variations in aggressiveness, these

autopilots demonstrate a wide range of imperfect behaviors like crashing into other vehicles

or driving unnecessarily slow during data collection.

Metric SPLT
(Ours) BC TT DT(m) DT(t) AP(t)

Success (%) 99.7 ± 0.5 97.7± 1.9 87.0± 4.9 93.0± 6.4 96.0± 3.7 100.0
Speed (m/s) 2.79± 0.08 2.74± 0.09 2.85± 0.06 2.93± 0.04 2.96 ± 0.04 2.75

Table 3.2: We evaluate all methods with 3 seeds and on 4 different runs through all 25
routes in the unseen Town02. We report the mean and standard deviation across seeds and
bold the learning-based approach with highest mean. DT(m) is Decision Transformer con-
ditioned on the maximum return in the dataset. DT(t) is DT with a hand tuned conditional
return. AP(t) is the best autopilot controller from the distribution used to collect the data.

We evaluate all methods by training on this Town01 dataset and then running in the

unseen Town02 routes with the dense traffic setting. We depict our results in Table 3.2.
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We find that TT and DT conditioned on the max return (DT(m)) have a lower success rate

than BC, which we suspect is due to the optimism bias we previously described leading

to unnecessary collisions and infractions. When we tune the target return for DT(t) it can

outperform BC in terms of average success rate and speed. However, similar to the toy

problem, we found the tuned return to be quite arbitrary. Without online evaluation or prior

knowledge of the testing domain, it would be quite difficult to estimate the best target return,

especially considering that the testing scenarios are different from the training scenarios.

Our SPLT method achieves a higher average success rate than all of our learning-based

baselines, while still maintaing a higher average speed compared to BC. We suspect that

our positive results are due to our method’s planning procedure, which avoids the optimism

bias of TT’s naive beam search.

3.5.3 Leaderboard

Metric SPLT
(Ours) BC DT(m) DT(t) TT AP

DS 52.4 ± 5.8 46.4± 6.9 41.8± 4.8 51.0± 12.5 42.3± 11.7 84.6± 1.5
RC (%) 90.6± 8.0 91.0 ± 9.4 73.6± 5.9 84.1± 11.0 66.4± 9.0 99.6± 0.3

Table 3.3: We train and evaluate each method using 3 seeds on the public Leaderboard
testing routes. We report the mean and standard deviation across seeds. Driving scores (DS)
are calculated using the official Leaderboard evaluator. For both driving score and route
completion (RC) (%) a larger value is better. DT(m) is Decision Transformer conditioned
on the maximum return in the dataset. DT(t) is DT with a hand tuned conditional return.
AP is the autopilot controller we used to collect the dataset.

Next, we evaluate our method on a modified version of the CARLA Leaderboard3

benchmark. For these experiments, we run the 0.9.10.1 version of CARLA at 10fps. The

only additional assumption we make is that our perception system can identify the state of

any vehicles or pedestrians directly surrounding us in all directions within a limited sensing

range.

The CARLA Leaderboard benchmark is much more comprehensive and requires the

agent to perform more involved maneuvers, like lane-changing in urban and highway sit-

uations. The major difference from our NoCrash setup is that we introduce 8 additional

variables to the observation, corresponding to the distance and speed of surrounding ve-

hicles in each of the 4 diagonal directions. We collect ∼1.2 million time steps using the
3https://leaderboard.carla.org/
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autopilot from the Transfuser [83] codebase4 in the CARLA Challenge 2021 training routes

for our offline dataset. We evaluate all methods on the publicly available testing routes. We

depict our results in Table 3.3.

Our method achieves the best overall driving score among all of our learning baselines.

Driving score is a comprehensive indicator for driving quality that accounts for route com-

pletion, collisions, and traffic infractions. The increased complexity in the Leaderboard

scenarios leads to the world being less predictable and cooperative from the ego-vehicle’s

perspective. Thus, our SPLT Transformer method, which disentangles the world dynam-

ics and the agent decision-making process, is better equipped to handle this stochastic and

uncooperative environment. We believe that TT in particular underperforms relative to our

SPLT method because its naive beam search does not plan appropriately for the range of

possibly uncooperative multimodal outcomes.

3.6 Conclusion

In this chapter, we presented our SeParated Latent Trajectory Transformer (SPLT Trans-

former) method, which trains two separate policy and world VAE models that can be used

at test-time to efficiently perform robust search. We discussed how our approach avoids

the optimism bias that other Transformer-based approaches for offline RL struggle with in

stochastic settings. Finally, we demonstrated how our method outperforms these baseline

approaches on a variety of autonomous driving tasks.

Figure 3.3: Visualization of a failed lane change in CARLA during our Leaderboard exper-
iments. The black car is the ego-vehicle, and it is tasked with following the route indicated
with black squares. The black ego-vehicle initiates a lane change despite the faster trailing
yellow vehicle in the target lane, which leads to a collision.

4https://github.com/autonomousvision/transfuser
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While our approach does achieve the best driving score among our different learning-

based approaches, it still underperforms by a large margin compared to the autopilot used

to collect the dataset. Empirically, we find that many of the failures of our SPLT approach

come from interactions with vehicles that are approaching from the side or from behind in a

different lane, which is particularly relevant when lane changing or navigating intersections.

These failures seem to be caused by the limitations of our observation space and model rep-

resentation. With the current observation space, it is almost impossible for the ego-vehicle

to anticipate a vehicle approaching from these directions, especially if the approaching ve-

hicle is traveling at a significantly different speed from the ego-vehicle, as illustrated in

Figure 3.3. Thus, in the next chapter we will discuss how we can incorporate recent ad-

vancements in multi-agent traffic forecasting models to better handle these different types

of interactive scenarios.
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CHAPTER 4

Tractable Joint Prediction and Planning over Discrete
Behavior Modes for Urban Driving

In order to better model the complex multi-agent interactions in real-world traffic, we move

away from abstract feature spaces and instead shift towards entity-centric representations

that are explicitly aware of the various other relevant entities in the scene like vehicles,

pedestrians, and road elements. We take inspiration from many recent works in motion

forecasting [76; 77; 38] and use a Transformer [112] neural network to process and learn

the complex interactions between all these various entities in the scene. While these types

of models have been used to achieve impressive results in multimodal trajectory forecast-

ing, effectively integrating these models with downstream planners and model-based con-

trol approaches is still an open problem. Although these models have conventionally been

evaluated for open-loop prediction, we show that they can be used to parameterize autore-

gressive closed-loop models without retraining. We consider recent trajectory prediction

approaches which leverage learned anchor embeddings to predict multiple trajectories, find-

ing that these anchor embeddings can parameterize discrete and distinct modes representing

high-level driving behaviors. In this chapter, we present an approach that performs fully re-

active closed-loop planning over these discrete latent modes, allowing us to tractably model

the causal interactions between agents at each step. We validate our approach on a suite

of more dynamic merging scenarios, finding that our approach avoids the “frozen robot

problem” which is pervasive in conventional planners.

4.1 Introduction

In dense interactive situations like exiting a crowded parking lot after a sports game or

merging during rush hour traffic, we require a robust model of how other agents might be-
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have, and crucially, how they might respond to our own actions. To this end, significant

progress has been made towards learning trajectory forecasting models from large datasets

of urban driving logs [106; 111; 77; 38; 11]. State-of-the-art trajectory prediction models

can capture the highly stochastic and multimodal distribution of outcomes in driving with-

out needing to manually engineer complex human driving behaviors. In this work, we aim

to explore fully leveraging these learned models for model-based planning and control.

Planning and prediction are usually treated as separate modules within a conventional

autonomy stack. Usually a forecasting model will make predictions for all of the actors

in the scene, and then plan open-loop against a set of possible open-loop trajectories for

other agents in the scene. While this may ensure collision avoidance, it can cause the

agent to behave overly conservatively, resulting in the “frozen robot problem” — if we are

highly uncertain about nearby actors, then the only perfectly safe course of action is to do

nothing, which can result in deadlock. Ideally, we should perform fully reactive closed-

loop prediction and planning, such that the ego-vehicle actions directly affect the predicted

behaviors of other agents, and vice versa.

Unfortunately, performing fully reactive closed-loop planning over a learned forecast-

ing model is often computationally intractable. The distribution over agent trajectories is

highly multimodal and subject to change at every timestep, which means the space of pos-

sible outcomes grows exponentially over time. It is also impossible to enumerate and check

every possible future, since the distribution is continuous. Existing work [92] performs

fully reactive closed-loop planning by first parameterizing agent policies as continuous la-

tents in a normalizing flow [88], and then optimizing the ego-agent policy with respect to

some differentiable cost function, but these approaches have previously only been shown

to work at small scale with one or two other interacting agents. We show later that our

approach scales favorably on more challenging tasks.

In this chapter, we devise a novel approach for performing fully reactive closed-loop

planning over multimodal trajectory prediction models. We consider recent approaches to

trajectory prediction that leverage learned anchor embeddings [111; 38; 77] to predict a

diverse set of trajectories. While these approaches have previously only been evaluated for

open-loop prediction, to the best of our knowledge ours is the first work to show how these

models can also be used for closed-loop planning for dense urban driving. Our contributions

are as follows:

• Closed-loop prediction with open-loop training. We show how trajectory predic-

tion models trained open-loop with learned anchor embeddings can be used to pa-

rameterize autoregressive closed-loop models without the need for retraining.
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• Fully reactive closed-loop planning over discrete latent modes. We propose a

novel planning approach which leverages discrete latent modes to do planning over a

compact latent behavior space. Our planning approach scales linearly with the num-

ber of agents and the planning horizon, as opposed to naive search, which scales ex-

ponentially. This allows us to tractably model the causal interactions between agents

when performing autoregressive rollouts; the predictions for other agents react to

the planned ego-trajectory and vice versa. Similar to [92], this allows us to perform

fully reactive closed-loop planning, but over discrete rather than continuous latent

conditioned policies. We find that our discrete formulation ensures diverse trajectory

proposals and improves downstream planning performance.

We validate our approach called Predicting and Planning over Discrete Behavior Modes

(P2DBM) on a challenging suite of highly interactive urban driving scenarios, outperform-

ing the demonstrator agent and several strong baselines. Our P2DBM approach also beats

the previous state-of-the-art in CARLA [31] on the Longest6 benchmark [83] when evalu-

ated at realistic speeds.

4.2 Related Work

4.2.1 Trajectory forecasting models for driving

There has been a substantial amount of work towards training trajectory forecasting mod-

els for urban driving [91; 106; 11; 77; 38; 111]. However, none of these papers performs

evaluations on closed-loop planning tasks beyond doing log-replay on offline driving logs

for short time horizons. Most closely related to the model we use are Scene Transformer

[77] and AutoBots [38], which both use vector-based input representations and large Trans-

former models. Our model can support many state-of-the-art forecasting approaches, and

only requires minimal modification to most in order to facilitate planning. Note that al-

though all of these approaches are trained to perform open-loop prediction, our P2DBM

approach demonstrates how they can be adapted to perform fully reactive closed-loop pre-

diction and planning without needing to substantially modify the training procedure.

4.2.2 Planning over learned forecasting models

There is a substantial amount of literature on planning over learned forecasting models

for driving. Several prior works plan over imitation models, but do not perform closed-

loop planning, instead optimizing a fixed ego-trajectory [90; 126; 103; 67; 48]. Another
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common approach is to not model the influence of the ego-agent on other agents [44; 127;

24]. As we will demonstrate, these approaches are unable to perform proactive planning

when forced into close interactions with dense traffic. Model-based reinforcement learning

approaches such as [119; 54] can theoretically leverage learned models and perform closed-

loop prediction and planning for autonomous driving. However, many of these approaches

have been restricted to small state spaces and have not been shown to perform well on more

difficult closed-loop driving environments. In particular, we argue that rich vector-based

state representations such as the one used in this work are key to effective prediction and

planning. [49] models joint interactions between agents using a game-theoretic framework

and evaluates planning performance in simulation, but does not use online fully reactive

closed-loop planning like our approach.

The most similar work to ours in the literature is CfO [92], which also does fully reac-

tive closed-loop planning for driving in CARLA. The tasks they consider are significantly

simpler than the ones considered in this paper – they only consider interactions with one

other vehicle (we consider up to 100). Their approach also relies on an autoregressive

normalizing flow model which, to our knowledge, has not yet been scaled to larger-scale

datasets, whereas our model architecture is similar to other Transformer-based forecasting

models in the literature which have been deployed at scale.

4.2.3 Learning to drive in CARLA

Most competing approaches in CARLA [31] are based on imitation learning [14; 15; 13;

83; 18]. While most approaches focus on the visual imitation setting, our closest competitor

is PlanT [87], which also does imitation learning, but operates in a similar setup to ours,

where we assume the perception problem is solved. Imitation learning approaches rely

on collecting optimal demonstrations, which can be challenging as we scale up to harder

scenarios and more realistic data collection settings. We show that unlike imitation learning,

our P2DBM method is able to out-perform the demonstrator on our suite of challenging

urban navigation tasks.

4.3 Trajectory Prediction

4.3.1 Model formulation

In this section, we present our model architecture used for trajectory prediction. Let xat
denote the state of vehicle a at timestep t (we assume x0t and x1:At are the vehicle states
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for the ego-vehicle and the rest of the vehicles respectively). We also assume that t = 0 is

the current timestep and x≤T refers to future vehicle states x1, ...xT (ignoring the current

timestep). Our goal is to model the distribution over future vehicle states P (x≤T |x0, c)
where c is some arbitrary conditioning information (omitted from now on for brevity). We

can factorize this distribution autoregressively over time, as is common in conventional

trajectory prediction approaches. In this work we only model marginal (as opposed to

joint) distributions over agents, so we can additionally factorize our distribution as

P (x≤T |x0) =
T∏
t=0

A∏
a=0

P (xat+1|xt) (4.1)

We propose a simple model formulation which captures multimodality and is well-

suited for downstream reactive planning. We represent the high-level multimodal behavior

of the agents with categorical latent variables zat ∈ [1, ...,K] for each agent:

P (x≤T |x0) =
T∏
t=0

A∏
a=0

P (xat+1|xt, zat )P (zat |xt) (4.2)

Following Casas et al. [11], we implicitly characterize P (xat+1|xt, zat ) using a deterministic

mapping xat+1 = f(xt, z
a
t ). Therefore, we only require our model to learn this 1-step

prediction mapping xat+1 = f(xt, z
a
t ), and estimate P (zat |xt). In practice, we find that

training our model to predict H steps open-loop into the future xat+1:t+H = f(xt, z
a
t ) is

a useful auxiliary task that improves the training and generalization of the desired 1-step

prediction mapping. Below we show how f(xt, z
a
t ) and P (zat |xt) can be parameterized by

a Transformer model.

4.3.2 Network architecture

We design our architecture to predict each of the different modes for all agents indepen-

dently, but all in one pass of the model. Thus, our model outputs a vector with shape

[K,A,H, 4] of potential future states of all agents in the scene, where K is the number of

modes and A is the number of agents. This corresponds to K ×A trajectories of length H ,

where each waypoint consists of position, heading, and speed. The high-level structure of

our model is depicted in Figure 4.1.

Since the number of agents and context objects in the scene is not fixed, we adopt a

flexible vector-based representation of the scene. We consider two types of entities: vehicles

X and scene context objects C which consist of road points, traffic lights, pedestrians, stop
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Figure 4.1: Forecasting model architecture.

signs, and goal waypoints. Each object is represented by a feature vector that contains

the relevant raw information. For vehicles, this is relative pose, bounding box, speed, and

current effective speed limit. For road points this is relative pose, lane width, whether the

point is in an intersection, and whether one can change lanes to the left and right. For traffic

lights this is relative pose, affected bounding box, and light state. For pedestrians this is

relative pose, bounding box, and speed. For stop signs this is relative pose and affected

bounding box. For goal waypoints this is relative pose and lane width. We assume access

to all agents and context objects within 50m of the ego-vehicle up to a hard cap for each

class of object. Each object is encoded using a MLP (one for each object type) to ensure

all object features have the same dimension D. Then the entire set of input features is

processed by an encoder to produce encoded vehicle features: X ′ = Enc(X , C).
The encoder consists of stacked cross-attention layers where each vehicle cross-attends

to both the vehicle features X and the context features C concatenated together. In practice,

we find that only allowing each vehicle to attend to nearby map features improves per-

formance, so we only attend to the closest 50 map features. Additionally, we use relative

positional embeddings to maintain translational invariance. Prior work [25] has demon-

strated that translational invariance is a useful inductive bias when performing multi-agent

trajectory prediction. When feature ui cross-attends to uj , we compute query Qij , key Kij ,
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and value Vij as follows:

Qij = W qui

Kij = W k(uj + pij)

Vij = W v(uj + pij)

where W q,W k,W v are learned projection matrices and pij is a learned relative positional

embedding. All features have an associated spatial position (x, y) as well as an orientation

θ. To compute pij , we compute the pose (xj , yj , θj) of feature uj transformed to the frame

of feature ui at pose (xi, yi, θi) to get a relative pose (xij , yij , θij). We then construct a

relative pose feature by concatenating xij and yij , as well as sin(θij) and cos(θij). Finally,

an MLP is used to encode this relative pose feature to obtain pij . Note that we do not

include any absolute positional information in our features, so the network is only able to

observe the relative poses of scene objects.

Following the encoder, our encoded vehicle features are of shape [A,D]. We expand

these features to be of shape [K,A,D] so that each unique combination of mode and actor

corresponds to a single D-dimensional feature. Following [38; 111; 77], we introduce

learnable anchor embeddings M ∈ RK×D for each of the K modes, which are broadcasted

and added to the encoded vehicle features in order to distinguish the different modes. We

learn two separate sets of anchor embeddings: one for the ego-vehicle only, and one for all

other vehicles.

For each combination of agent and mode we get the query features Qa
k = X ′a+Mk with

appropriate broadcasting. Then, we use the decoder to produce K trajectory predictions for

each agent: Yk = Dec(Qa
k,X ′). The decoder consists of two alternating operations: the

query features Qa
k cross-attend to both the encoded vehicle features X ′ and map features C,

and then the query features Qa
k self-attend along the K modes dimension. In other words,

for each agent, the different mode features self-attend to each other. Note that during self-

attention, only features corresponding to the same agent can attend to each other. This

ensures that each agent future is decoded independently.

Finally, the processed query features are passed to a MLP. Since each unique agent and

mode has its own feature, each D-dimensional feature is mapped to a trajectory of length

H , where each waypoint consists of positions, orientations, and speeds. For each agent, we

predict relative to that agent’s coordinate frame, and also for each time step predict in-frame

displacements rather than absolute positions, orientations, and speeds.
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4.3.3 Training objectives

We train the model to predict the ground truth trajectories using a negative log-likelihood

loss, where each prediction is parameterized by a Gaussian. Note that although we train our

model to parameterize a Gaussian, we always take the mean when unrolling our model. In

order to ensure our model can capture multimodal outcomes, we adopt a winner-takes-all

objective [75] where only the closest of the K predictions will backpropagate its loss. Since

we are doing marginal prediction, our winner-takes-all objective takes the best prediction

for each agent separately. Our model is also trained to output a logit for each mode to

estimate the probability of that mode being used, and this is trained using a cross-entropy

loss with a one-hot target for the closest of the K predictions.

4.4 Closed-Loop Planning over Discrete Behavior Modes

4.4.1 Planning with autoregressive rollouts

Our objective is to find the behaviors for the ego-vehicle that will maximize the discounted

sum of rewards over T timesteps, where γ is a discount factor:
∑T

t γtR(xt, c). Because

the ego-vehicle’s decision in the trajectory is determined by the chosen z0, we can write our

objective as

argmax
z0

E[
T∑
t

γtR(xt, c)] (4.3)

As illustrated in equation 4.2, we can sample x≤T autoregressively using our Transformer

model. For each timestep, we just deterministically decode xat+1 = f(xt, z
a
t ) for our latent

sample zat .

Given our specific Transformer architecture, we can perform each autoregressive step

of this procedure with just one forward pass of the model. We generate all the multimodal

predictions at once by leveraging the anchor embeddings and pick the mode prediction that

corresponds to xat+1 = f(xt, z
a
t ). Note that even though we trained these models to make

multi-step open-loop predictions, we only need to take the first step of the prediction, which

is xat+1. Then, we can repeat this procedure up to the decided horizon T in order to generate

a sample of x≤T .
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4.4.2 Evaluating ego-modes

Now in order to perform planning, we need to evaluate Equation 4.3 for specific values

of z0. Since the ego latents z0 = [z00 , ...z
0
T−1] can vary between timesteps, z0 can take

on KT possible values (K possible ego-modes for T timesteps), which is computationally

expensive to fully enumerate.

Empirically, we find that keeping the latent modes consistent across time (i.e. z0 = ... =

zT−1) for both the ego-vehicle and surrounding vehicles leads to good performance, and

thus we use this scheme in our experiments to reduce complexity. We hypothesize that this

works because the learned anchor embeddings encourage the model to learn locally con-

sistent modes since the embeddings are shared globally, i.e., they are not state-conditioned.

Additionally, we find that conditioning on these different modes leads to meaningfully di-

verse behaviors over time. Thus by keeping the latent modes consistent across time, we

only need to compare K ego latent modes to optimize Equation 4.3.

Specifically, we evaluate Equation 4.3 for any specific z0 by generating N samples of

x≤T with the previously described procedure. At the first time step, for each surrounding

agent we sample za0 ∼ P (·|x0) and for the ego-agent we set z00 to the ego mode we are eval-

uating. Then, we continue to set zt = z0 at every subsequent timestep during autoregressive

generation. We estimate E[
∑T

t γtR(xt, c)] by taking the mean over these N samples. We

do this for all K ego modes for z0, and pick the mode with the maximum expected sum of

rewards. We use MPC and execute the first step by using it as a target for a PID controller,

and continue to replan at every step.

This approach enables us to perform fully reactive closed-loop planning. Note that

we are planning over latent modes rather than open-loop trajectories, which means we can

effectively model the causal influence of the ego on other vehicles and vice versa. Addi-

tionally, this allows us to be robust to different responses from other agents, since we can

evaluate each candidate ego latent z0 under a variable number of latent samples.
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4.4.3 Reward function

Our reward function is as follows:

R(xt, c) = βcollRcoll(xt, c) + βlaneRlane(xt, c)

+ βspeedRspeed(xt, c) + βlightRlight(xt, c)

Rcoll(xt, c) = −1coll

Rlane(xt, c) = 1− |lateral(xt, c)|
0.5× (lane width)

Rspeed(xt, c) = 1− |speed(xt)− (speed limit)|
(speed limit)

Rlight(xt, c) = −1red
speed(xt)
speed limit

where βcoll, βlane, βspeed, and βlight control the relative weight assigned to each reward

term. The collision term Rcoll is -1 and leads to a termination if the ego collides with

another object and 0 otherwise. The lane term Rlane penalizes deviation from the route,

where lateral(xt, c) is the lateral distance of the ego from the closest route segment. The

speed term Rspeed encourages the ego to drive at the speed limit. The light term Rlight

penalizes the ego for having non-zero speed if the light is red; the penalty is scaled by the

driving speed proportional to the speed limit.

4.5 Results

4.5.1 Model training and hyperparameters

For all experiments, we train our method with 4 encoder layers consisting of a cross-

attention layer followed by a feedforward layer, and 4 decoder layers consisting of a cross-

attention layer, self-attention layer, and a feedforward layer. Following [122], we use Pre-

Layer Normalization. For the merging scenarios, we use an embedding size of 128 for a

model with approximately 1.9 million parameters. For the CARLA Longest6 benchmark,

we use an embedding size of 256 for a model with approximately 7.4 million parameters.

We train our model with AdamW [69; 56] with an initial learning rate of 2e−4 with cosine

annealing to 0 as we train for 100 epochs. We train our multimodal model with K = 8

latent modes and use N = 8 samples to estimate expected rewards during planning.

For both experiment settings, we use a visualization range of 50m and observe the

closest vehicles by distance up to a cap of 100 vehicles. For the merging scenarios, we set

43



Figure 4.2: Merge scenario visualization. The red car is the ego-vehicle, the orange arrow
indicates the desired merging behavior, and the blue arrows indicate the flow of traffic in
the target lane.

the coefficients of the cost function as βcoll = 20, βlane = 0.1, βspeed = 1, and βlight = 0,

as there are no traffic lights in these scenarios. For the CARLA Longest6 benchmark, we

set the coefficients of the cost function as βcoll = 20, βlane = 1, βspeed = 1, and βlight = 4.

4.5.2 Merging scenarios

We design a suite of challenging urban navigation scenarios in order to evaluate whether our

P2DBM approach can safely perform proactive maneuvers in dense traffic. We identify 10

distinct merging scenarios that each involve a high degree of interaction with other cars in

the midst of dense urban traffic. These other cars are controlled by CARLA’s internal traf-

fic manager, which uses an adaptive controller with randomly initialized minimum safety

distances and target speeds. In each scenario, the goal is point-to-point navigation where

the goals are specified a priori. Three of these scenarios are visualized in Figure 4.2.

An episode is considered a success if the ego-vehicle reaches the goal without commit-

ting any traffic infractions; otherwise, the episode is considered a failure. A common theme

we found in prior CARLA driving benchmarks was that they rarely assessed the ego-agent’s

assertiveness, instead relying solely on metrics related to collisions and other traffic infrac-

tions. As such, many of the top-performing approaches in CARLA tend to engage in overly

conservative and unrealistic behaviors. To additionally assess the ability of each approach

to be proactive, we introduce an additional infraction type for static episodes, i.e., situations

where the car is stopped for long periods of time.

For each approach, we evaluate it on all 10 merging scenarios, each with 20 different

random traffic initializations for a total of 200 episodes. We separately report success rates,
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Approach Success (%) ↑ Static (%) ↓ Crash (%) ↓
P2DBM (Ours) 96.5 ± 1.8 2.2 ± 1.0 1.2 ± 0.8
Open-Loop 78.3 ± 2.1 20.5 ± 2.3 1.2 ± 0.2
Multimodal IL 50.2 ± 1.0 46.5 ± 1.5 3.3 ± 0.6
Unimodal IL 51.8 ± 1.6 46.3 ± 2. 1.8 ± 1.0
Continuous Latents 71.8 ± 0.8 24.3 ± 1.4 3.8 ± 0.6
PlanT 67.2 ± 1.2 30.7 ± 0.9 2.2 ± 0.3
Data Policy 68.0 12.5 19.5
Autopilot 85.5 1.5 13.0

Table 4.1: We report results with averages and standard errors over 3 different seeds of
running the 200 different episodes. ↑ and ↓ indicates that higher or lower numbers are
better respectively. We bold the results with the best mean.

static rates, and crash rates for each approach. On these merge scenarios, we compare to

several baselines:

• Multimodal imitation. Same Transformer model as our approach, except we execute

the mode prediction with the highest predicted probability.

• Unimodal imitation. Same Transformer backbone as our approach, except we only

use one mode and only make one prediction.

• Ours w/ open-loop planning. Same model as our proposed approach, except instead

of unrolling our model autoregressively, we run our model once to generate marginal

open-loop predictions for all cars. The planning procedure is the same as in the

closed-loop case, except the trajectory predictions are fixed.

• Ours w/ continuous latent variables. We train a CVAE [102] with Gaussian latent

variables with our Transformer backbone and do sampling-based planning for all

agents (including the ego). The number of samples is equivalent to the total number

of mode combinations expanded by our approach in order to ensure fair comparison.

• PlanT. We compare to PlanT [87], which is an imitation learning approach that is

state-of-the-art on the CARLA Longest6 benchmark. We use the original code im-

plementation of the model.

• Data policy. The configurable heuristic policy used to collect the dataset. We sample

random configuration parameters (e.g. planning horizon, bounding box sizes, etc.) to

generate diverse demonstrations.
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• Autopilot policy. The best-performing configuration of the data collection policy.

To train all approaches, we collect a dataset of 100K samples using the data policy. We

train our models on all scenarios and share them across baselines where possible. We report

mean and standard error across 3 different model seeds.

Table 4.1 shows the results on the merge scenario suite. Our P2DBM approach outper-

forms the baselines and achieves the highest overall success rate. Notably our method is

the only learned approach which actually outperforms the best-performing heuristic policy

(autopilot). The open-loop variant of our approach performs worse than our closed-loop

approach and has a higher static rate. The open-loop planner cannot predict that other

vehicles will alter their current trajectory if the ego attempts to merge and therefore be-

haves much more conservatively, resulting in more static episodes. On the other hand,

our closed-loop planner will predict that other vehicles will sometimes slow down to al-

low the ego-vehicle to merge. Figure 4.3 shows a qualitative comparison between the open

and closed-loop planners. The imitation policies all have low crash rates due to excessive

static episodes, and generally engage in extremely conservative behavior. This also sug-

gests that the dominant modes in the dataset are highly cautious, even when we explicitly

model multiple modes. However, our P2DBM approach is able to identify and execute the

high-performance modes in the dataset.

Since our choice of discrete latents distinguishes our approach from previous work [92],

we provide a more detailed comparison here between our approach and a CVAE baseline

which uses continuous latents based on a Gaussian prior. We suspect the main reason for

the disparity in performance is that our approach is better able to predict and sample distinct

trajectories. Empirically we find that our discrete latent modes correspond to semantically

different predictions that lead to a greater diversity of closed-loop predictions for both the

ego-vehicle and the surrounding vehicles. On the other hand, taking arbitrary samples from

a CVAE will not necessarily cover the relevant behavior modes, especially in a limited

computation setting. Additionally, our approach explicitly enumerates distinct latent modes

for the ego-vehicle independent of the predicted likelihood under the dataset, so it can more

easily capture less common modes in the data.

4.5.3 Longest6 benchmark scenarios

We also evaluate our approach on the CARLA Longest6 benchmark, which consists of

driving on a difficult subset of the publicly available CARLA Leaderboard routes with

added dense traffic. Unlike the previous scenario suite, these routes are much longer and
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Figure 4.3: Qualitative example of proactive merging with closed-loop planning. The top
row is from our proposed closed-loop planner and the bottom row is from the open-loop
variant of our planner. Frames are in sequential order from left to right. The closed-loop
planner merges proactively in front of other cars, causing the car behind to yield to the ego-
agent. The open-loop planner does cannot predict that the ego will affect the behavior of
other cars, so it does not attempt to merge.

consist of multiple scenarios defined according to the NHTSA typology.

We found that existing state-of-the-art approaches in CARLA Leaderboard are able to

avoid many of the highly interactive scenarios by simply driving significantly under the

speed limit. For instance, pedestrians on CARLA Leaderboard are regularly spawned to

cross the road in front of the ego-vehicle at a constant speed. Many approaches avoid these

scenarios by driving at a low enough speed such that the ego-vehicle will never be going

fast enough to hit the spawned pedestrians. In general, driving at low speeds substantially

reduces the degree of interaction present in these scenarios.

To circumvent this loophole, we collect demonstration data with an autopilot policy

driving at the speed limit. Specifically, we use the same autopilot to collect the data that

was used in both Prakash et al. [83] and Renz et al. [87], but have the target speed be

the current speed limit instead of a constant 4 m/s. This significantly increases the level of
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Approach DS ↑ RC ↑ IP ↑
P2DBM (Ours) 51.0 ± 1.2 89.2 ± 1.7 0.582 ± 0.010
Autopilot 44.6 ± 1.6 84.0 ± 1.1 0.546 ± 0.040
PlanT 37.1 ± 1.4 86.1 ± 1.5 0.457 ± 0.017
Multimodal IL 48.4 ± 2.6 83.3 ± 2.1 0.603 ± 0.021

Table 4.2: We report results with averages and standard errors over 5 different seeds of
running the 36 different routes. We bold the results with the best mean. Route Completion
(RC) is the percentage of the route completed. Infraction Penalty (IP) is a multiplier that
gets lower with each infraction or collision. Driving scores (DS) are calculated by multi-
plying the RC score and IP score for each route. Higher is better for all of these metrics.

interaction required to solve these routes. In order to facilitate fair comparison with existing

approaches, we retrained a state-of-the-art approach PlanT [87] using our new dataset.

We adopt the main metric used by the CARLA Leaderboard. Driving score (DS) is

the primary metric used to compare and rank approaches in CARLA Leaderboard, and is

the product of a route completion score (RC) and an infraction penalty (IP) score. Route

completion is the percentage of the route that is completed. Infraction penalty is a multiplier

which penalizes various infractions such as collisions, running red lights, etc.

For baselines, we compare to the autopilot policy, a multimodal imitation baseline

trained using our Transformer backbone, and PlanT [87]. We collect 440K samples us-

ing the modified autopilot policy and use this dataset to train all approaches. For each

approach, we evaluate on all 36 routes each with 5 different random seeds for a total of 180

episodes and we report the mean over all episodes and standard error over the 5 seeds.

Table 4.2 shows the results on the CARLA Longest6 scenarios evaluated at reasonable

driving speeds. Our P2DBM approach outperforms the autopilot used to collect the dataset

as well as PlanT, which is the current state-of-the-art on the original Longest6 benchmark.

While the imitation learning baseline has a better infraction penalty score, it ultimately has a

lower overall driving score because it often deadlocks earlier in the denser routes and avoids

many of the challenging interactions. In contrast, our approach is able to act proactively and

make much more progress in these dense scenarios and achieve a superior driving score.

4.6 Conclusion

In this chapter, we proposed a novel approach for performing closed-loop planning over

multimodal trajectory prediction models. Our approach is able to excel on a challenging
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suite of dynamic merging scenarios that require proactive planning behaviors. Additionally,

we show that our approach outperforms state-of-the-art approaches on CARLA Longest6

scenarios when evaluated at reasonable driving speeds.
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CHAPTER 5

Learning Hierarchical Driving Policies with Offline
Reactive Simulation

In the previous chapter, we found that our P2DBM method was able to perform effective

online control by planning to select a behavior corresponding to one of our learned discrete

latent modes. In particular, we found that P2DBM outperformed our multimodal imita-

tion learning baseline, despite the fact that both methods were actually selecting over the

same pre-trained latent modes. The positive results of our P2DBM method indicate that

our approach of using learned anchor embeddings [76; 77; 38] to parameterize discrete and

distinct behavior modes in combination with training with the winner-takes-all objective

[75] is an effective means of learning a suitable set of candidate behaviors for online con-

trol. However, the poorer performance of our multimodal IL baseline indicates that using

a classifier that is trained to maximize the likelihood of the behavioral data is significantly

less effective at selecting the best of these behaviors when run online. Thus, in this chap-

ter we are interested in exploring how we can use the principles from offline RL that we

explored in Chapter 2, in order to learn a better policy for selecting over the pre-trained

behavior modes offline. In particular, we reformulate our problem as a hierarchical RL

problem, where we treat the learned discrete latent modes as a discrete set of observation-

conditioned skills with the corresponding modes of our pre-trained traffic forecasting model

acting as the low-level policies. Then in order to train our discrete high-level policy, we ad-

ditionally use our multimodal traffic forecasting model as a world model to collect offline

simulated trajectories with reactive traffic. Inspired by the success of our P2DBM method,

we develop a policy learning algorithm that resembles distilling the outputs of P2DBM run

on offline samples plus an additional behavioral constraint. We validate our approach in our

CARLA [31] merging scenarios and find that our offline hierarchical learning approach is

able to significantly reduce the performance gap with P2DBM, while reducing the planning
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latency by more than a factor of 10. Finally, we find that our approach is able to outperform

the state of the art for a purely learning-based motion planning policy in nuPlan [40], when

run in closed-loop simulation.

5.1 Introduction

Deep stochastic forecasting models [76; 111; 25] trained on large and diverse datasets have

achieved impressive results in a variety of complex and extensive motion forecasting bench-

marks [32; 12] for autonomous driving. In particular, there recently has been significant

progress in improving both diversity and precision in forecasting complex scenes [77] with

many potential yet distinct outcomes.

These forecasting models generally perform well on coverage metrics like minADE, but

struggle on closed-loop metrics when executing their maximum-likelihood actions. Hybrid

approaches [49; 121] that select over the same learned proposals using online planning often

achieve greatly superior closed-loop performance. This indicates that generally these fore-

casting models can predict proposals that cover the expert behavior, but struggle to learn to

predict the specific correct behavior to execute when trained purely from behavior-cloning.

While these hybrid approaches can achieve stronger metrics, the additional planning also

increases the latency for decision making. This is often not directly considered during

simulation, but a longer latency could lead to consequential delays when executing online

control in tight interactive scenarios or when traveling at high speed. Ideally, we would

like to reduce latency and get similar metrics by just using one forward pass of our model

without requiring the additional computational complexity caused by invoking an online

planner.

Towards this end, we reformulate the problem of selecting over the discrete proposals

provided by these multimodal forecasting models as a hierarchical reinforcement learning

problem. Prior works in both reinforcement learning and autonomous driving have explored

using offline datasets in order to pretrain a continuous [80; 114; 2; 35] or discrete [71; 27] set

of skills. The goal in these skill learning approaches is to learn a relatively small library of

temporally extended actions that lead to useful behaviors in the downstream task. Then for

online control, we can learn a high-level policy that learns to just select the most effective

of these skills to execute in the current state.

In autonomous driving, this discrete set of skills should ideally represent semantically

meaningful yet distinct behaviors in the given state, like the vehicle asserting itself or yield-

ing at a merge. Thus, leveraging these pre-trained skills should both accelerate and simplify
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︸ ︷︷ ︸
Ground truth trajectory

︸ ︷︷ ︸
Counterfactual closed-loop simulations

Figure 5.1: These images illustrate the red ego-vehicle attempting to merge from an on-
ramp onto a highway. The leftmost image is the successful ground truth merge demon-
strated in the logged dataset. The other three images illustrate the potential results of the
ego-vehicle taking different counterfactual actions with the other vehicles reacting with
closed-loop control. The second image illustrates that a slightly slower merge would still
be successful because the trailing green vehicle should react and slow down for the ego-
vehicle. However, the third image illustrates that merging too slowly could still lead to a
collision if the green trailing vehicle is not given enough space to react. The final image
illustrates that a faster merge could lead to a collision by rear-ending the blue leading vehi-
cle. Better understanding the tolerances for a successful merge should help the ego-vehicle
learn to generalize to harder merges with conditions that are slightly different than those
observed in the logged data.

policy learning, as it should limit the search space to be over different high-level behaviors,

rather than individual steering and acceleration commands. However, due to the safety-

critical nature of autonomous driving, we would like to avoid the need for additional on-

line samples in order to train our high-level policy. Therefore, we instead adopt an offline

model-based approach similar to our prior work in Chapter 2, and use our pre-trained traffic

forecasting model as a world model in order to collect offline samples to train our discrete

high-level policy.

Unlike several prior works in using reinforcement learning to learn a driving policy

offline [33; 70], we run the traffic forecasting model in closed-loop during the rollouts for

the ego-vehicle. This will allow the other vehicles in the scene to dynamically adapt their

behavior in potentially non-trivial ways in response to the ego-vehicle. With these dynamic

offline simulations, we can explore counterfactual behaviors and learn from potential failure

cases without needing to execute dangerous maneuvers in the real world (see Figure 5.1 for

an example). Additionally, we can easily generate a diverse set of different responses from

the other agents in the environment by taking different stochastic samples from our world

model. This is important because from the perspective of the ego-vehicle, the other agents
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in the scene can act quite stochastically due to each agent’s unknown intent, driving style,

and alertness. Thus even for the same action sequence from the ego-vehicle, the same

initial traffic scene can unfold in a variety of different ways. This inherent stochasticity

means that any individual simulation or individual log in the dataset will often not be fully

representative of the potential behaviors for other actors in the scene. Thus during policy

training, we evaluate the different potential skills with respect to many different stochastic

responses from the surrounding traffic in order to provide more accurate signal for training

our high-level policy.

In particular, inspired by our results in Chapter 4, we develop an algorithm for learning

the discrete high-level policy that is analogous to distilling the results of running a sample-

based planner on the offline samples. Specifically, we enumerate and evaluate each of the

discrete skills in each offline state by simulating several different closed-loop interactions

with the surrounding traffic agents using our traffic forecasting model as a world model.

Then, we simply distill the resulting rewards of running all of the different skills into our

discrete high-level policy. Similar to many prior works in offline RL, we additionally adopt

a soft behavioral constraint to prevent the high-level policy from diverging too far from the

behavioral data. Our contributions are as follows:

• Learning discrete skills with learned anchor embeddings. We demonstrate that the

approach used in many recent state-of-the-art traffic forecasting models [76; 77; 38]

of learning multimodal predictions by conditioning on a discrete set of learned anchor

embeddings to produce a discrete set of different trajectory decodings trained with

a winner-takes-all training objective [75] can be an effective means of learning a

discrete set of useful observation-conditioned skills.

• Hierarchical policy learning with closed-loop offline trajectory simulation. Fur-

thermore, we propose a novel approach for offline learning a discrete high-level pol-

icy over these offline learned skills that involves using a pre-trained traffic forecasting

model as a world model for simulating closed-loop rollouts with interactive traffic.

In particular, our policy learning algorithm involves enumerating and evaluating all

of the skills in each offline state over several stochastic samples, and distilling these

results with an optional behavioral constraint into a discrete high-level policy.

We test our approach for Hierarchical Offline Learning with Offline reactive Simulation

(HOLOS) in a curated set of merging scenarios run in the CARLA [31] simulator that

require tight interaction and negotiation with stochastic actors. Finally, we validate the
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effectiveness of our HOLOS approach for learning a reactive policy by evaluating its closed-

loop performance in the more extensive nuPlan [40] benchmark and demonstrate state-of-

the-art results for a solely learning-based motion planning policy in closed-loop reactive

simulation.

5.2 Related Works

5.2.1 Hierarchical Policy Learning

Many prior works have tackled learning for online control by learning a hierarchical policy

where a high-level policy learns to select which low-level skills policy to execute in any

given state. These low-level policies can either be hand-designed [28; 116] for the specific

environment or be learned from data. Most relevant to this work, several prior works have

explored extracting low-level skills from previously collected datasets, and using them to

either facilitate online RL [80; 114; 99; 59] or to constrain offline model-free RL [2; 71].

In particular, Luo et al. [71] explored learning a discrete set of skills with a VQ-VAE [110]

from offline data, and then using offline model-free RL to learn a high-level policy to pick

over these discrete skills. In this work, instead of using these offline learned skills to accel-

erate online RL or as a constraint for offline model-free RL, we instead use offline simu-

lated rollouts from our traffic forecasting world model in order to train a discrete high-level

policy. Additionally instead of learning these discrete set of skills with a VQ-VAE [110]

like Luo et al. [71], we instead use an approach that is inspired by recent advances in multi-

modal traffic forecasting models [76; 77; 38]. Specifically, we represent each of the discrete

learned skills as the different trajectory decodings from our multimodal forecasting model,

where each trajectory is decoded with a different learned anchor embedding and the whole

multimodal model is trained with a winner-takes-all objective [75].

5.2.2 Imitation Learning in Autonomous Driving

Many prior works have explored using IL to learn a driving policy directly from sensors

[8; 82] or from the outputs of a developed perception system [87]. Imitation learning di-

rectly from the driving logs will often suffer from distribution shift as the ego-vehicle visits

states outside of the training distribution when deployed in real-world environments, which

leads to accumulating errors and catastrophic failures. Several prior works [8; 3] have ame-

liorated some of these issues with heuristic-based data augmentations. While these data

augmentations are quite effective at reducing the more trivial failure cases like driving off
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the road or swerving, they are less effective at improving the safety performance in the

more challenging driving scenarios [70]. Additionally, several prior works have demon-

strated that imitation learning can struggle due to causal confusion [30] or the “copy-cat

problem” [117; 21], where the autonomous agent erroneously selects a behavior that is cor-

related with past actions rather than the current state. For example, in the dataset if the

autonomous agent is currently stopped, then it quite likely that it will continue to stay still

in the next time step. Thus, once the agent comes to a full stop during online execution, it

can be biased towards staying stopped, even if the original cause for the stop is no longer

present. In particular, De Haan et al. [30] demonstrated how causal confusion could be

alleviated by evaluating a limited number of online samples in the environment in order to

pick the most effective causal graph for a learned policy. In this work, instead of requir-

ing online samples in the environment, we use offline simulated trajectories with our traffic

forecasting world model in order to determine the most effective of our pre-trained skills

and use that to learn a discrete high-level policy.

5.2.3 Multi-Agent Motion Forecasting

One of the major challenges in forecasting vehicles in autonomous driving is that in many

situations surrounding vehicles will act stochastically with a multimodal distribution. For

example, when merging with another vehicle, some drivers might yield and slow down,

while other drivers will speed up and assert themselves depending on their driving style

and the specific situation. Recent works have continually improved both the diversity and

precision of these models by incorporating multiple learned anchor embeddings [111; 106;

38], and using Transformer [112] neural networks to handle the arbitrary number of agents

in the scene. Depending on the intended use case of these models, some approaches model

the marginal distribution for each agent independently [76], while other approaches model

the joint distribution over all agents [77].

5.2.4 Learning for Planning in Autonomous Driving

In traditional autonomy stacks, multi-agent motion forecasting is used to instantiate occu-

pancy maps for future timesteps, which is used to guide trajectory optimization. Several

different hybrid approaches have explored incorporating forecasting models to generate

initializations for trajectory optimization [47; 49] or to propose candidates for a sampling-

based approach [49; 121]. Most of these approaches do evaluations with open-loop predic-

tions for the ego-vehicle and for the other agents in the scene because these predictions can
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be made quickly with one forward pass of a forecasting model which facilitates online exe-

cution. In this work, because we are using our model to perform offline simulation for train-

ing our high-level skill selection policy, we can simulate rollouts with reactive closed-loop

predictions without concerns for the time and memory constraints of onboard execution.

5.2.5 Learning from Simulation

Many prior works have attempted to mitigate the issues with IL by training in a simulated

environment in order to explore the effects of different counterfactual behaviors for the

ego-vehicle. Several of these approaches only roll out the other agents in the scene with

log-replay [15] even though the ego-agent is rolled out closed-loop and can take different

actions than those in the driving logs. Some approaches attempt to avoid issues with di-

vergence by using some variant of GAIL [46; 4; 9], classmate-forcing [106], or adding an

imitation loss to RL [70] in order to encourage the ego-vehicle to visit similar state-actions

as those demonstrated in the logs. However, this can be quite limiting as it discourages the

agent from gathering information about the effects of performing realistic yet significantly

different behaviors from those executed in the driving logs.

On the other hand, there have been a few approaches that have explored using learned

models to control the other agents in the scene during offline simulation. Generally these ap-

proaches either use behavioral models that were trained to imitate human trajectories from

large offline datasets [33; 104] like in our work, or they specifically train adversarial behav-

ior models [43; 34] that are optimized to cause negative outcomes for the ego-vehicle. Our

work is most similar to Feng et al. [33], which uses pre-trained traffic forecasting models

autoregressively to generate traffic scenarios. However, they then train their reinforcement

learning policy from scratch in the generated scenario, while we instead use our pre-trained

multimodal forecasting model as a skill model to help guide exploration and provide an im-

plicit behavioral constraint that should help avoid potential model exploitation. Approaches

that learn against adversarial agents [43] should theoretically have better worse-case perfor-

mance, but are inclined to learn overly conservative behaviors in interactive environments,

as they will learn to assume that all agents will act adversarially. This could potentially

exacerbate the “frozen robot problem” that already occurs in traditional autonomy stacks.

Symphony [50] is another approach that is similar to ours in that it uses reactive closed-

loop simulation to train a motion planning policy, except that it uses beam-search over the

entire joint trajectory to determine good behavior. The potential issue with this approach

is that optimizing for a single good future joint trajectory in a stochastic environment like
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autonomous driving can lead to an over-optimism bias (as we discussed in Chapter 3) in

situations where the surrounding vehicles could actually have realistically taken different

actions that would have led to much worse outcomes then the one found positive trajectory.

5.3 Background

Autonomous driving is a multi-agent setting where all agents are trying to accomplish their

own hidden goals while avoiding negative joint interactions like dead-locks, near misses,

or collisions. Thus, autonomous driving can be represented as a general sum Markov game

[66; 50] G = {S,A,P, {ri}Ni=1, ρ0}. S is the joint state space; A is the joint action space;

P is the transition dynamics; {ri}Ni=1 are the separate reward functions for each of the

i ≤ N actors; ρ0 is the joint initial state distribution. An important caveat is that each agent

i ∈ N only partially observes the scene with observation oit at each time step t and takes a

conditionally independent action drawn from its policy distribution ait ∼ πi(·|oit). We will

denote the kinematic state of each agent like its relative position, orientation, bounding-box,

and velocity compared to the ego-vehicle at time 0 as sit. By convention, we will assume

that the ego-vehicle will always have index 1 and whose kinematic state is given by s1t ,

while all other agents will have an index 2 ≤ i ≤ N .

In this work, we specifically use a hierarchical policy formulation where we explicitly

break down our policy into a discrete set of K observation-conditioned skills (low-level

policies) and a high-level policy that selects which of the discrete skills to execute in a

given state. Thus, our hierarchical policy has the following form

πi(ait|oit) = πi
θ(a

i
t|oit; zit)︸ ︷︷ ︸

low-level policy

∗ πi
ϕ(z

i
t|oit)︸ ︷︷ ︸

high-level policy

(5.1)

Once we have pre-trained our discrete set of skills, our ultimate objective is to learn

a high-level policy specifically for the ego-vehicle π1
ϕ that best recovers the expert policy

and maximizes expected reward when deployed in the real system. In order to avoid the

potential instabilities that come from training a value function in the loop of a learned

world model, we train our policy to optimize the reward over our finite simulation horizon

of H = 8 steps at 2Hz. Thus, we ultimately train our high-level policy in order to optimize
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the following objective

max
ϕ

E

[
H∑

h=1

r1(st+h, at+h)

]
(5.2)

We believe that this is not a limiting assumption, as autonomous driving systems have

generally been able to achieve strong performance with limited horizon planning. However,

we leave further exploration of learning the value function in the loop as an interesting

direction for future work.

We assume access to a reasonably strong perception system that can take in the onboard

sensor readings like lidar and images to output estimates of all the surrounding vehicles,

bicycles, and pedestrians’ kinematic states Xt, if they are within the visibility range of

50m. Additionally, we assume access to both static and dynamic map information Ct like

relatively dense map points, route points, traffic cones, and the location and state of traffic

lights.

5.4 Extracting Skills from a Multimodal Forecasting Model

In this section, we will discuss how we can leverage the discrete set of predictions produced

by a multimodal traffic forecasting model in order to produce a discrete set of observation-

conditioned skills for hierarchical reinforcement learning in autonomous driving.

5.4.1 Low-Level Policies from Multimodal Trajectory Forecasting

In order to train a forecasting model with parameters θ, we assume we have access to a

large dataset Dβ of logged demonstrations of multi-agent traffic. These demonstrations

include state trajectories τ i = {si0, si1, ..., siT } for each of the agents i ≤ N visible to the

ego-vehicle while navigating a traffic scene. With this dataset Dβ we train our forecasting

model to maximize the likelihood of the observed trajectory data for all the vehicles and

bicycles in the scene.

max
θ

logP i
θ(τ

i
gt|oit) (5.3)

As we have previously discussed, each agent in the environment tends to act stochasti-

cally due to internal unknown factors like their intended goals, driving styles, and alertness.

Therefore, in any particular state we expect the trajectory distribution for all dynamic agents
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to be multimodal. Many prior works in traffic forecasting [32; 12; 76; 111; 38] have ad-

dressed this by predicting a discrete set of potential trajectories for the different agents in

the scene. In this work we use a similar structure to prior works Nayakanti et al. [76]; Girgis

et al. [38], and use a Transformer-based encoder-decoder structure where we first pass the

entire scene into a Transformer [112] encoder to produce an encoding for the entire scene

E i
t = Encθ(X i

t , Ci
t) (5.4)

where (X i
t , Ci

t) comes from the observation oit for agent i. Specifically, X i
t are the relative

states of the dynamic agents in the scene like the vehicles and bicycles, Ci
t are the features

of the map context objects like road and route points, and E i
t is the outputted scene encoding

from the perspective of agent i. Then, we produce multiple distinct trajectory predictions

for each agent by conditioning the decoder on one of a discrete set of K learned anchor

embeddings z.

τ̂ iz = Decθ(E i
t , z) (5.5)

Each of these trajectory predictions τ̂ iz takes the form of a timeseries of future positions

and orientations for that specific agent τ̂ iz = {ŝit+1, ŝ
i
t+2, ..., ŝ

i
t+H}z . By decoding with

each of the K learned anchor embeddings z, we are able to produce K distinct trajec-

tory predictions. Each of these trajectory predictions is represented by a Gaussian with a

predicted mean and variance. Therefore, our models ultimately predict a Gaussian mixture-

model (GMM) distribution. However, instead of directly training these models to maxi-

mize the likelihood of the data under this induced GMM distribution, we follow prior work

[76; 38; 111] and instead adopt a winner-takes-all objective [75] where we split the training

loss into separate classification and regression losses.

max
θ

log
(
P i
θ(τ

i
gt|ot; z∗)

)︸ ︷︷ ︸
regression loss

+ log
(
P i
θ(z

∗|ot)
)︸ ︷︷ ︸

classification loss

(5.6)

Specifically, given the ground truth trajectory τ igt for agent i, we assign the index z∗ to the

index of the predicted trajectory τ̂ iz with lowest l2 error. Then, we train just that prediction

τ̂ iz∗ with regression to match τ igt. Additionally, we train a classifier P i
θ(·|ot) over these K

different predictions to maximize the likelihood of index z∗ with cross entropy-loss.

Now with each of these H step open-loop predictions τ̂ iz produced by our forecasting

model, we can infer an action ait for the agent at the current time step. During simulation,
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we do this by assuming that the vehicles will track the first step of the predicted trajectories

exactly, and during online execution for the ego-vehicle we use a controller to track the tra-

jectory. Thus, we can use this model to represent a discrete set of observation-conditioned

low-level policies with

πi
θ(at|ot; z) = Deciθ(Encθ(X i

t , Ci
t), z) (5.7)

Additionally, we define the high-level policy πi
ϕ(z

i
t|oit) with parameters ϕ as a discrete

observation-conditioned policy that selects over the K latents z. Because the potential out-

puts are discrete, we can simply represent this with a categorical policy. Therefore, we can

treat the previously mentioned classifier P i
θ(·|ot) as such a high-level policy, which we will

denote as πi
θ(·|ot). However, as we have shown in Chapter 4, this high-level policy is not

particularly effective at picking which low-level policy to execute for online control. Thus,

in Section 5.5.1 we will discuss how we can learn a better high-level policy by evaluating

the different observation-conditioned skills with offline simulated rollouts collected in our

traffic forecasting world model.

While our HOLOS approach could be used with any multimodal forecasting model

that follows the above structure and makes a discrete set of predictions for each agent by

conditioning on a discrete set of latent variables, we specifically use our architecture from

Chapter 4 in Section 4.3. To adapt the architecture to nuPlan, the main structural change

we make is that our model takes in a history of the past states for the dynamic agents, rather

than just their current state. To account for this, we add a small 1d CNN that processes

these timeseries in order to generate the initial embedding for each agent.

5.4.2 Connections to VQ-VAE

We note that Equation 5.6 is reminiscent of the structure used in many hierarchical RL

approaches. In particular, it is similar to prior works that have explored using a VQ-VAE

[110] in order to train a discrete set of skills from offline datasets [71; 113]. The difference

is that when learning a discrete set of skills offline with a VQ-VAE, one picks which latent

prediction to update based on whichever of the latents is closest to the output of the cur-

rent posterior model. This is similar to our approach in that it introduces a hard cutoff that

causes only one of the potential discrete set of predictions to be updated. However, with

VQ-VAEs this hard cutoff is done in the latent space, while in our approach this cutoff is

determined by which of the discrete predictions is closest in actual prediction space. We

hypothesize that our method might be a more effective way of learning skills offline for a
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Figure 5.2: This figure depicts the steps involved in using our offline simulation to train
the hierarchical policy π1

ϕ for the ego-vehicle.

hierarchical policy, as it more directly encourages each distinct skill to further specialize in

the actions it is already good at predicting. However, we leave further theoretical analysis

into these comparisons as an interesting direction for future work. Still, later we show ex-

perimentally that our approach to offline skill learning leads to superior online performance

in an interactive autonomous driving setting.

5.5 Learning a High-Level Policy from Offline Simulation

In this section, we discuss how we use pre-trained forecasting models in order to perform

offline reactive simulation and evaluation in order to learn our high-level policy. For an

overview of our HOLOS approach, we include a diagram in Figure 5.2.

5.5.1 Learning Offline to Select Skills

We train the high-level skill selection policy by learning a new discrete categorical policy

π1
ϕ with parameters ϕ to replace the pre-trained classifier from the forecasting model. As

with the pre-trained classifier, this new discrete high-level policy π1
ϕ will select over the

different K modes of behavior from the ego-forecasting model. In order to avoid potential

issues with model exploitation, we just use these offline simulations in order to train our

high-level policy and we do not fine-tune the lower-level policies π1
θ(at|ot; z). Keeping

the low-level skills fixed should act as an implicit policy constraint that keeps the overall

hierarchical policy within the support of the data. During simulation, we assume the ego-

vehicle commits to one of the discrete skills for the entire short simulation horizon H .

In addition to providing further regularization, committing to a specific low-level policy

for the entire simulation horizon has the added benefit that it simplifies the simulated data

collection procedure for training. Still, by having the ego-agent commit to a skill that is
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different from the one demonstrated in the logged dataset, we can explore the results of

different counterfactual actions.

5.5.2 Reactive Simulation

When performing these offline simulations to evaluate counterfactual ego-vehicle behav-

iors, it is important that the surrounding traffic react to the new actions taken by the ego-

vehicle. Thus, in this subsection we will describe how we can use our pre-trained forecast-

ing models in order to perform closed-loop reactive simulation.

First, we initialize the traffic scene based on a specific traffic instance from the logs.

Then, we fix the latent mode z for the high-level ego-action. At each step we query just

the low-level ego-policy with the current observation of the environment and determined

mode z to get its next action a1t ∼ π1
θ(·|o1t ; z). Additionally at each step, we independently

sample both a high-level and corresponding low-level action for each of the other vehicles

in the scene ait ∼ πi
θ(·|oit) according to our pre-trained forecasting model. We use a constant

velocity assumption for forecasting pedestrians, and we assume that traffic lights will not

change from their initial state during simulation. Then, we update the observations for all

the agents in the scene and mask any vehicles that leave the visibility range. We repeat this

until we reach the end of our relatively short simulation horizon of 4s, which should reduce

the potential effects of divergence due to inaccuracies from the learned models.

An important thing to note is that the learned models for both the ego-vehicle and the

surrounding traffic are queried at every timestep in simulation, so the marginal trajectory

distribution for all agents should react to the current conditions. For example, the likelihood

of another vehicle yielding should dramatically increase if it sees another vehicle merging or

asserting in front of it. Prior work [104; 92] has demonstrated that this type of closed-loop

reactivity should improve the quality and realism of the joint traffic predictions. Specifically

for this work, this reactivity should allow the ego-vehicle to explore and better evaluate the

effects of non-trivial counterfactual actions in a replayed scene.

5.5.3 Evaluation

We then evaluate these different joint forecastings of the future using a heuristically de-

signed reward function just for the ego-vehicle and its interactions with the different agents.

Because the other agents in the scene will react stochastically to the ego-vehicle, we cannot

properly evaluate the expected reward for a specific counterfactual ego-behavior with just 1

simulated trajectory in the scene. Therefore, when evaluating a specific high-level action z
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for the high-level policy, we simulate S > 1 different stochastic closed-loop trials. In each

of these S trials, we sample independently from the marginal distribution for each agent in

the scene at each timestep and thus should get S different scene outcomes drawn from the

joint traffic distribution given that the ego-vehicle is executing the specific skill correspond-

ing to the low-level policy π1
θ(·|ot; z). Thus to evaluate the high-level policy’s K different

high-level actions for an initial scene, we run K × S different closed-loop simulations and

coalesce the resulting rewards into a matrix R ∈ RK×S that we can use for policy training.

5.5.4 Policy Training

Now for training the high-level policy we take inspiration from maximum-entropy RL [53;

128] and assume that an expert would take actions proportional to the exponential of their

expected reward.

π∗(z|ot) ∝ expE

[
H∑

h=0

r(st+h, at+h)

]
(5.8)

We can estimate the expected reward for each possible high-level action for the high-level

policy by taking the mean over the S different samples collected in simulation. Thus, we

can represent the expert policy by taking a softmax over the mean rewards for each mode.

π̂∗(z|ot) = softmax

(
1

S

S∑
s=1

Rzs

)
(5.9)

Here z ≤ K corresponds to the ego-mode, and s ≤ S corresponds to a specific simulated

trial.

Following SAC [41], we train our policy to minimize the reverse KL divergence with

π̂∗. Because we are using discrete distributions and have an analytic form for π̂∗, we can

compute this loss exactly.

min
ϕ

DKL(π
1
ϕ(·|ot)||π̂∗(·|ot)) (5.10)

Note that this target policy π̂∗(z|ot), is almost equivalent to a stochastically smoothed ver-

sion of running our sample-based planner from Chapter 4 (P2DBM) on the offline sample

corresponding to st. Thus, the loss in Equation 5.10 is analogous to training our high-level

policy to distill the results of our P2DBM planner ran on the offline samples in the training

set.
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In settings where we assume the initial trajectories from Dβ come from an actual expert

policy π∗ we can include an additional behavioral cloning (BC) loss to fit z∗, which corre-

sponds to the mode closest to the ground-truth trajectory. This loss is equivalent to fitting

the forward KL-divergence with π∗, but approximated with the limited samples from the

logged dataset Dβ . Thus, our final loss for training our high-level policy is

min
ϕ

DKL(π
1
ϕ(·|ot)||π̂∗(·|ot))︸ ︷︷ ︸
reward loss

(5.11)

+αDKL(π
∗(·|ot)||π1

ϕ(·|ot))︸ ︷︷ ︸
BC loss

where α corresponds to the weights for the optional BC loss.

Prior work in Rhinehart et al. [89] illustrates the benefits and effectiveness of using a

symmetric divergence for training, like our loss function in equation 5.12. Training with

each of the two directions of the KL-divergence has different yet complementary biases on

fitting the underlying distribution. The forward direction, often used in behavioral cloning,

encourages ”mode covering” even if this leads to an overly diffuse distribution that places

high probability mass on samples outside of the support of the data. On the other hand, the

reverse direction, often used in RL, encourages ”mode seeking” and greatly penalizes these

out-of-distribution samples. In motion-planning for autonomous driving, training with this

symmetric divergence should correspond to the high-level policy still covering the modes

of reasonable behavior while putting near zero probability on non-safe actions that could

lead to collisions or other serious infractions.

In order to further facilitate training the high-level policy, the high-level policy shares

the pre-trained encoder from the forecasting model and focuses on training just a new

Transformer-based decoder that outputs logits for each of the K different skills. We rep-

resent the categorical policy with a standard softmax distribution and train the model with

the loss from equation 5.12. During online execution, in order to maximize reactivity, we

requery the maximum-likelihood action from the high-level policy at every step and execute

the action from the corresponding low-level policy.

ẑ1t = max
z1t

log(π1
ϕ(z

1
t |o1t )) (5.12)

â1t = max
a1t

π1
θ(a

1
t |o1t ; ẑ1t ) (5.13)
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5.6 Experiments

5.6.1 CARLA Merge Scenarios

We first validate our approach in the same curated set of hand-designed merging scenarios

run in version 0.9.11 of the CARLA [31] simulator, as in Chapter 4. These scenarios re-

quire a high degree of interactivity with multiple other agents in the traffic scene in order

to succeed. The other agents in the scene react stochastically, as they are controlled by

their own adaptive cruise controllers with randomized parameters, roughly corresponding

to different levels of aggressiveness. In many of these scenarios, the ego-vehicle must assert

itself, knowing that the other vehicles will react and slow down for it given enough space.

However, depending on the traffic conditions and the stochasticity of the other agents, the

ego-vehicle needs to be able to reason about when it is truly safe to assert itself, and when

it would be better to yield.

In this setting, the neural networks take in the positions, orientations, bounding boxes,

and velocities of all the visible agents in the scene and do not track their histories. These

scenarios just focus on vehicle interactions, and thus do not include any pedestrians, stop

lights, or stop signs. The map information Ct includes dense points following the lane cen-

ters and dense route points for the ego-vehicle to follow. The pre-trained forecasting models

output K = 8 discrete modes, and we use S = 8 samples to evaluate expectations during

offline simulations. We collect potentially sub-optimal demonstrations with a stochastic

version of the rule-based autopilot from Prakash et al. [83] with the target speed set to the

current speed limit. Because we do not assume the trajectories come from an optimal policy,

we use α = 0 for the loss function in updating the high-level policy in equation 5.12. For

policy training and planning, we use the same reward function as in Chapter 2. We collect

a dataset of 100k samples in order to pre-train our forecasting model and to use as initial

states for our offline simulations. In order to avoid trivial solutions where the vehicle waits

for all traffic to pass before attempting to merge, we include static as a failure case when

the car freezes for several seconds before the merge point. We report results of performing

20 different trials in 10 different merging scenarios run over 3 different model seeds.

We compare to a variety of different baselines in order to validate the effectiveness of

our method for offline skill learning, and our Hierarchical Offline Learning with Offline

reactive Simulation (HOLOS) method for learning our high-level policy:

• Replay Sim uses the same training procedure as our approach, except it simulates the

other vehicles using log-replay.
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Approach Success (%) ↑ Static (%) ↓ Crash (%) ↓ Speed (m/s) ↑ Inf Time (ms) ↓
Ours 96.3 ± 1.9 2.2 ± 1.4 1.5 ± 0.5 19.6 ± 0.0 14.6 ± 0.0
Replay Sim 94.5 ± 1.3 1.0 ± 0.3 4.5 ± 1.6 19.8 ± 0.1 14.6 ± 0.0
NR Sim 89.8 ± 0.6 8.8 ± 0.3 1.3 ± 0.4 18.3 ± 0.1 14.5 ± 0.0
IL 53.3 ± 1.4 43.8 ± 0.3 2.8 ± 1.6 14.9 ± 0.1 13.0 ± 0.0
VQ-VAE 89.2 ± 4.2 7.3 ± 3.8 3.5 ± 1.3 20.4 ± 0.2 15.6 ± 0.0
IQL 88.8 ± 2.2 4.3 ± 0.9 6.8 ± 2.5 18.7 ± 0.2 17.9 ± 0.0
P2DBM 97.7 ± 0.8 1.2 ± 0.4 1.2 ± 0.4 20.0 ± 0.1 196.3 ± 0.3
Data Policy 72.5 11.0 16.5 18.6 16.2

Table 5.1: We report results with averages and standard errors over 3 different seeds of
running the 200 different episodes. ↑ and ↓ indicates that higher or lower numbers are
better respectively. We bold the results with the best mean.

• Non-reactive (NR) Sim uses the same training procedure as our approach, except

it simulates the other vehicles using sampled open-loop trajectories predicted from

the first time step. Thus, the other vehicles will display a variety of counterfactual

behaviors, but will not react to the ego-vehicle’s actions.

• Imitation Learning (IL) executes the maximum likelihood action according to the

pre-trained forecasting model.

• VQ-VAE uses the same high-level policy training procedure as our approach, except

it use a VQ-VAE [110] model for learning the discrete skills for both the ego-vehicle

and surrounding agents.

• Implicit Q Learning (IQL) involves training a Q function using the offline RL algo-

rithm IQL [58]. Then, it executes the proposed action from the pre-trained forecasting

model with the highest Q value.

• P2DBM is our online planning approach from Chapter 4. In this work, we make a

minor modification where we resample the latent modes for each surrounding agent

at every time step, instead of sampling the latent modes for those agents at just the

first time step. Our HOLOS approach is analogous to distilling this version of our

P2DBM planner run on our offline dataset. Therefore, P2DBM represents an upper-

bound on our performance.

• Data Policy is the stochastic rule-based policy used to collect the dataset.

We report our results in Table 5.1 and find that all the approaches that learn the high-

level policy from offline simulations significantly outperform doing just standard IL. How-
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ever, our approach of offline high-level policy learning using stochastic and reactive sim-

ulation does best in reducing the gap with online planning. We see that learning from

non-reactive simulation leads to overly cautious behavior with a higher static rate and lower

average speed because it fails to anticipate when other vehicles will yield for it. On the other

hand, learning from simulation with log-replay for the other agents leads to overly aggres-

sive behavior with a higher crash rate and higher average speed, presumably because the

ego-agent overfit to the specific logged trajectories during training and does not anticipate

the stochastic behavior of the other agents. Additionally, we find that running our high-

level policy training algorithm with the discrete set of skills from our offline skill learning

approach outperforms running our algorithm with skills learned from a VQ-VAE. Finally,

we outperform our representative offline RL baseline of IQL.

While using the forecasting model for online planning does lead to the best perfor-

mance, it would be impractical to use on a real system due to its prohibitive inference time

of 196 milliseconds, shown in the rightmost column of Table 5.1. During tight interactive

scenarios or when traveling at high speed, we would require a much higher control fre-

quency in order properly react to the evolving scene. Therefore, our approach, which just

needs one pass of the hierarchical policy to produce an action and is over 10x faster than

the planner, would be more suitable for online deployment.

5.6.2 nuPlan

In order to validate the scalability of our approach, we also report results on the nuPlan

benchmark [40]. This is a large-scale benchmark that aims to evaluate the closed-loop

performance of machine learning-based motion planners. The dataset consists of 1200

hours of human driving data collected from 4 cities in the US and Asia. Additionally,

nuPlan provides an open-source simulator for simulating various real traffic scenes in a

closed-loop manner. We evaluate results in the reactive closed-loop setting, where the other

agents use a rule-based policy to dynamically react to the ego-vehicle and other agents.

We follow Cheng et al. [17] and report results on two different splits of the public test set:

Test14-random and Test14-hard.

For our nuPlan results, the neural networks take in the positions, orientations, and

bounding boxes of all the visible agents in the scene and do track the last 2s of history

at 2Hz. We only train the forecasting model to make predictions for vehicles and bicyclists,

but we also include pedestrians and traffic cones as dynamic agents in the scene. For map

context Ct, we include dense map points along the road centers and route points. All the
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Approach Test14
Type Method random ↑ hard ↑
Expert Log-replay 75.86 68.80
Rule-based IDM† 72.42 62.26

PDM-Closed† 91.64 75.18
Hybrid GameFormer† 79.31 68.83

PDM-Hybrid† 91.56 75.79
P2DBM (Ours)* 84.05 67.97

Learning RasterModel† 67.54 52.16
UrbanDriver† 61.02 49.07
PDM-Open† 57.23 35.83
PlanTF† 80.59 61.70
IL (Ours)* 71.65 53.51
Replay Sim (Ours)* 75.22 60.83
HOLOS (Ours) 81.58 63.54

Table 5.2: We report nuPlan driving scores on the Test14-random and Test14-hard splits,
run with reactive closed-loop simulation (R-CLS). Higher is better, with a max theoretical
score of 100. For each of the Test14-random and Test14-hard splits, we bold the best
results. The approaches denoted with * are our own implemented baselines that leverage the
same pre-trained forecasting model as our approach, but in different ways. For approaches
denoted with †, we use the reported results from the PlanTF paper.

map points include relative positions and orientations to the next map point, and the road

center points include additional information about whether they are affected by a traffic

light. The pre-trained forecasting models outputs K = 16 discrete modes, and we use

S = 8 samples to evaluate expectations during offline simulation. Because we assume the

trajectories come from expert demonstrations, we use α = 1 for the loss function in updat-

ing the high-level policy in equation 5.12. For both pre-training the forecasting model, and

training the high-level policy we use 1% of the training data, which corresponds to roughly

260K samples.

In Table 5.6.2, we compare to a variety of different rule-based [109; 29], hybrid learning

with planning [49; 29], and strictly learning-based approaches [40; 94; 29; 17] and include

the results reported in [17]. The most relevant approach for our comparisons is PlanTF,

which is a well-tuned and ablated IL-based approach that uses a Transformer [112] back-

bone. To the best of our knowledge, PlanTF is the state of the art on solely learning-based

motion planning for closed-loop simulation in nuPlan.

Similar to our CARLA results, we find that there is still a gap between our learning-

68



based approach’s performance and the performance of approaches that incorporate online

planning. However, we find that our approach is the closest to bridging that gap and out-

performs all the other learning-based approaches on the reactive closed-loop evaluations.

We again outperform Replay Sim, which uses the same training procedure as our approach,

except it simulates the other vehicles using log-replay. We even outperform PlanTF, which

uses a similar Transformer-based backbone to ours, but was specifically designed and ab-

lated to get the best IL-based results.

5.7 Conclusion

In this chapter, we presented our Hierarchical Offline Learning with Offline reactive Simu-

lation (HOLOS) approach. We illustrated how we could extract a discrete set of low-level

skill policies from multimodal traffic forecasting models that were pre-trained on offline

datasets. Additionally, we demonstrated how we could train a high-level policy that learns

to selects over this discrete set of skills with offline reactive simulation. In particular, we

used our pre-trained multimodal forecasting model as a world model to predict different

potential stochastic responses from the other dynamic agents in the scene in closed-loop.

Then, we distilled the results of running these many stochastic and reactive simulations for

all of the discrete skills into our high-level policy. Ultimately, we demonstrated how our ap-

proach was the closest to reducing the gap between a purely learning-based motion planning

policy and hybrid approaches that include online planning. Additionally, we demonstrate

how our approach can outperform a state-of-the-art IL approach in the extensive nuPlan

benchmark.
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CHAPTER 6

Conclusion

In this thesis, we explored how we can learn deep models offline from previously collected

datasets of driving trajectories in order to facilitate online motion planning in autonomous

driving. In particular, we explored different ways in which we could train and use these

models in order to better handle stochastic interactions with unknown agents. We first

demonstrated how we can use offline model-based RL to collect additional counterfactual

rollouts in order to improve an offline-learned policy in a deterministic robotic locomotion

setting. Next, we transitioned to a stochastic autonomous driving setting and showed how

we can avoid optimism bias by appropriately disentangling the effects of the policy and

the world model on the resulting reward during online planning. We found, however, that

our simple feature-based observation space was not sufficient to handle more complicated

interactions in autonomous driving. Thus, we moved on to using a multi-agent formulation

of the environment with a Transformer-based multimodal traffic forecasting model acting

as the world model. With this multi-agent formulation, we demonstrated how we could ef-

ficiently do mutually reactive and stochastic online planning by explicitly planning over the

different discrete behavior predictions from the multimodal forecasting model. Finally, we

presented an offline hierarchical learning algorithm that learned which high-level behavior

to execute by training with stochastic closed-loop rollouts collected in our traffic forecasting

world model.

We believe the work in this thesis and other ongoing recent works in the field contribute

to improving the capability for learning-based motion planners to engage in proactive yet

safe behaviors in stochastic interactive scenarios. However, there are still several areas that

need further exploration. Below, we discuss some challenges we faced during our work, as

well as potential future directions for research.
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6.1 Learning for Motion Planning

While we found that our offline hierarchical approach was able to outperform other purely

machine learning-based motion planning policies, our approach still underperformed by a

large margin when compared to a more traditional heuristic-based planning approach. In

fact, the PDM [29] planner approaches actually won the nuPlan competition and beat out

a variety of hybrid approaches that use learning to guide online planning. Both our results

and these results indicate that more future work needs to be done in order to improve the

capabilities of machine learning-based motion planners for autonomous driving.

Specifically, we found that many of the failure cases for our P2DBM approach in nuPlan

came from situations in which the underlying forecasting model failed to predict a drastic

action needed to resolve the current situation. For example, the model would fail to predict

an aggressive lane change or sudden brake in order to avoid a collision with a vehicle that

unexpectedly cut in front of the ego-vehicle. We suspect that this issue stems from some

version of the “copy-cat problem” [117] or causal confusion [30], which is exacerbated

by the fact that these drastic actions are not well represented in the data. Therefore, it is

difficult for these models, trained to maximize the likelihood of the data, to reliably output

these more drastic actions, even though these actions are extremely necessary to handle the

long-tail of potentially dangerous scenarios.

One potential direction to alleviate these issues would be to try to rebalance the dataset

in order to increase the prevalence of these less common drastic actions during training.

This should greatly increase the likelihood that the learned models produce these important

actions during critical states. Another interesting potential direction would be to use a more

expressive distribution for the ego-vehicle in combination with a more intelligent sampling

procedure, like non-maximum suppression [111]. This would allow us to explicitly sample

more diverse predictions from the learned model and improve the coverage of the proposed

candidates. Seff et al. [98] is one recent work that has explored these ideas in the context of

autoregressive traffic forecasting, but they do not explore how this could be used to facilitate

online motion planning. We leave how to do this efficiently and effectively in a mutually

reactive planning approach as a potential avenue for future exploration.

6.2 Evaluating with Simulation

One of the limitations of being an independent academic researcher is that we had no feasi-

ble means of evaluating our approaches in real-world driving situations. While we were able
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to gain valuable insights by testing in closed-loop simulated environments like CARLA [31]

and nuPlan [40], there are definitely large gaps between these simulated environments and

the real world. In particular, the controllers used for the other vehicles in the environment

often behaved unnaturally in these more interesting interactive scenarios that we focused on

in this thesis. For example, the traffic-managed vehicles in CARLA would not react to the

ego-vehicle until the ego-vehicle entered the same lane. Afterwards, however, the traffic-

managed vehicle would often overreact and abruptly brake even when there was plenty of

headway for the ego-vehicle. Initially, we hoped that these unnatural behaviors would be

ameliorated in the nuPlan benchmark because it is based on real-world traffic trajectories.

While the traffic scenarios in nuPlan were significantly more varied and realistic, the IDM

controllers used to control the other vehicles in the closed-loop reactive simulations still

exhibited similar issues to those in CARLA. Unfortunately, generating realistic and respon-

sive traffic for evaluating an autonomous system seems to be a “chicken and egg” problem,

since developing realistic and responsive behaviors for the other vehicles is equally as dif-

ficult as producing good behaviors for the ego-vehicle. Therefore, I am excited to see how

advances in work like Montali et al. [73], Igl et al. [50], Bhattacharyya et al. [7], and Xu

et al. [123] that look at learning models for performing more accurate closed-loop traffic

simulation can be used to better evaluate autonomous systems and for training RL agents in

the loop.

6.3 Computational Efficiency

I think that joint prediction and planning will be critical in enabling autonomous driving

systems to smoothly and naturally interact with human drivers on the road. While there are

inherent computational difficulties in searching over the entire space of joint interactions

between all of the different agents, I am optimistic that machine learning can be used to

help guide and prune the search process. In this thesis, we took some initial steps in ex-

ploring how learning multimodal forecasting models from logged trajectories can be used

to efficiently reduce the search space. However, we believe that there is a lot of work to

be done in order to further improve the efficiency and efficacy of using these models in

planning.

Specifically, we want to reduce the runtime of these systems as much as possible in

order to maximize their responsiveness. While autoregressive Transformer models can

achieve impressive results in multi-agent motion forecasting [104; 98], the compute needed

to use these large models scales poorly with respect to the number of agents and time
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steps. We believe an important direction for future work will be to explore different ways

in which we can get the benefits of these types of models, while improving their computa-

tional efficiency. Some promising approaches include using more efficient architectures like

Varadarajan et al. [111], Nayakanti et al. [76], or some of the various efficient Transformer

architectures that try to circumvent the quadratic scaling of attention [107]. Additionally,

autoregressive architectures that avoid running the entire neural network model for each

future prediction could be a promising direction for reducing the computational scaling in

time [98].

Another direction would be to use approaches that attempt to directly perform joint

predictions with one pass of the neural network model [77; 104]. While using these models

would reduce the computational complexity, such approaches will have to be careful to

avoid the optimism bias that we discussed in this thesis. For example, joint predictions for

the ego-vehicle and surrounding traffic will be biased to predict that the surrounding traffic

will engage in behaviors that are harmonious with the chosen ego-vehicle behavior because

most traffic datasets only contain positive scene outcomes. But if these potential biases can

be addressed, directly planning over joint predictions could be an efficient means of using

learning to guide motion planning.

6.4 On-Policy Samples

The success of ChatGPT [1], Alpha-Zero [101], and many works in fine-tuning offline-

learned models with online RL [70; 58; 30] illustrate the importance of collecting on-policy

samples in order to continually improve models and reduce failures. While we believe that

it would be dangerous and impractical to learn a RL driving policy from scratch in the

real-world, we do think that it will be important to leverage on-policy samples in order to

continually improve driving performance on the long-tail of scenarios. In this thesis, we did

some initial work in using on-policy samples collected offline in a simulated world model in

order to improve a hierarchical policy. However, there is inevitably no replacement for real-

world driving data. Therefore, we believe that fully utilizing and learning from trajectories

with interventions and other on-policy failures from actual autonomous systems run in the

real-world will be invaluable to improving their performance.
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6.5 Final Remarks

In this thesis, we presented our work on how we can use deep learning models to facilitate

safe yet proactive interactions with other stochastic vehicles. While we believe there are

still many challenges and open questions, I am optimistic that with the ingenuity of the

wider research community, we can resolve many of these issues I raised, and I am excited

for the future of deep learning-based motion planners for autonomous driving.
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