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Abstract
In many practical applications of reinforcement learning (RL), it is expensive to

observe state transitions from the environment. In the problem of plasma control for
nuclear fusion, the motivating example of this thesis, determining the next state for a
given state-action pair requires querying an expensive transition function which can lead
to many hours of computer simulation or dollars of scientific research. Such expensive
data collection prohibits application of standard RL algorithms which usually require a
large number of observations to learn. In this thesis, I address the problem of efficiently
learning a policy from a relatively modest number of observations, motivated by the
application of automated decision making and control to nuclear fusion. The first section
presents four approaches developed to evaluate the prospective value of data in learning
a good policy and discusses their performance, guarantees, and application. These
approaches address the problem through the lenses of information theory, decision
theory, the optimistic value gap, and learning from comparative feedback. We apply this
last method to reinforcement learning from human feedback for the alignment of large
language models. The second presents work which uses physical prior knowledge about
the dynamics to more quickly learn an accurate model. Finally, I give an introduction
to the problem setting of nuclear fusion, present recent work optimizing the design of
plasma current rampdowns at the DIII-Dtokamak, and discuss future applications of AI
in fusion.
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1 | Introduction

Since AlexNet [Krizhevsky et al., 2012] won the ImageNet competition [Russakovsky et al., 2014]
in 2012, machine learning has been in a state of near-constant acceleration. The numbers of papers,
dollars, startups, students, FLOPs, parameters, and datapoints have all been growing in a rapid and
accelerating manner. At the start of this wave, progress was driven by a belief “that general methods
that leverage computation are ultimately the most effective” [Sutton, 2019] and is now driven by a
sharper understanding that there are strong empirical relationships between scale and performance in
model training [Kaplan et al., 2020, Hoffmann et al., 2022]. We have seen the fruits of these efforts
in computer vision [He et al., 2016], natural language processing [Brown et al., 2020a, OpenAI,
2023], and image generation [Esser et al., 2021, Ramesh et al., 2022], where progress could scarcely
have been imaginable even a decade ago. Though the community of researchers and practitioners
is rightly energized by the benefits of scale, we inevitably desire to apply machine learning in
situations where collecting large amounts of data is infeasible. These situations arise in a variety of
contexts: data can be expensive to produce, arrive one-at-a-time, or be privacy-sensitive, requiring
constraints on data collection and storage. In these cases, one ought to be more thoughtful about the
methods used to collect data, train models, and make decisions downstream of those models.

This is further complicated in problems that involve decision making or control. Here, data
would ideally be collected online by a policy determined by the learning agent so that any errors
in the agent’s understanding of the problem could be corrected by experience. In reinforcement
learning (RL), we have seen greatest success in applications where samples are cheap, such as games
like Go or Atari [Silver et al., 2017, Mnih et al., 2015] or the Mujoco suite of tasks [Todorov et al.,
2012]. For these as well as real-world applications of RL such as ad targeting [Zhao et al., 2018]
where large numbers of samples are available, bandit (the single-step special case) and RL algorithms
are able to effectively improve decision making at scale. There have been few applications of RL
in domains where samples are expensive. Recently, reinforcement learning from human feedback
(RLHF) [Christiano et al., 2017] has been applied at substantial labeling expense to align large
language models (LLMs) to human preferences.

Reinforcement learning deals with fully- or partially-observable Markov decision processes
(MDPs), which are sequential decision making problems where the aim is to find a policy which
maximizes long-term rewards attained on a system with stationary dynamics. There are a wide
variety of real-world problems where strong learned control policies could be more effective than
existing algorithms or human processes. In robotics, RL has been demonstrated in the real world
at tremendous expense. The authors of Levine et al. [2018] were able to successfully learn a
visual grasping policy in the real world using over 800,000 grasp attempts using ∼10 robots at a
time over the course of two months of training. This cost is improving over time as pretraining
using foundation models [Bommasani et al., 2021] allows policies to start from a base of general
knowledge prior to the decision making problem at hand. Notwithstanding this, for many potential
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applications of robotics, the high cost of data collection precludes the use of RL. Another application
of note for reinforcement learning is in autonomous vehicles, where RL could in principle be used
to train a driving policy. Here as with other applications, the cost and danger of allowing many
samples to be collected by an untrained policy precludes the use of RL to solve the core task.

There are also broader potential applications of RL in the control of complex systems beyond
those that are commonly seen as robotics. Potential military applications of reinforcement learning
include automated sensor control, resource allocation, and real-time mission planning [Yang et al.,
2019, Barde et al., 2019]. This will be increasingly important as war continues to incorporate more
technology and produce more data in real time [Brose, 2020]. The model-predictive control of a
wide variety of industrial systems has been commonplace for decades [Camacho and Alba, 2013],
and the use of learning has seen promising initial applications in cooling data centers [Lazic et al.,
2018]. Future developments in these areas could help by improving efficiency, incorporating a wider
range of objectives, or reducing safety risk.

RL is also beginning to be used in areas where feedback comes from humans in varying guises of
cost or personal relationship. The financial markets are an obvious example of this type of feedback.
Problems like automated market making, efficient arbitrage, or even the electricity futures markets
can be formulated as fully or partially observable MDPs where other participants transact or simply
use electricity[Henry and Ernst, 2021]. Perhaps the highest-profile application of this type is the use
of reinforcement learning to fine-tune large language models in order to accomplish a downstream
task [Ouyang et al., 2022, Christiano et al., 2017] like summarization or question answering. RL
can even be used to optimize educational strategies for optimal (human) learning [Bassen et al.,
2020]. As with many of the tasks involving physical systems, applications involving feedback from
humans also suffer from the large online sample collection requirements of reinforcement learning.

The work presented in this thesis has been broadly motivated by the specific goal of applying
learning-based decision making to plasma control for nuclear fusion. Fusion power has for decades
been a grand challenge of science and engineering [Barbarino, 2020]. Though humanity has been
attempting to build fusion reactors since the 1950s, we have yet to build one that produces more
energy than it consumes for longer than a few nanoseconds [Clery, 2022]. Using a similar mechanism
to the one that powers the sun, a working nuclear fusion reactor would be a highly desirable power
source with an essentially unlimited fuel supply in the ocean and our lithium reserves. In fact,
“the top two inches of Lake Erie contain 1.6 times more energy [for fusion] than all the world’s
oil supplies” [Broad, 1991]. Put in concrete terms, fossil fuel-based energy generation relies on
combustion while fusion exploits the ∼ 107 times more energy available per gram of fuel when
fused.

In order to achieve power production through fusion, deuterium and tritium need to be heated
to temperatures exceeding 100 million degrees Celsius, which is 10 times hotter than the core of
the sun. As no known materials can insulate effectively against these temperatures, the plasma is
suspended in a donut-shaped magnetic field produced by a device called a tokamak. This is an
exciting time in the study of fusion power: the International Thermonuclear Experimental Reactor
(ITER) has been under construction in France since the early 2000s and is nearing completion [Rebut,
1995] and several startups have raised billions in venture capital to test alternate approaches to the
problem. Besides its obvious implications for the future of human energy production, controlled
fusion also serves as a fascinating application area due to several constraints imposed by the unique
characteristics of the problem. These constraints appear in varying combinations in many of the
potential applications of RL described above.

Naively, one would expect the equations for fluid dynamics (Navier-Stokes) and the equations
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for electromagnetism (Maxwell’s laws) to both apply to plasmas and in fact they do—the mag-
netohydrodynamic equations which govern plasma behavior are derived starting from these two
sources. Numerical solutions to plasma dynamics can be extremely slow, up to hundreds of seconds
of supercomputer time per ms of plasma time and approximations which make the computations
tractable on even long timescales may affect the results of simulation [Fahey and Candy, 2004]. So,
we must assume access only to an imperfect and computationally expensive simulator. Similarly
because of the computationally expensive underlying dynamics, any physical model of composite
quantities like total plasma current or stored energy will necessarily be a gross approximation to the
true solution. There is a substantial amount of logged fusion data from scientific experiments over
the past several years. However, most RL methods and similar require data to be collected during
the learning process, as the agent must be able to receive feedback for its mistakes and successes
in order to effectively learn. Throughout my PhD, I have been working with data taken from the
DIII-D device in San Diego, CA and conducted several experiments on the machine. DIII-D is one
of the world’s most advanced tokamaks and is the leading experimental fusion research facility in
the United States.

There are several high-level strategies that might be used to improve the data efficiency of
automated decision making systems. These include:

• Improved data collection strategies

• Transfer learning from simulators or meta-learning from similar problems

• Offline RL from existing data

• Incorporation of prior knowledge about the world

• Learning from expert demonstrations
In this thesis, we focus on improving data collection strategies in part I and on incorporating prior
knowledge in part II. However, some of our strategies apply to meta-reinforcement learning and to
the alignment of large language models, which touch some of the the other strategies mentioned
here. In part I, I will present several approaches which attempt to ameliorate the problem via a
prospective evaluation of the value of acquiring a particular observation and then choosing to acquire
those with maximal value, including an application of one particular method to the problem of
aligning language models to human preferences. Then, in part II I will present work in which we
leverage prior knowledge about a system in order to reduce the number of datapoints required to
identify and control it. Finally, in part III, I’ll discuss the application that motivated much of the
work in this thesis: plasma control for nuclear fusion. Then, I’ll discuss a successful series of
experiments applying Bayesian Optimization (BO) techniques to the problem of ramping down the
plasma current at the end of a shot. Finally, I’ll discuss the opportunities and challenges I see in
further applications of machine learning to the problems in fusion.

1.1 Preliminaries

In this thesis we deal with discrete- and continuous-time dynamical systems, Markov decision
processes, and contextual bandits and for consistency use common notation throughout. We define
a dynamical system as a subcomponent of a MDP, consisting of a state space S, an action space
A, a stochastic dynamics function T : S × A → ∆(S) that gives a distribution over the next
state ∆(S) = P (S) or the time derivative of the state ∆(S) = ds

dt for some s ∈ S. A Markov
decision process augments a dynamical system with a start state distribution p0, a reward function
r : S ×A → R, and either a time discounting factor γ or a horizon H . Assuming discrete time (as
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we do in all but part II) and a list of policies π consisting of πt : S → P (A), the dynamics evolve
by first sampling s0 ∼ p0 then alternatively sampling at ∼ πt(st) and st+1 ∼ T (st, at).

The goal of an MDP is to choose actions via some decision making policy that maximize the
(possibly discounted) integral or sum of expected rewards over time. In the finite-horizon discrete
time setting as addressed in Chapter 2, the objective is

JT (π) = Eat∼πt(st),st+1∼T (st,at)

[
H−1∑
i=0

r(st, at, st+1)

]
. (1.1)

In the infinite-horizon discounted setting, the analogous objective is

J(π) = Eat∼πt(st),st+1∼T (st,at)

[ ∞∑
i=0

γir(st, at, st+1)

]
. (1.2)

Single-step decision making is a special case of the MDP where H = 1. Traditionally the general
single-step decision making problem is called a contextual multi-armed bandit, and when we make
a special assumption of a Gaussian process prior on the reward we call the problem contextual
Bayesian optimization. Out of tradition we call the context space X though it serves the same role
as the state space S . In either case, the objective is to find a policy π : X → A that maximizes

J(π) = Ex∼P (X ) [r(x, π(x))] (1.3)

for some distribution over contexts P (X ). The non-contextual variants are equivalent to a singleton
set X . This single-step setting also applies to the design of feedforward control trajectories if
we set A to be a sequence of controls and optimize over the entire feedforward sequence as was
demonstrated in Tesch et al. [2013]; we use this setup in chapter 2 and chapter 9. We also often
make RKHS assumptions on the reward, dynamics, or value functions. For a description of RKHS
basics, see Rasmussen and Williams [2008].

Access Models In this work we primarily address two scenarios in which the agent interacts with
the environment in order to collect data that can be used to infer a good policy. The more common
one, which we call online is where the agent is initialized at a state s0 ∼ p0 and for H steps executes
an action at and is presented with the next state st+1 ∼ T (st, at) and reward r(st, at, st+1) in order
to update its estimates. The other setting we cover is the active setting (which has variously been
called RL with a generative model or transition query RL), in which an agent chooses st and at and
recieves s′t ∼ T (st, at) and rt = r(st, at, s

′
t). Here, the difference is that the states can be disjoint

and the agent gets a choice of state.

1.1.1 Model-Predictive Control

Model-Predictive control (MPC) is a core technique used in the automatic control of dynamical
systems and in model-based reinforcement learning [Chua et al., 2018, Wang and Ba, 2020]. Using
an estimated dynamics model T̂ : S × A → S and an optimization algorithm, an MPC strategy
with a planning horizon h ∈ N choosing an action at a state s0 solves the planning problem

max
a0,...,ah∈A

Est+1∼T (st,at)

[
h∑

i=0

r(st, at, st+1)

]
. (1.4)
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Planning is typically redone periodically, often every timestep, as actions are executed in the
real environment. The cross-entropy method (CEM) is often used to solve this optimization problem.
In these works, we often use an improved variant of CEM described in Pinneri et al. [2020]. We
will refer to πT as the stochastic policy obtained by running MPC over a dynamics function T .
In section 2.4.2, we give a Bayesian formulation of MPC which accounts for uncertainty in the
dynamics.

1.1.2 Value Functions and Model-Free RL

For a policy πt, t ∈ [H], s ∈ S, and a ∈ A, the value function V π
h : S → R and the Q-function

Qπ
h : S ×A → R are given by:

V π
h (s) = Eat∼πt(st),st+1∼T (st,at)

[ H∑
t=h

r(st, at) | sh = s
]

(1.5)

Qπ
h(s, a) = Eat∼πt(st),st+1∼T (st,at)

[ H∑
t=h

r(st, at) | sh = s, ah = a
]

(1.6)

Here, the hth value function denotes the return a policy might accumulate from the hth action onward.
We use π∗ to denote the optimal policy, and we abbreviate V π∗

h , Qπ∗
h as V ∗

h , Q
∗
h, respectively. We

also have V ∗
h (s) = supπ V

π
h (s) for all s ∈ S and h ∈ [H]. In cases where the state and action

spaces are finite, this is efficiently solvable using dynamic programming.

Bellman Operator The Bellman optimality equation [Bellman, 1966] plays a fundamental role in
defining the optimal policy in MDPs. In terms of the value function V ∗(s), the Bellman equation
for a discounted infinite-horizon MDP is

V ∗(s) = max
a∈A

Es′∼T (s,a)[r(s, a, s
′) + γV ∗(s′)], (1.7)

where γ is the discount factor, and the expectation is over s′.
The Bellman operator T , corresponding to this equation, operates on a value function V and is

defined as
(T V )(s) = max

a∈A
Es′∼T (s,a)[r(s, a, s

′) + γV (s′)]. (1.8)

Fixed points of this operator correspond to the optimal value function, i.e., V ∗ = T V ∗.

Policy Iteration Policy iteration [Sutton and Barto, 1998] is a classic algorithm for finding the
optimal policy in infinite horizon discrete-time MDPs. The algorithm alternates between policy
evaluation and policy improvement steps.

Given a policy π, policy evaluation computes the value function V π(s) for all states s ∈ S . The
value function satisfies the Bellman expectation equation:

V π(s) = Ea∼π,s′∼T (s,a)

[
r(s, a, s′) + γV π(s′)

]
, (1.9)

and can be computed iteratively until convergence.
Once the value function for a policy π has been computed, the policy can be improved by acting

greedily with respect to V π. Specifically, a new policy π′ is generated as follows:

π′(s) = argmaxa∈A Es′∼T (s,a)

[
r(s, a, s′) + γV π(s′)

]
. (1.10)

By alternating the policy evaluation and policy improvement steps we are guaranteed to find a
fixed point, which corresponds to V ∗.
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1.1.3 Actor-Critic Methods

Actor-Critic algorithms consist of two main components: an actor that selects actions and a critic
that estimates the value function of those actions. The actor and critic are typically parameterized
by θ and ϕ, respectively. These methods often use neural networks as the parameterized function
approximators and therefore scale best out of the methods describe here.

Soft Actor-Critic (SAC) SAC [Haarnoja et al., 2018] aims to maximize the expected return while
also encouraging sufficient exploration, through the use of a maximum entropy framework. The
policy is usually stochastic, parameterized by θ, and aims to solve

max
θ

Eat∼πθ(st),st+1∼T (st,at)

[ ∞∑
i=0

γi(r(si, ai, si+1) + αH(π(·|si)))
]
, (1.11)

where α is a temperature parameter and H is the entropy.

Proximal Policy Optimization (PPO) PPO [Schulman et al., 2017] is another policy optimization
algorithm that aims to make the largest update possible to the policy in the direction of local
improvement without diverging too much from the policy that collected the data used to determine
that direction. The core idea is to apply an estimator of the policy gradient subject to a KL constraint
that ensures the new policy is not too different from the old policy:

max
θ

Eat∼πθ(st),st+1∼T (st,at)

[
πθ(a|s)
πref(a|s)

(Qπ
ref(s, a)− V π

ref(s, a))

]
, (1.12)

subject to ∣∣Eat∼πθ(st),st+1∼T (st,at) [πθ(a|s)/πref(a|s)− 1]
∣∣ ≤ ϵ, (1.13)

where πref is the old policy and ϵ is a hyperparameter.
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Part I

Sample Efficient Decision Making
through Better Choice of Data
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As discussed in the introduction, RL has suffered for years from a curse of poor sample complexity.
State-of-the-art model-free RL algorithms routinely take tens of thousands of sampled transitions
to solve very simple tasks and millions to solve moderately complex ones [Haarnoja et al., 2018,
Lillicrap et al., 2015]. The current best model-based reinforcement learning (MBRL) algorithms are
better, requiring thousands of samples for simple problems and hundreds of thousands of samples
for harder ones [Chua et al., 2018]. In settings like plasma control where each sample is expensive,
even this smaller cost can be prohibitive for the practical application of RL.

In general if the sample budget is limited and the learning mechanisms are fixed, one obvious
method by which to improve downstream policy performance is to be sure to collect the most useful
data in order to learn a good policy, or in other words, better exploration. There are a handful of
general strategies that are used in Bayesian optimization [Frazier, 2018, Shahriari et al., 2015] for
these purposes and have been well studied in that context. These include:

• Thompson sampling [Russo et al., 2018], where actions are played which optimize a posterior
sample of the model.

• information-based methods such as those proposed in Hennig and Schuler [2012] and
Hernández-Lobato et al. [2014], where actions are played which maximally gather information
about the optimum.

• upper-confidence bound based methods [Srinivas et al., 2009], where actions are selected
optimistically in order to rule out uncertain but promising areas.

• knowledge gradient [Frazier et al., 2008], which takes actions which are expected to lead to a
better eventual policy.

More generally, Bayesian optimal experimental design (BOED) aims to choose data to collect which
are maximally informative about the value of some derived quantity [Chaloner and Verdinelli, 1995].
We aim to leverage these ideas for data-efficiency in reinforcement learning.

One theme of this thesis is that by generalizing some of these ideas from the single-step
BO setting to the MDP setting, we can make better use of samples in reinforcement learning
problems. Along the way, we also contribute to the literature on contextual Bayesian optimization.
In this chapter, we present work that extends the information-based, confidence-bound-based, and
knowledge-gradient-based methods to the reinforcement learning setting. Each of these is suitable
to different types of problems and performs well under different assumptions. In chapter 2, we
present work from Mehta et al. [2022c] and Mehta et al. [2022a], where we develop an acquisition
function for model-based reinforcement learning that encourages information gain about the optimal
trajectory. Next, in chapter 3, we explore the relationship between the decision-theoretic H-
entropy and the Bayes-adaptive MDP. By maximizing this generalized information, we develop an
exploration strategy that we extend to the metalearning of policies for continuous control problems.
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Finally, in Chapters 4 and 5, we present work from Li et al. [2023] and currently under submission,
where we develop a method that guarantees efficient near-optimal policy identification. Finally, we
extend that method to the case of comparative feedback, and apply the resulting method to 3 datasets
of human preferences in order to train and evaluate their alignment to the associated goals.

1.2 Prior Work on Sample-Efficient RL

Exploration in Reinforcement Learning The most common strategy for exploration in RL is to
execute a greedy policy with some form of added stochasticity. The simplest approach, ϵ-greedy
exploration as used in Mnih et al. [2013], takes the current action thought to be best with probability
1− ϵ and a random action with probability ϵ. Other methods use added Ornstein-Uhlenbeck action
noise [Lillicrap et al., 2015] to the greedy policy, or entropy bonuses [Haarnoja et al., 2018] to the
policy or value function objectives to add noise to a policy which is otherwise optimizing the RL
objective.

Tabular RL is often solved by choosing actions based on upper confidence bounds on the value
function [Chen et al., 2017b, Lee et al., 2021], but explicitly computing and optimizing these
bounds in the continuous setting is substantially more challenging. Recent work [Curi et al., 2020]
approximates this method by computing one-step confidence bounds on the dynamics and training
a ‘hallucinated’ policy which chooses perturbations within these bound to maximize expected
policy performance. Another recent work [Ash et al., 2022] uses anti-concentration inequalities to
approximate upper confidence bounds in MDPs with discrete actions.

Thompson sampling (TS) [Russo et al., 2018], which samples a realization of the MDP from the
posterior and acts optimally as if the realization was the true model, can be applied for exploration
in a model-free manner as in [Osband et al., 2016a] or in a model-based manner as in Strens [2000].
As the posterior over MDP dynamics or value functions can be high-dimensional and difficult to
represent, the performance of TS can be hindered by approximation errors using both Gaussian
processes and ensembles of neural networks. Curi et al. [2020] recently investigated this and found
that this was potentially due to an insufficiently expressive posterior over entire transition functions,
implying that it may be quite difficult to solve tasks using sampled models. Similarly, the posterior
over action-value functions in Osband et al. [2016a] is only roughly approximated by training a
bootstrapped ensemble of neural networks.

There is also a rich literature of Bayesian methods for exploration, which are typically computa-
tionally expensive and hard to use, though they have attractive theoretical properties. These methods
build upon the fundamental idea of the Bayes-adaptive MDP [Ross et al., 2007], which we detail in
section 3.3. Kolter and Ng [2009], Guez et al. [2012] show that even approximating these techniques
in the sequential setting can result in substantial theoretical reductions in sample complexity com-
pared to frequentist PAC-MDP bounds as in Kakade [2003]. Other methods stemming from Dearden
et al. [1998, 1999] address this by using the myopic value of perfect information as a heuristic for
similar Bayesian exploration. However, these methods don’t scale to continuous problems and don’t
provide a way to choose states to query. These methods were further extended with the development
of knowledge gradient policies [Ryzhov et al., 2019, Ryzhov and Powell, 2011], which approximate
the value function of the Bayes-adaptive MDP, and information-directed sampling (IDS) [Russo
and Van Roy, 2014], which takes actions based on minimizing the ratio between squared regret and
information gain over dynamics. This was extended to continuous-state finite-action settings in
Nikolov et al. [2019]. However, this work doesn’t yet solve fully continuous problems and computes
the information gain with respect to the dynamics rather than some notion of the optimal policy. In a
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similar spirit, Arumugam and Van Roy [2021] provide a further generalization of IDS which can also
be applied to RL. One recent work very close to ours is Lindner et al. [2021], which actively queries
an expensive reward function (instead of dynamics as in this work) to learn a Bayesian model of
reward. Another very relevant recent paper [Ball et al., 2020] gives an acquisition strategy in policy
space that iteratively trains a data-collection policy in the model that trades off exploration against
exploitation using methods from active learning. Achterhold and Stueckler [2021] use techniques
from BOED to efficiently calibrate a Neural Process representation of a distribution of dynamics to
a particular instance, but this calibration doesn’t include information about the task. A tutorial on
Bayesian RL methods can be found in Ghavamzadeh et al. [2016] for further reference.

Separate from the techniques used in RL for a particular task, several methods tackle the problem
of unsupervised exploration [Schmidhuber, 1991], where the goal is to learn as much as possible
about the transition model without a task or reward function. One approach synthesizes a reward
from modeling errors [Pathak et al., 2017]. Another estimates learning progress by estimating model
accuracy [Lopes et al., 2012]. Others use an information gain-motivated formulation of model
disagreement [Pathak et al., 2019, Shyam et al., 2019] as a reward. Other methods incentivize the
policy to explore regions it hasn’t been before using hash-based counts [Tang et al., 2017], predictions
mimicking a randomly initialized network [Burda et al., 2019], a density estimate [Bellemare et al.,
2016], or predictive entropy [Buisson-Fenet et al., 2020]. Another work, Plan2Explore [Sekar et al.,
2020], prospectively plans to find areas of novelty where the dynamics are uncertain. However,
these methods all assume that there is no reward function and are inefficient for the setting of this
paper, as they spend time exploring areas of state space which can be quickly determined to be bad
for maximizing reward on a task.
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2 | Information theoretic approaches:
Can we measure what we might learn?

Motivated by our opening questions, in this chapter we present work published in Mehta et al.
[2022c] and Mehta et al. [2022a] which presents and evaluates a novel objective for information-
based exploration in model-based reinforcement learning. We begin in the active setting where the
agent collects data by sequentially making queries to the transition function with free choice of both
the initial state and the action. Although this setting has been studied in the tabular case, to the best
of our knowledge it had not been studied in the continuous MDP literature.

The costly transition functions present in many applications we have discussed prompted
the question: “If we were to collect one additional datapoint from anywhere in the state-action
space to best improve our solution to the task, which one would it be?” An answer to this
question can be used to guide data collection in RL. As initial work in this direction [Mehta et al.,
2022c], we drew a connection between MBRL and the world of BOED by deriving an acquisition
function that quantifies how much information a state-action pair would provide about the optimal
solution to a MDP. Our acquisition function is able to determine which state-action pairs are worth
acquiring in a way which takes into account the reward function and the uncertainty in the dynamics.
It also leverages the current estimates of which states the optimal policy will visit and values
potential queries accordingly. Furthermore, our acquisition function is scalable enough to apply to
multidimensional continuous control problems. In particular, our acquisition function is the expected
information gain (EIG) about the trajectory taken by an optimal policy in the MDP that would be
achieved if we were to query the transition function at a given state-action pair. We assessed the
performance of our acquisition function as a data selection strategy in the active setting. Using
this method, which we call Bayesian active reinforcement learning (BARL), we are able to solve
several continuous reinforcement learning tasks (including a nuclear fusion example) using orders
of magnitude less data than a variety of competitor methods.

After this, we extend the data selection criterion to the standard MDP setting, where we are
able to use MPC with a modified cost function in order to explicitly plan for future information
gain about the optimal trajectory. In order to do so, we extend the cost function to jointly account
for the information gain of observing a set of random variables rather than a single observation.
This method, which we denote Trajectory Information Planning (TIP), also is able to improve in
sample complexity over a wide range of model-based and model-free RL methods on a handful of
continuous control problems up to a moderate number of dimensions.
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2.1 An Acquisition Function for Model-Based RL

We draw inspiration from BO and BOED in constructing an acquisition function suitable for control
applications. For our purposes, an acquisition function is a computationally tractable function
S × A → R that describes the marginal improvement in the performance of the policy on the
MDP (conditioned on all previously observed data) when observing one additional state-action
pair (s, a) ∈ S × A. As acquisition functions are greedy, they aren’t necessarily optimal data-
selection strategies given a fixed budget, compared to non-myopic strategies such as solving the
Bayes-adaptive MDP. However, greedy strategies using mutual information are tractable and are
often effective due to the submodularity of the expected information gain. More specifically, our
acquisition function is an expected information gain (EIG) or equivalently the mutual information
(MI) between a query of our transition model and a representation of the optimal policy, as we
elaborate in this section.

A typical approach in a Bayesian setting might be to gather data such that the entropy H[π∗] of
the belief of the optimal policy π∗ is minimized. However, a full specification of π∗ includes the
behavior of the policy in all parts of the state space including states that are not visited at all, or
visited less often in rollouts of π∗ when the start state is sampled from p0. As a result, not all points
in the state space are equally important when learning an optimal policy aimed at maximizing the
expected reward. Optimizing the entropy of π∗ would lead to a uniform treatment of all the points
in the state space, and hence would be far from optimal for the standard goal in RL.

We instead propose to minimize the entropy of the optimal trajectory τ∗ = {si}Hi=1 defined as
a random vector of states generated by first sampling s0 ∼ p0 then sampling ai = π∗(si), si+1 ∼
T (si, ai) for H timesteps. The optimal trajectory is completely specified by π∗ and the randomness
arising from the MDP. Furthermore, τ∗ contains the necessary information needed about the
transition function T to solve the MDP, since any state that could ever be visited by π∗ is in the
support of τ∗. We empirically observe that this leads to an efficient strategy for active RL.

The randomness in τ∗ arises from three sources: the start state distribution p0, the dynamics T
constituting the aleatoric uncertainty, and the uncertainty in our estimate of the model T due to our
limited experience which constitutes the epistemic uncertainty. The first two sources of uncertainty
being aleatoric in nature cannot be reduced by experience. Our proposed acquisition function based
on information gain naturally leads to reduction in the epistemic uncertainty about τ∗ as desired.
Finally, our acquisition function for a given state-action pair (s, a) is given as

EIGτ∗(s, a) = Es′∼T (s,a|D)

[
H[τ∗ | D]−H[τ∗ | D ∪ {(s, a, s′)}]

]
= Es0∼p0

[
Es′∼T (s,a|D)

[
H[τ∗ | D, s0]−H

[
τ∗ | D ∪ {(s, a, s′)}, s0

]]]
.

(2.1)

Here we assume a posterior model of the dynamics T (s, a | D) for a dataset D we have observed.
The second equality is true because s0 ⊥ s′ | s, a. In this paper, we assume the MPC policy using
the ground truth transition function is approximately optimal, i.e. πT ≈ π∗, though in principle π∗

could be approximated using any method. Of course, our method never actually has access to πT or
π∗.

2.1.1 Estimating EIGτ∗ via Posterior Function Sampling

For EIGτ∗ to be of practical benefit, we must be able to tractably approximate it. Here we show
how to obtain such an approximation. By the symmetry of MI, we can rewrite Equation (2.1) as

EIGτ∗(s, a) = Es0∼p0

[
Eτ∗∼P (τ∗|D)

[
H[s′ | s, a,D, s0]−H[s′ | s, a, τ∗, D, s0]

]]
. (2.2)
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Figure 2.1: (a) A diagram of the BARL data-collection loop. (b) An illustration of the EIGτ∗

computation over several sample paths τ∗i (multi-colors) sampled from P (τ∗ | D) for a dataset of
past queries (grey points). The optimizer (in pink) is a point that is maximally informative when
learning a model for crossing the path between the lava pools (orange rectangles) to the goal (green).

Since H[s′ | s, a,D, s0] = H[s′ | s, a,D] doesn’t depend on τ∗ or s0, we can simply compute it
as the entropy of the posterior predictive distribution P (s′ | s, a,D) given by our posterior over
the transition function P (T | D). In order to compute the other term, we must take samples
τ∗ij ∼ P (τ∗ | D) . To do this, we first sample m start states si0 from p0 (we always set m = 1 in
experiments but derive the procedure in general) and for each start state independently sample n
posterior functions T ′

ij ∼ P (T ′ | D) from our posterior over dynamics models. We then run the
MPC procedure on each of the posterior functions from si0 using T ′

ij for T and πT ′
ij

for π∗ (using our
assumption that π∗ ≈ πT ), giving our sampled τ∗ij . This is an expression of the generative process
for τ∗ as described in the previous section that accounts for the uncertainty in T . Formally, we can
approximate EIGτ∗ via Monte-Carlo as

EIGτ∗(s, a) ≈ H[s′ | s, a,D]− 1

mn

∑
i∈[m]

∑
j∈[n]

H[s′|s, a, τ∗ij , D]. (2.3)

Finally, we must calculate the entropy H[s′|s, a, τ∗i , D]. For this, we follow a similar strategy as
Neiswanger et al. [2021]. In particular, since τ∗i is a set of states output from the transition model,
we can treat them as additional noiseless datapoints for our dynamics model and condition on them.
In the following section we describe our instantiation of this EIG estimate, and how we can use
it in reinforcement learning procedures. Though inspired by the work cited here, we modify the
computation of the acquisition function to factor p0 as an irreducible source of uncertainty. We also
extend the function being queried to be vector-valued.

2.1.2 Bayesian Active Reinforcement Learning

In this work, we take a simple approach for nonlinear control in continuous spaces and assume
a Gaussian process (GP) prior P (T ) to model the dynamics. Though computationally expensive,
this choice ensures that we can easily approximate all necessary quantities. However, we note that
the development of the acquisition function is general and any Bayesian model could be used in
principle.
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The transition function T : S × A → p(S) (dynamics) can be modeled with a GP due to its
non-parametric nature and ability to capture uncertainties in T . The transition function takes a state
action pair (s, a) ∈ Rd+n as input, and produces a d-dimensional output denoting the next state. We
model each of the d dimensions of the output as independent GPs. More specifically, we model the
change in state ∆(s, a) = T (s, a) − s rather than the final state T (s, a) directly. This is helpful
for continuous control problems since the state often changes by only a small magnitude. Given
observations D = {(si, ai, s′i)}, our approach requires a posterior sample of the transition function
conditioned on D. We follow the approach of Wilson et al. [2020], based on sparse-GPs and random
Fourier approximations of kernels [Rahimi and Recht, 2007], allowing us to approximately but
efficiently sample from the GP posterior conditioned on the observations.

Assuming access to a generative model and an initial dataset D (for which, in practice, we use
one randomly sampled datapoint (s, a, s′)), we compute EIGτ∗ for D by running MPC on posterior
function samples and approximate argmaxs∈S,a∈A EIGτ∗(s, a) by zeroth order approximation.
Then we query s′ ∼ T (s, a) and add the subsequent triple to the dataset D and repeat the process.
To evaluate, we simply perform the MPC procedure in Equation (1.4) and execute πE[T |D] on the
real environment. We refer to this procedure as Bayesian active reinforcement learning (BARL).
Details are given in Algorithm 1 (here, U denotes the uniform distribution) and a schematic diagram
in Figure 2.1a. We discuss details of training hyperparameters and the GP model in Appendix A.2.

Algorithm 1 Bayesian active reinforcement learning (BARL) using EIGτ∗

Inputs: transition function query budget b, number of points for optimization k, number of
posterior function samples n.
Initialize (x0, y0) ∼ U(S ×A), x′0 ∼ T (x0, y0), and D ← {(x0, y0, x′0)}.
for i ∈ [b] do

Sample posterior functions {T ′
ℓ}nℓ=1 ∼ P (T ′ | D).

Sample start state s0 ∼ p0.
Compute {τ∗ℓ}nℓ=1 by executing MPC policy πT ′

ℓ
on the dynamics of T ′

ℓ starting from s0.
(x1, y1), . . . , (xk, yk) ∼ U(S ×A).
(x∗, y∗)← argmax{(xi,yi)}ki=1

EIGτ∗(xi, yi).
D ← D ∪ {(x∗, y∗, x′∗)} where x′∗ ∼ T (x∗, y∗).

end for
return πT̂ where T̂ (s, a) = ET∼P (T |D) [T (s, a)]

2.2 Experiments for BARL

The aim of our study of acquisition functions for RL is to reduce the sample complexity of
learning good policies in continuous spaces, under expensive dynamics. Here, we demonstrate
the effectiveness of using EIGτ∗ to leverage transition queries by comparing against a variety of
state-of-the-art RL algorithms. In particular, we compare the average return across five evaluation
episodes across five runs with differing random seeds of each algorithm on five continuous control
problems as data is collected. We also assess the amount of data taken by each algorithm to ‘solve’
the problem, which is taken to mean performing as well as our MPC procedure using the ground
truth dynamics. Our proposed method, BARL, greatly outperforms other methods across the board.
In particular, BARL uses 5 – 1, 000× less data to solve problems than state-of-the-art model-based
RL algorithms and 103 – 105× less data than model-free RL algorithms. In this section we primarily
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Environment BARL MPC EIGT PETS SAC TD3 PPO

Lava Path 11 41 41 600 N/A N/A N/A
Pendulum 16 46 46 5200 6000 57000 13000
Cartpole 91 161 121 1625 31000 18000 N/A
Beta Tracking 96 36 N/A 300 9000 6000 16000
Reacher 251 751 N/A 700 23000 13000 N/A

Table 2.1: Sample Complexity: Median number of samples across 5 seeds required to reach ‘solved’
performance, averaged across 5 trials. We determine ‘solved’ performance by running an MPC
policy (similar to the one used for evaluation) on the ground truth dynamics to predict actions. We
record ‘N/A’ when the median run is unable to solve the problem by the end of training.

focus on the performance of the controller, and in section A.2.3 we also discuss the runtime of the
algorithm. We discuss comparison methods in section A.2.1 and the control problems we evaluated
them on in section A.2.2.

We see in both the sample complexity figures in Table 2.1 and the learning curves in Figure 2.2
that BARL leverages EIGτ∗ to significantly reduce the data requirements of learning controllers on
the problems presented. We’d like to additionally point out several failure cases of related algorithms
that BARL avoids. Though it performs well on the simplest environments (pendulum and cartpole),
EIGT suffers from an inability to focus on acquiring data relevant to the control problem and not
just learning dynamics as the state space becomes higher-dimensional in the reacher problem, or
less smooth as in the beta tracking problem. The MPC method performs reasonably well across the
board and is competitive with BARL on the plasma problem but requires relatively more samples
in smaller environments where the model uncertainty can point to meaningfully underexplored
areas. PETS is strong across the board but suffers from more required samples due to both its neural
network dynamics model and its inability to make transition queries.

All algorithms besides BARL suffer substantial instability on the lava path problem, which is
designed to be challenging to explore in a sequential fashion and require a precise understanding
of which areas are safe to enter. BARL manages to learn where it is safe to operate in a handful
of queries, which is an exciting result and will bear further investigation. Figure 2.1b gives some
intuition as to why: points are initially queried close to the start and as those dynamics are understood
they are subsequently queried farther and farther along the execution paths. This allows BARL to
use transition queries to avoid traversing well-understood areas of state space to reach the areas
which are worth learning. We see a speedup in sample complexity reminiscent of a move from
quadratic to linear, which mirrors some of the theoretical improvements given in the prior work
discussed on tabular methods.

2.3 Does BARL choose ‘meaningful’ datapoints?

We further support our assertion that BARL is picking ‘meaningful’ points to the control problem
by the evidence in Figure 2.3. Here, BARL is able to solve the reacher problem while EIGT is
not. However, BARL has much worse model predictions on random data than EIGT while doing a
much better job modeling data used by the MPC procedure. Clearly, the EIGτ∗ acquisition function
captures in some way which data would be valuable to acquire to not just learn about the transition
function but actually solve the control problem. We see this pattern across other tasks as well.
In section A.3.1, we study whether the acquisition function we see here is able to work with a
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Figure 2.2: Learning Curves of RL methods, showing control performance averaged across 5 seeds.
In each, the x-axis is on a logarithmic scale to account for widely varying data requirements. We
see that though most algorithms end up reaching roughly the same performance on each task, BARL
is substantially more efficient in most cases. The shaded region is the standard error of the average
performance across the 5 seeds. We additionally include a plot of the performance of the PILCO
algorithm [Deisenroth and Rasmussen, 2011] on Pendulum. PILCO makes assumptions about the
initial state distribution and suffers from numerical instability under long control horizon so we
were unable to reach representative performance on the other problems.

suboptimal controller on posterior samples of the dynamics. Our experiments show that EIGτ∗

seems to work well even when the policy used to generate τ∗ is suboptimal.

2.4 Trajectory Information Planning

In this rest of this chapter, we extend the BARL method to the standard RL setting, where an agent
takes sequential actions in the environment up to some max trajectory length in order to collect
data that can be used to learn a policy. Our method consists of a generic framework for Bayesian
(or approximately Bayesian) model-predictive control and a novel cost function for planning that
allows us to explicitly plan to find the maximal amount of new information relevant to our task. In
Section 2.4.2, we describe the MPC framework and highlight that many prior methods approximate
this framework while using a greedy cost function that corresponds to the future negative expected
rewards or a pure exploration cost function that corresponds to future information about the dynamics.
Afterwards, in Section 2.4.3, we derive our new cost function and describe how it is computed. The
overall method we introduce simply applies this planning framework with our new cost function.

2.4.1 Preliminaries for TIP

We will denote trajectories as τ ∼ p(τ | π, T ) where τ = [(s0, a0), . . . , (sH−1, aH−1), sH ]
generated by s0 ∼ p0, ai ∼ π(si), and si+1 ∼ T (si, ai). We can write the return of a trajectory as
R(τ) =

∑H−1
i=0 r(si, ai, si+1) for the states and actions si, ai that make up τ . The MDP objective
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Figure 2.3: For a single run of BARL and of EIGT using the same prior model, we evaluate control
performance, as well as modeling error, on both the predictions used by the MPC procedure and on
a set of points uniformly sampled from the state-action space.

can then be written as
JT (π) = Eτ∼p(τ |π,T ) [R(τ)] . (2.4)

We aim to maximize this objective while minimizing the number of samples from the ground
truth transition function T that are required to reach good performance. We use τ∗ to denote optimal
trajectories, i.e. τ∗ ∼ p(τ | π∗, T ).

For the open-loop setting, we assume a fixed start state s0 and aim to find an action sequence
a0, . . . , aH−1 that maximizes the sum of rewards in an episode. We will slightly abuse notation and
write τ ∼ p(τ | a0:H−1) and JT (a0:H−1) with these actions fixed in place of a reactive policy, and
again use τ∗ to refer to the trajectories generated by an optimal action sequence.

We assume in this work that applying planning algorithms like [Pinneri et al., 2020] to a
dynamics function T will result in a trajectory that approximates τ∗.

2.4.2 Model-Predictive Control in Bayesian Model-Based RL

In this section, we give a formulation of Bayesian planning for control that generalizes ideas from
methods such as PILCO [Deisenroth and Rasmussen, 2011] and PETS [Chua et al., 2018]. This
formulation highlights these methods’ inherently greedy nature and hints at a possible solution. The
objective of Bayesian planning is to find the h-step action sequence that maximizes the expected
future returns under model uncertainty. That is,

argmin
a0,...,ah−1

ET ′∼P (T |D),τe∼P (τ |s0=s,a0:h−1,T ′) [C(τe)] (2.5)

for some cost function C over trajectories and some start state s. If operating in the open-loop
control setting, the agent executes the sequence of actions found without replanning. This procedure
can also be extended to closed-loop control via model-predictive control (MPC), which involves
re-planning (2.5) at every state the agent visits and playing the first action from the optimal sequence.
Concretely, the MPC policy for our Bayesian setting is as follows:

πMPC(s) = argmin
a0

min
a1,...,ah−1

ET ′∼P (T |D),τe∼P (τ |s0=s,a0:h−1,T ′) [C(τe)] (2.6)

Whether we do open-loop control or closed-loop control via MPC, the cost function C, is
integral to how the agent will behave. Prior work has predominantly focused on two types of cost
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function:

Cg(τ) = −R (τ)︸ ︷︷ ︸
Greedy Exploration

Ce(τ) = −
h∑

i=0

H [T (si, ai) | D]︸ ︷︷ ︸
Task-Agnostic Exploration

(2.7)

Previous works such as Kamthe and Deisenroth [2018] and PETS [Chua et al., 2018] use the greedy
exploration cost function, Cg. This cost function incentivizes trajectories that achieve high rewards
over the next h transitions on average. In works that focus on task-agnostic exploration such as
Sekar et al. [2020] and Shyam et al. [2019], the cost function Ce (or similar) is used to encourage
the agent to find areas of the state space in which the model is maximally uncertain. Note that we
use πg to refer to the greedy policy given by using (2.6) with Cg.

The optimization problem in (2.6) is typically approximately solved in one of three ways:
Deisenroth and Rasmussen [2011] and Curi et al. [2020] directly backpropagate through the
estimated dynamics and reward functions to find policy parameters that would generate good
actions, Janner et al. [2019b] use an actor-critic method trained via rollouts in the model alongside
the data collected to find a policy, and Chua et al. [2018] and Mehta et al. [2022c] use the cross-
entropy method [De Boer et al., 2005] to find action sequences which directly maximize the reward
over the estimated dynamics. In this work, we use a version of the last method given in Pinneri
et al. [2020], denoted iCEM, to directly find action sequences that optimize the cost function being
used. We approximate the expectation by playing the actions on multiple samples from the posterior
P (T | D). Algorithm 2 gives a formal description of the method and Section A.5.5 provides further
details.

Algorithm 2 Bayesian Model-Predictive Control with Cost Function C

Inputs: transition function episode query budget b, number of posterior function samples k,
planning horizon h.
Initialize D ← ∅.
for i ∈ [1, . . . , b] do

Sample start state s0 ∼ p0.
for t ∈ [0, . . . ,H − 1] do

Sample posterior functions {T ′
ℓ}kℓ=1 ∼ P (T ′ | D).

Approximately find argmina0,...,ah−1

∑k
ℓ=1 Eτℓ∼p(τ |T ′

ℓ ,a0,...,ah−1) [C(τℓ)] via iCEM.
Execute action a0 by sampling st+1 ∼ T (st, a0).
Update dataset D ← D ∪ {(st, a0, st+1}.

end for
end for
return πg for the posterior P (T ′ | D).

2.4.3 A Task-Specific Cost Function based on Trajectory Information

In this work, we aim to explore by choosing actions that maximize the conditional expected
information gain (EIG) about the optimal trajectory τ∗. This is the same overall goal as that
of Mehta et al. [2022c], where the EIGτ∗ acquisition function was introduced for this purpose.
However, in this paper we generalize this acquisition function in order to allow for sequential
information collection, and account for the redundant information that could be collected between
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timesteps. As discussed at length in Osband et al. [2019], it is essential to reason about how an
action taken at the current timestep will affect the possibility of learning something useful in future
timesteps. In other words, exploration must be deep and not greedy. Explicit examples are given
in Osband et al. [2019] where the time to find an ϵ-optimal policy in a tabular MDP is exponential
in the state size unless exploration can be coordinated over large numbers of timesteps rather than
being conducted independently at each action. As the EIGτ∗ acquisition function is only defined
over a single state-action pair and mutual information is submodular, we cannot naively use the
acquisition function as is (or sum it over many datapoints) to choose actions that lead to good
long-term exploration. This is clear in e.g. navigation tasks, where the nearby points visited over
trajectories will provide redundant information about the local environment.

We therefore give a cost function that generalizes EIGτ∗ by taking a set of points to query
and computing the joint expected information gain from observing the set. Our cost function is
non-Markovian in the state space of the MDP, but it is Markovian in the dataset, which represents a
point in the belief space of the agent about the dynamics. Let X = {x : x ⊆ S ×A, |x| <∞} be
the set of finite subsets of the set of all state-action pairs. Our cost function Cτ∗ : X → R is defined
below to be the negative joint expected information gain about the optimal trajectory τ∗ for a subset
X ∈ X . In particular, assuming an existing dataset D, a set of h query points X = {(si, ai)}i∈[h],
and a random set of next states S′ = {s′i ∼ T (si, ai), i ∈ [h]},

Cτ∗(X) = ES′∼p(S′|X,D)

[
H
[
τ∗ | D ∪ S′]]−H [τ∗ | D] . (2.8)

This formulation of Cτ∗ forces our method to handle the redundant information among queries—it is
likely that I(s′1, τ

∗) + I(s′2, τ
∗) > I({s′1, s′2}, τ∗) and our method should avoid this overestimation.

However, as written, this function relies on computing entropies on high-dimensional trajectories
where the form of the joint distribution of the elements is unknown. To tractably estimate this
quantity, we use the fact that Cτ∗(X) = −I(S′, τ∗) = −I(τ∗, S′) for the mutual information I .
This allows us to exchange τ∗ and our set of queries so that τ∗ is giving information about the
posterior predictive distribution of our set. In other words,

Cτ∗(X) = Eτ∗∼p(τ∗|D)

[
H
[
S′ | D ∪ τ∗

]]
−H

[
S′ | D

]
. (2.9)

In order to compute the right-hand term, we must take samples τ∗ij ∼ P (τ∗ | D), i =

1, . . . ,m, j = 1, . . . , n. To do this, we first sample m start states s
(i)
0 from p0 (we always set

m = 1 in experiments but derive the procedure in general) and for each start state independently
sample n posterior functions T ′

ij ∼ P (T ′ | D) from our posterior over dynamics models. We
then run a planning procedure using iCEM [Pinneri et al., 2020] on each of the posterior functions
from s

(i)
0 using T ′

ij for T (using our assumption that planning can generate approximately optimal
trajectories given ground-truth dynamics), giving our sampled τ∗ij . Formally, we can approximate
Cτ∗ via Monte-Carlo as

Cτ∗(X) ≈ 1

mn

∑
i∈[m]

∑
j∈[n]

H[S′|D ∪ τ∗ij ]

−H[S′ | D]. (2.10)

Assuming the dynamics are modelled with a Gaussian process, we can compute the joint Gaussian
probability of the next states S′ [Rasmussen and Williams, 2008]. As the entropy of a multivariate
Gaussian depends only on the log-determinant of the covariance, log |Σ|, we can tractably compute
the joint entropy of the model predictions H [S′ | D] and optimize it with a zeroth order optimization
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algorithm. Finally, we must calculate the entropy H[S′|D ∪ τ∗ij ]. For this, we follow a similar
strategy as Neiswanger et al. [2021]: since τ∗i is a set of states given by the transition model, we can
treat them as additional noiseless datapoints for our dynamics model and condition on them before
computing the joint covariance matrix for S′. Given this newly generalized acquisition function, we
can instantiate a method of planning in order to maximize future information gained. We give the
concrete procedure for computing our acquisition function in Algorithm 3, noting that trajectories
τ∗ij do not depend on the query set X and can be cached for various values of X as long as the
dataset D does not change.

Our ultimate procedure, which we name Trajectory Information Planning (TIP), is quite simple:
run model-based RL using MPC as in Algorithm 2, but set the cost function to be Cτ∗(τ) instead of
Cg or Ce, and compute this cost function using Algorithm 3. At test time, we return to planning with
Cg as the cost function and greedily attempt to maximize returns rather than performing exploration.
We can also formulate an open-loop variant of our method, oTIP, which involves planning once and
then executing the entire action sequence.

Algorithm 3 Computation of Cτ∗

Inputs: dataset D = {(sk, ak, s′k)}, query set X , number of start state samples m, number of
posterior function samples n.
Sample m start states {s(i)0 }mi=1 ∼ p0.
for i ∈ [m] do

Sample n posterior functions {T ′
j}nj=1 ∼ P (T ′ | D).

for j ∈ [n] do
Set π∗

j ← πMPC using Cg and a singleton posterior P (T | D) = δ(T ′
j) as in (2.6).

Compute τ∗ij by executing π∗
j on T ′

j starting from s
(i)
0 .

end for
end for
Compute the joint posterior covariance ΣS′ | D across all points in X .
Compute the joint posterior covariances ΣS′

ij | D ∪ τij ∀i ∈ [n], j ∈ [m] across all points in X .
return log |ΣS′ | − 1

nm

∑
i∈[n],j∈[m] log |ΣS′

ij |.

2.4.4 Computational Cost and Implementation Details

Though the TIP algorithm is designed for settings where samples are expensive, it is important to
understand, both theoretically and practically, the computational cost of this method. For ease of
notation, we make the simplifying assumption that the planning algorithm used (in this case, iCEM
from [Pinneri et al., 2020]) evaluates p action sequences consisting of h (the planning horizon)
actions and that our current dataset is of size N . In order to efficiently sample functions from the
posterior over dynamics functions, we use the method from Wilson et al. [2020]. This reduces the
naive complexity of querying these functions from O(N3) to a one-time O(N) cost and then O(1)
for additional queries. As we derive in Section A.5.1, the computational complexity of one TIP
planning iteration is O

(
nm

(
(N +H)3 + ph (N +H)2

))
. The two asymptotically expensive

operations are (1) computing the Cholesky decompositions of the nm kernel matrices for datasets
D ∪ τ∗ij and (2) solving the triangular systems using the cached Cholesky decompositions in order
to compute the covariance matrices ΣS′

ij | D ∪ τ∗ij for each of the p action sequences used by the
planning algorithm.
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However, our implementation choices mean that in practice these operations are not the most
expensive step. The covariance matrix computations, which are the theoretical bottleneck, are
implemented in JAX [Bradbury et al., 2018], allowing them to be compiled to much faster machine
code and vectorized across large batches of queries. In fact, the most expensive operation in practice
is planning on the sampled transition functions T ′

i to sample optimal trajectories τ∗ij . This is due to
the fact that in practice p is large and we implemented the planner in NumPy [Harris et al., 2020]
so it cannot be compiled together with the Tensorflow [Abadi et al., 2015] code from Wilson et al.
[2020], which is used for predicting which states will be visited for the planner. We give further
information on the implementation in Section A.5.

2.5 Experiments for TIP

Rollout
(Joint)

TQRL

Rollout
(Sum)

Greedy (C
g)

w/ Stochasticity

Task-agnostic (C
e) 

Exploration
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Exploration
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Figure 2.4: Our comparison methods can be
broken down by the type of cost function used and
how the methods do or do not handle sequential
acquisition of information. As Cg is a sum, it
naturally handles future timesteps jointly. For
the other information quantities, it is possible to
upper-bound information acquired by summing
each separate mutual information, or to compute
them jointly.

The aim of our development of the TIP algorithm
and the Cτ∗ acquisition function for RL is to reduce
the sample complexity of learning effective policies
in continuous MDPs given limited access to expen-
sive dynamics. In this section we demonstrate the
effectiveness of TIP in quickly learning a good pol-
icy by comparing against a variety of state-of-the-art
reinforcement learning algorithms and strong base-
lines (including some that use the TQRL setting from
[Mehta et al., 2022c], which is also known as RL
with a generative model in Kakade [2003] and other
works [Azar et al., 2013, Agarwal et al., 2020]).

In particular, we compare the average return
across five evaluation episodes across five random
seeds of each algorithm on five closed-loop control
problems. For sample complexity we assess the
median amount of data taken by each algorithm to
‘solve’ the problem across five seeds with the thresh-
old performance given by an MPC controller using
the ground truth dynamics. We evaluate the open-
loop variant of our method, oTIP, against three com-
parison methods on three control problems suitable
for open-loop control. In particular, to be suitable
for open-loop control, the problem cannot be dynam-
ically unstable (as Pendulum and Cartpole famously are) and must have a relatively short control
horizon and fixed start state. Here too, we assess the average return as open-loop trials are conducted
as well as the number of timesteps required to achieve ‘solved’ performance.

Comparison Methods We use several model-based and model-free comparison methods in this
work. We compare to several published model-based methods. These include PETS [Chua et al.,
2018], as implemented by Pineda et al. [2021], which uses a probabilistic ensemble of neural
networks and CEM over particle samples to do MPC. We also compare against three model-based
techniques from the HUCRL [Curi et al., 2020] implementation: HUCRL itself, which relies
on hallucinating dynamics perturbations as a way of realizing an upper confidence bound on the
policy, model-based Thompson Sampling (TS), which samples from the posterior over models

23



Environment TIP sTIP DIP MPC PETS SAC FEEF RHC HUCRL TS BARL EIGT

Pendulum 21 36 36 46 5.6k 7k 800 >40k >50k >50k 21 56
Cartpole 131 141 161 201 1.63k 32k >2.5k >5k >6k >6k 111 121
β Tracking 46 76 276 76 330 12k 300 >3k 480 420 186 >1k
β + Rotation 201 >500 >500 >500 400 30k >2k >2k >5k >5k >500 >1k
Reacher 251 >400 >1k 751 700 23k >5k 1.5k 6.6k 4.5k 251 >1.5k

Table 2.2: Sample Complexity: Median number of samples across five seeds required to reach ‘solved’
performance, averaged across five trials. We determine ‘solved’ performance by running an MPC policy
(similar to the one used for evaluation) on the ground truth dynamics to predict actions. We record > n
when the median run is unable to solve the problem by the end of training after collecting n datapoints. The
methods in the rightmost section operate in the TQRL setting and therefore have more flexible access to the
MDP dynamics for data collection. The full set of methods are shown in Section A.8 as well as boxplots
depicting the data in Figure A.2.

and chooses optimal actions for that sample, and a greedy model-based neural network method
relying on backpropagation through time (BPTT). We also compare against the Free Energy of
the Expected Future method from Tschantz et al. [2020], which treats directed exploration as a
process of actively collecting information for inference on a reward-biased generative model. A
further comparison is with Receding Horizon Curiosity (RHC) [Schultheis et al., 2020], which does
online Bayesian system identification over a linear model in order to quickly find a model of the
environment dynamics. Our model-free comparison methods, Soft Actor-Critic (SAC) [Haarnoja
et al., 2018], an actor-critic method that uses an entropy bonus over the policy to encourage more
exploration, and two others (TD3 and PPO), are in the appendix.

Finally, we compare against various ablations of the proposed method. These vary across two
axes as described in Figure 2.4: the cost function they use and how they handle sequential queries.
Besides these differences, they use the same GP model and iCEM planning algorithm with the same
hyperparameters, so they are truly comparable methods. The three cost functions used are Cg, Cτ∗ ,
and Ce. DIP, oDIP, and EIGT all use Ce but compute, respectively, the expected joint entropy of
the action sequence, the sum of the pointwise entropies of the action sequence, and the individual
pointwise entropies in the TQRL setting. These methods are very similar in spirit to [Shyam et al.,
2019, Pathak et al., 2019] in that they plan for future information gain about the dynamics, but
we chose to compare in a way that controls for difference in the model and planning algorithm.
MPC uses Cg and is very close to the method in [Kamthe and Deisenroth, 2018]. Like TIP, BARL
[Mehta et al., 2022c] and sTIP use Cτ∗ . BARL operates in the TQRL setting and can therefore use
the simpler EIGτ∗ acquisition function. sTIP investigates the use of −∑si,ai∈S EIGτ∗(si, ai) as a
cost function for planning. This computes individual information gains for each future observation
without accounting for the information they may have in common and is therefore an overestimate
of the joint information gain. In the open-loop setting we compare against oDIP and oMPC, the
open-loop variants of DIP and MPC, and Bayesian optimization (BO) as implemented by Pedregosa
et al. [2011]. oDIP plans an action sequence to minimize the joint Ce and executes the actions found
for each open-loop trial, while oMPC does the same thing using Cg. We give additional details on
the comparison methods in Section A.6.

Control Problems Our closed loop control problems are the standard underactuated Pendulum
swing-up task (Pendulum-v0 from Brockman et al. [2016]) with 2D states and 1D actions, a
Cartpole swing-up task with a sparse reward function, 2D s, and 1D actions, a 2-DOF robot arm
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Figure 2.5: Control and Modeling Details for TIP and Ablations. Column 1: Learning curves for our
ablation methods, all of which use the same planner and model. Column 2: Dynamics model accuracy on
the points used by the planner to choose actions during MPC. Column 3: Dynamics model accuracy on a
uniformly random test set in S̃ . Column 4: EIGτ∗ values normalized by the number of actions planned. sTIP
was truncated on Reacher as it exceeded the wall time budget.

control problem where the end effector is moved to a goal (Reacher-v2 from Brockman et al.
[2016]) with 10D states and 2D actions, a simplified β Tracking problem from plasma control
[Char et al., 2019, Mehta et al., 2021] (similar in design but not identical to the one from Mehta et al.
[2022c]) trained using with 4D states and 1D actions, and a more complicated problem in plasma
control where β + Rotation are tracked with 10D states and 2D actions. Our open loop control
problems are a navigation problem with hazards (Lava Path) from [Mehta et al., 2022c] and two
regulation problems with different Nonlinear Gain functions. The Lava Path problem has 4D states
and 2D actions and the nonlinear regulation problems have 2D states and 2D actions. Full details on
these problems are available in Section A.7.

Results As can be seen in Table 2.2, TIP is able to reach solved performance more quickly
across the board than the model-based and model-free external baselines, often using a fraction
or even orders of magnitude less data than other methods. For many of our ablation methods
we see failures to solve some of the problems even though the model is demonstrated by TIP
to be able to sufficiently predict the dynamics. This is especially apparent on the harder plasma
control environment, β+Rotation, where TIP is the only method using our GP which is able to
solve the problem. We believe that this is because the data acquired through exploration by the
ablation methods is less useful for control than the data TIP collects. This is underscored by the
second column of Figure 2.5, where it is clear that TIP achieves the lowest modeling error on
the points actually needed during the execution of the policy but not on the uniform test set. In
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particular we find it interesting that TIP outperforms BARL on the β + Rotation environment, as
BARL should in principle have a strictly stronger access to the problem and is optimizing the
same quantity with fewer constraints. We hypothesis that this may be due to the fact that BARL
optimizes the acquisition function EIGτ∗ by simply uniformly sampling a set of points and choosing
the one that evaluates to the largest value. Our more sophisticated optimization algorithm and
forced initialization at the start state distribution seems to allow us to collect more information in
this case. This interpretation is bolstered by the fact that on the problems where TIP outperforms
BARL, we see that TIP is actually collecting more information per action than BARL as evidenced
by larger EIG values. We also see clearly that there is value in computing the Cτ∗ function
rather than summing over EIGτ∗ values, as TIP outperforms sTIP across the board. Additionally,
there is clear evidence for the value of task-specific exploration as the task-agnostic exploration
methods (EIGT , DIP, sDIP) underperform both in returns and model error on the trajectories visited.

Environment oTIP oMPC oDIP BO

Nonlinear Gain 1 41 91 51 210
Nonlinear Gain 2 51 61 >200 60
Lava Path 41 101 101 >2k

Table 2.3: Open Loop Sample Complexity: Me-
dian number of samples required to reach ‘solved’ per-
formance, averaged across five trials. We determine
‘solved’ performance by running an MPC policy on the
ground truth dynamics to predict actions. We record
> n when the median run is unable to solve the prob-
lem by the end of training after collecting n datapoints.

For the open-loop experiments (Table 2.3),
we also see strong performance from oTIP.
As the model-based methods benefit from ob-
serving many model transitions for each open-
loop trial, it is unsurprising that they are more
sample-efficient than the BO method. Within
the model-based techniques, oTIP is the most
sample efficient. We believe that this is for
much the same reasons as in the closed-loop
case—exciting evidence that the Cτ∗ cost func-
tion can be applied in a variety of settings.
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3 | Applying generalized decision-theoretic
entropies to Bayesian RL

Given a prior on the dynamics of an MDP, the Bayes-optimal solution for minimizing cumulative
regret given infinite computational resources is to solve the Bayes-adaptive MDP (BAMDP) [Duff,
2002], which explicitly models the evolution of the belief states of the agent as the dynamics unroll.
That said, there are many real-world use cases where it is incorrect to optimize for cumulative
rewards. Concretely, in any use case where a final Markovian policy is deployed after a ‘practice’
phase where performance is unimportant, an agent should instead aim to maximize the expected
reward of the deployed policy. This is true in many competitions like chess or racing, as well
as many applications in science, where samples are costly but we ultimately only care about the
performance of the final method at test time rather than during training. Ideally, we’d like the agent
to do as well as possible with the limited amount of information received using the finite exploration
budget. Here, an agent ought to be motivated to take risks while exploring in order to learn vital
information to use when deployed. In this work, we make precise some of these shortcomings of the
BAMDP and present a closely related solution built from old ideas in Bayesian decision theory.

Over sixty years ago, DeGroot [1962] defined a generalization of entropy that applies to general
decision making problems, parameterized by a loss function ℓ and action-set A. “Hℓ,A-entropy” is
a measure of the information content of a probability distribution that is relevant for a particular
decision making problem. This captures the critical idea that uncertainty-reducing information is
valuable, but this uncertainty does not always affect the decision by an expectation-maximizing
agent. For example, in a game of blackjack—where a total over 21 busts—a player who is holding
15 and is told the next card is uniformly drawn between 7 and K needs no additional information
to make a decision (in this case, to stand) even though there is still uncertainty remaining in the
value of the card. Here, the Hℓ,A-entropy of the next card is zero although the Shannon entropy
would be ≈ 2. Recent work [Neiswanger et al., 2022] showed that the “Expected Hℓ,A-information
Gain” (EHIG) is a generalization of several acquisition strategies from BO. For example, under
straightforward choices for ℓ and A, choosing new data that maximizes the EHIG is equivalent to
expected improvement [Močkus, 1975] and knowledge gradient [Frazier et al., 2008]—two of the
most effective strategies for simple regret minimization in BO [Balandat et al., 2020].

In this chapter, we present an application of Hℓ,A-entropy to MDPs by presenting an exploration
strategy for sample-efficient RL that aims to maximize the EHIG. We show theoretically that under
our simple regret setting, solving this EHIG-MDP is the optimal way to explore, and that this
strategy can outperform the BAMDP solution by a substantial amount. To verify this, we compare
these two methods under an exact implementation on small tabular MDPs, and provide an empirical
confirmation of our theoretical results.

In order to apply our method to continuous and high-dimensional problems where a prior is
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much harder to specify, we borrow ideas from meta-learning to synthesize an effective prior. In
particular, by learning from many environments drawn from a distribution, an agent can learn this
distribution as a prior and infer against it. Inspired by previous work that uses meta-reinforcement
learning for a scalable approximation to the BAMDP [Zintgraf et al., 2020], we develop a meta-RL
method for approximately solving the EHIG-MDP. We demonstrate on four meta-RL tasks that
these methods perform similarly when the exploration task is simple, and that our proposed method
outperforms existing baselines when the required exploration behavior is more complex.

The full contributions of this chapter are as follows: (1) We show theoretically and empirically
how the BAMDP, long viewed as the gold standard in Bayesian RL, is suboptimal for our simple
regret setting. (2) Using methods from Bayesian decision theory involving generalized entropies, we
derive a Bayes-optimal exploration algorithm for this setting and empirically demonstrate its benefits
on an exact implementation with tabular MDPs. (3) Using techniques from meta-RL we develop
a scalable method for higher-dimensional continuous spaces, and show its strong performance
empirically against other Bayesian RL and meta-learning methods on multiple benchmark problems.

3.1 Related Work

Hℓ,A-Entropy Motivated by decision problems in optimal experimental design, past work on
Bayesian decision theory has proposed a general family of of decision-theoretic entropy functions
[DeGroot, 1962, Rao, 1984, Grünwald and Dawid, 2004], each parameterized by a problem-specific
loss function ℓ and action set A. Methods in this area have aimed to maximally reduce this entropy
for a model parameter, in order to carry out Bayes-optimal experimental design for different types
of decision problems. In order to distinguish these entropy functions from the well-known Shannon
entropy (which is a special case of this family), previous works have used the notation Hℓ,A-entropy
which we also adopt in this paper.

In recent years, this family of Hℓ,A-entropy functions has been applied to estimating divergences
between distributions [Zhao et al., 2021], and in Bayesian optimization [Neiswanger et al., 2022]. In
the latter case, the Hℓ,A-entropy is used to define an expected information gain acquisition function
for BO, in which new data is collected that maximally reduces the Hℓ,A-entropy, in expectation.
By varying the loss and action set, this family can recover many common acquisition functions,
including expected improvement [Močkus, 1975], entropy search [Villemonteix et al., 2009, Hennig
and Schuler, 2012], and knowledge gradient [Frazier et al., 2008]. In this paper, we substantially
extend the use of Hℓ,A-entropy to the MDP setting. In particular, our action under this framework
is a choice of test-time policy and our loss is the negative expected return. In order to explore
optimally, we combine the original ideas from DeGroot [1962] for multistep exploration with the
expected MDP dynamics.

Meta-Reinforcement Learning As it is difficult to specify an accurate and tractable prior for
high-dimensional and complex environments, a typical approach is to learn the distribution of
possible MDPs by executing actions on many MDPs sampled from some distribution—in other
words, to carry out meta-reinforcement learning.

One of the foundational methods, model agnostic meta-learning (MAML) [Finn et al., 2017],
considers any model, parameterized by θ, trained to optimize for few-shot performance over a family
of tasks. The gradient descent step for θ seeks to minimize total loss incurred by the model over a
set of sampled tasks on a “look-forward” basis—as if the model has taken a single-task gradient
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Figure 3.1: Left: An illustration of the X Games Snowboard MDP. If the Triple Cork trick is chosen, there
is uncertainty about which action leads to landing or failing the trick. Right: Illustration of suboptimal
exploration under the BAMDP, which aims to maximize cumulative return (even during training episodes),
and improved exploration under the EHIG-MDP, which aims to maximize simple return (only during the
competition episode).

descent step to θi. This is a classical way of doing meta-learning and unfortunately suffers from low
sample efficiency.

Another method, RL2, [Duan et al., 2016] constructs the learning process over a sequence of
trials, each with a finite number of episodes of a task randomly drawn from a known task distribution.
The policy model is fed the standard state, action, reward triple along with a termination flag
signifying the end of a trial, and it’s trained to optimize the rewards over the entire trial (not just a
single episode). In this way, it pushes the model to optimize learning for a new task quickly within a
limited number of episodes.

A more sophisticated approach to meta-reinforcement learning is to cast the problem as a Bayes
Adaptive MDP [Duff, 2002], but this becomes computationally impossible for all but the smallest
scale problems. Previous methods to get around this, such as posterior sampling [Osband et al.,
2016b], often stray too far from Bayes optimal behavior. In VariBAD [Zintgraf et al., 2020], the
BAMDP is set up for meta-learning as a tractable approximate problem in two steps: (i) details
of an environment’s reward and transition functions are mapped to embeddings in latent space via
a learned model; (ii) the training objective for this model is also approximated by its evidence
lower-bound, which is much easier to compute. However, as we discuss in this paper, the BAMDP
solution attempts to trade off between exploration and exploitation. This can be suboptimal when
the primary goal is to find and deploy a good test policy.

3.2 Problem Setting
We consider the Bayesian RL setting where we have a distribution over MDPs ⟨S,A, T,R, p0, h⟩,
where S is the state space, A is the action space, T : S × A → P(S) is a stochastic transition
function, R : S ×A× S → R is a reward function, p0 ∈ P(S) is the initial state distribution, and
h ∈ N is the episode length. As we operate in the Bayesian setting, we assume that the transition
and reward function are distributed according to a prior belief b0 = p(R, T ) in a belief space B.

We assume that the agent can perform inference and maintain beliefs bτ:t = P (R, T | τ:t), which
correspond to the posterior MDP given the agent’s experience τ:t = {(s0, a0, s′0, r0), . . . , (st, at, s′t, rt)}.
The agent collects experience by exploring for H timesteps in episodes of length h. A Bayesian
agent in this setting is specified by two policies: an exploration policy πx : S × B → A and an
exploitation (test) policy πe : S × B → A. The aim of an agent is to maximize the performance of
the exploitation policy when passed the belief obtained by executing the exploration policy on an
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environment sampled from the prior. Formally, the goal is to maximize the simple return

J(πx, πe) = ER,T∼b0

[
Eτ:H |R,T,πx

[JR,T (πe(·, bτ:H ))]
]

(3.1)

where trajectories τ:H are generated inductively by τ:t = {(st, at, s′t, rt)}∪τ:t−1, τ:0 = ∅, st = s′t−1

(or st ∼ p0 if t is a multiple of h), at = πx(st, bτ :t−1), s′t ∼ T (st, at), rt = R(st, at, s
′
t), and

JR,T (π) = Es0∼p0, τh|π,R,T,s0

[
h−1∑
t=0

rt

]
, (3.2)

where τh is a h-step trajectory induced by the policy π and an initial state s0, under a given (R, T ),
and rt = R(st, at, st+1) is the reward collected at time step t. We also refer to the simple regret of
πx, πe to mean the exploration-aware optimality gap: maxπ1,π2 J(π1, π2)− J(πx, πe). Finally, we
refer to the cumulative return as the rewards obtained by the exploration policy over the course of
exploration. It is important to note that in this setup, no inference is performed at test time—in other
words, the test policy given the final belief state from exploration is Markovian.

Intuitively, we want an exploration policy that finds a belief such that the test policy has the
information it needs to perform well on expectation. In this work we note that, given a test-time
belief b, there exists an optimal exploitation policy π∗

e(·, b) = maxπ:S→A ER,T∼b [JR,T (π)] that
achieves an expected return equal to the Bayes return, BR(b) = ER,T∼b [JR,T (π

∗
e(· | b)]. Therefore,

the primary problem addressed in this paper is finding an exploration policy πx that reliably leads to
a belief with high Bayes return. Another important characteristic of objective (3.1) to note is that it
doesn’t directly involve the optimal policies for any particular R and T—it rather involves the limits
of the knowledge of an agent, given a prior distribution over MDPs and the ability to execute H
consecutive actions.

3.3 Bayes-Adaptive MDPs are ‘Fearful’
The Bayes-adaptive MDP is typically viewed as the optimal solution to a Bayesian RL problem
given unlimited computation. In this section, we define the BAMDP and discuss why it fails in
simple-regret settings where we have a practice or training regime, and give a theoretical statement
characterizing these failures. In the BAMDP, the belief state is modeled as evolving alongside the
environment state and the dynamics of the transition model are those consistent with the updated
posterior belief. In particular, the BAMDP is constructed by considering hyperstates s+t ∈ S+ =
st, bτ:t−1 ∈ S × B that evolve according to dynamics T+(s+t , at) = ET∼bτ:t−1

[T (st, at)] δ(bτ:t),

and rewards R+(s+t , at, s
′+
t ) = ER∼bτ:t−1

[R(st, at, a
′
t)]. This augmented MDP is a well-formed

MDP, albeit exponentially large (O(H|S|H) for a generic Dirichlet-Multinomial prior), which in
finite settings can be solved exactly using methods like policy iteration [Sutton and Barto, 1998].

Specifically, the exploration policy πb
x for the BAMDP agent is the one that solves the BAMDP

over H timesteps. Intuitively, the optimal policy in the BAMDP will maximize the rewards expected
over the exploration budget of the agent. This is often the desired behavior, but in a simple regret
setting this can lead to pathologies. For example, if an agent needs to take a risky decision one time
in order to know the correct action, it may simply avoid the risk so as to avoid the probability of
a bad outcome. In general, when the goal is to identify a good policy with a limited number of
samples, we will show that the BAMDP strategy is suboptimal.

Consider the following toy example depicted in Figure 3.1: an agent is a snowboarder training
for the X Games. On each run, it can either attempt the Triple Cork (a big trick) or a Frontside 180

30



(a small trick). The big trick is potentially much more valuable, but, if it is chosen, the agent is
unsure which action (1 or 2) will lead to the large reward. If the agent chooses the wrong action,
it will fail to complete the trick, which incurs a large negative reward. A BAMDP agent given an
exploration budget of one episode prior to test time will choose the Frontside 180 twice as this
leads to a higher expected return over a window of 2 episodes (i.e., one for training, and one for
the X Games competition). Clearly, an optimal agent will attempt the Triple Cork in practice, find
out which action leads to the large reward, and execute the correct action on the Triple Cork at
the X Games. This conservatism is in fact an essential component of the BAMDP which makes it
unsuitable for the Bayesian simple regret setting, a fact that we capture in the following theorem.
Theorem 1. For every number of states |S| ≥ 7, exploration budget H > |S| − 2 and ϵ > 0 there
exists a distribution over MDPs with |S| states with rewards bounded in [0, 1] such that

max
πx

J(πx, π̂N )− J(πb
x, π̂N ) ≥ 1

2⌊ H
|S|−2⌋

− ϵ.

Note that the optimality gap we are lower bounding here is between the BAMDP exploration
policy and the best possible exploration policy given the true prior and a particular budget, not that
between the BAMDP policy and the optimal policy for an MDP. We would ideally see no regret at
all in this comparison and in fact achieve this through our algorithm in the following section. Of
course, over a long horizon of data acquisition, the lower bound on simple regret will approach zero,
but in many settings where sample efficiency is paramount these asymptotic equivalences are not
helpful.

The proof of this theorem is in Section B.1.1. At a high level, we prove this by making the
notion of the X Games problem precise and showing that the Q values of the BAMDP policy will
force it to be conservative. The solution to this pathology of the BAMDP policy in the simple regret
setting is to adjust the reward function. As it turns out, the correct reward function can be derived
from the notion of the expected H-information gain.

3.4 Fearless RL Through Hℓ,A-Information

In order to generally solve the problems with the BAMDP, we take a step back and consider a
generic Bayesian decision making problem. Say we have a prior distribution b0 over functions
f : X → Y , an action space A, and a loss function ℓ : (X → Y)× A→ R. In general, the goal is
to acquire data that allows us to find an action a ∈ A that minimizes ℓ(f, a) for the true function f ,
which is a draw from our prior. Assuming no further data can be collected and the current belief
is b, a Bayesian agent would prefer the Bayes action, argmina∈A Ef∼b [ℓ(f, a)] which achieves on
expectation the Bayes Risk. As initially described in DeGroot [1962], the Bayes Risk can be viewed
as a generalized kind of entropy—the usual Shannon entropy is a special case (if A = P (X → Y)
and ℓ(f, a) = − log a(f), see Neiswanger et al. [2022] for details) and many important properties
of entropy (such as concavity and monotonic decrease as observations are made) are preserved
for other settings of ℓ and A. Suppose now that the agent is capable of making an observation
yx of the function value at a point x ∈ X of its choosing. From that observation, the agent can
infer an updated belief b′ = p(f | b, yx). As established in these prior works, an agent would be
well-justified in choosing to observe the point that maximizes the expected Hℓ,A-information gain
(EHIG), or equivalently, the point that maximally improves the Bayes risk. This can be written

EHIGℓ,A(x | b) = min
a∈A

Ef∼b [ℓ(f, a)]− Eyx∼p(yx|b)

[
min
a∈A

Ef∼b′ [ℓ(f, a)]

]
. (3.3)
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Per DeGroot [1962], this quantity is nonnegative and directly captures the expected improvement
in the decision problem of interest. It can also be extended to address additional observations. In
the following section, we give an application of this general decision making objective to Bayesian
MDPs under the simple regret setting.

3.4.1 EHIG for MDPs

Suppose we are operating in the Bayesian RL setting presented in Section 3.2. What Bayesian
decision problem might this be? Ultimately, the decision to be made is a choice of policy for
the evaluation given the eventual belief. This decision will be evaluated on the expected return
of the policy choice. Put more formally, in our Bayesian decision problem, A is the set of all
policies π : S → A, f is the Cartesian product of functions R and T , and ℓ(R, T, π) = −JR,T (π).
Put in simple language, the Bayes risk here is the negative Bayes return from Section 3.2. The
H-information is measured by the improvement in the Bayes return as data are acquired from the
MDP.

In our simple regret setting, the goal is to take actions such that the eventual Bayes return is
large. With that in mind, we can construct an exploration MDP that takes into account both the
posterior dynamics of the MDP as well as the evolution of the belief as observations are made. This
will be similar to the BAMDP but instead will focus on the Bayes return of the test policy. We note
that this EHIG-MDP has the same state space, action space, and dynamics as the BAMDP. This is
the natural way to represent the multistep inference required for optimal exploration in our setting.

Since the Hℓ,A-information is equal to the negative Bayes return of the belief, and the initial
Bayes return is a constant, the Hℓ,A-information gain from exploration will be a constant offset
from the Bayes return of the final belief. Given this, in the EHIG-MDP, all rewards are zero with
the exception of the final timestep. For this final timestep, the reward will simply be the Bayes
return of the final belief; i.e., for the state s+ = [s; b] that the policy transitions to at the Hth
step, the reward is BR(b). This MDP encourages a Bayesian agent to maximize the joint expected
Hℓ,A-information gain of all observations during exploration. The EHIG-maximizing policy πh
that solves the EHIG-MDP has the desirable property that it is optimal according to objective (3.1).
We can formalize this intuition with the following theorem, showing that the EHIG-MDP rectifies
the problems with the BAMDP.
Theorem 2. For all distributions over MDPs b0 and exploration budgets H , J(πh, π̂N ) = maxπx J(πx, π̂N ).

The proof of this theorem is in Section B.1.2. At a high level we prove this result via induction
on the Qπh

H function through time and show that for any number of remaining timesteps, executing
πh will maximize the eventual test-time Bayes return.

3.4.2 Exactly Solving the EHIG-MDP in Tabular Cases
As we present in Algorithm 4, the overall process of exploration is simple. We compute or
approximate the EHIG policy πh and we execute it on the environment while performing (possibly
approximate) inference at every step. At test time we execute or approximate the Bayes policy given
the up-to-date belief. In this section we discuss the exact algorithm, which we empirically investigate
on a pair of distributions over finite MDPs that highlight the advantages of EHIG-based exploration.
When operating in a tabular setting, we can exactly compute the quantities involved in our EHIG-
MDP in order to explore optimally. However, this ends up being extremely computationally costly.
This method in its exact form is only practical to use on small finite MDPs as the computational
complexity makes even dozens of states or timesteps difficult to contemplate.
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In particular, we represent a table of size O(H|S|H) for each state-belief pair possible in the
problem. We then can compute the Bayes return for every terminal belief (attainable after making
H observations) by performing policy iteration [Sutton and Barto, 1998] on the MDP implied by
the posterior predictive distribution [Ghavamzadeh et al., 2016]. From these Bayes returns and the
(known) dynamics of the EHIG-MDP, we can again use policy iteration to find the EHIG policy πh.
For the uncorrelated Dirichlet priors typically used in the tabular setting this will incur no error in
computing returns.

3.4.3 Empirical Performance of the Exact EHIG Policy

In order to investigate empirically the conclusions of Theorems 1 and 2, we implemented the exact
EHIG-MDP and the BAMDP algorithms and applied them to a pair of small tabular MDP priors.
Due to the heavy computational requirements of the exact implementation we implemented these
methods in Julia1 to take advantage of compilation and effective multithreading. In particular, we
explicitly represent the belief MDP and its value functions through large matrices and apply a
combinatorial indexing scheme to map rows of these matrices to particular states in the belief MDP.
We give details on this setup in Section B.2.

We execute the exact BAMDP and EHIG-MDP agents on two tabular distributions over envi-
ronments LavaRun and SkateTrick depicted in Figure 3.2 for five timesteps of exploration. Both of
these environments are accompanied by Dirichlet-Multinomial conjugate priors which provide a
distribution over the correct reward and dynamics with some uncertainty that requires exploration
to resolve. We evaluate the agents on the two environments supported by the belief distribution,
where a different action corresponds to each arrow on the graph and we plot the returns achieved
over varying exploration budgets. In both of these environments, there is a single bit of information
needed in order to be able to reliably achieve the highest returns. However there is some cost
associated with finding that information, which dissuades the BAMDP policy from finding it. In the
SkateTrick environments, the BAMDP agent chooses the conservative choice of the left branch in
order to avoid the uncertainty in the right branch, even though the return achievable by making the
correct decision is much greater. In the LavaRun environments there are two paths to an uncertain
decision with negative expected value; the BAMDP agent takes the longer path and even suffers the
negative reward in state 2 in order to avoid the difficult decision at state 4. This can be seen in the
fact that the BAMDP agent requires more exploration to solve the MDP.

Algorithm 4 Exploration via the EHIG-MDP

Inputs: Prior belief b0, exploration budget H .
Initialize b← b0, τ0 = ∅.
Compute πh for b and H . ▷ Compute the EHIG-maximizing policy πh
for t ∈ [1, . . . ,H] do

Let at = πh(st, b). ▷ Choose an action according to πh
Observe s′t ∼ T (st, at) and rt ∼ R(st, at, s

′
t). ▷ Take a step in the environment

Let τt = {(st, at, s′t, rt)} ∪ τt−1, b = bτt . ▷ Update the experience and beliefs
end for
return π̂N (·, b). ▷ Return the optimal exploitation policy

1https://julialang.org/
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Figure 3.2: We plot the simple return of agents with BAMDP and EHIG exploration policies (exact
implementations without approximation) on two tabular MDP distributions. In the LavaRun environment, the
BAMDP agent fails to solve the problem with horizon 3 because it is unwilling to ‘cross lava’ in order to
obtain the necessary solution. In the SkateTrick environment, even with a 5 step horizon, the BAMDP agent
is not willing to try the dangerous trick in order to learn how to ‘land it’ at test time.

3.5 Scalable Approximation of the EHIG-MDP

In order to apply this EHIG strategy to MDPs of interest for many applications, we must be able to
scale these methods to problems with continuous and even high-dimensional state and action spaces
by approximating the various inference and policy optimization components of the EHIG-MDP
algorithm. At a high level, an EHIG agent needs to be able to approximately infer the current belief
bτ :t after observing a trajectory τ taken from a particular T,R ∼ b0. It then needs to estimate two
different policies: the EHIG policy πh and the Bayes policy π̂N that is able to perform optimally
given a particular belief. As with the finite setting, we take inspiration from the BAMDP in order to
design an implementation capable of satisfying these conditions.

For larger MDPs it is in general difficult to specify a quality prior for which inference is tractable
Fortuin [2022], Mehta et al. [2022b]. In order to have some source of data from which to learn the
prior distribution of possible MDPs, we use a Bayesian formulation of meta-learning, following
Zintgraf et al. [2020], for our continuous methods and experiments. In this setting, the agent is
able to collect trajectories from environments drawn from b0, in order to estimate beliefs over the
reward and transition functions. During this meta-training phase, the agent executes actions and
observes transitions and rewards with which to update its parameters for inference and decision
making. At meta-test time, a new environment is drawn from the prior and the agent executes H
actions while performing inference, and is then evaluated on the performance of its estimate of the
best policy given its current belief. At test time, this setting is identical to the one discussed above
where policies and beliefs can be exactly calculated, in that there is a short exploration phase of
H timesteps on a new environment prior to the estimated best Markovian policy being evaluated.
However, for continuous spaces we require the meta-training phase in order to learn to explore and
solve environments drawn from this distribution.

As discussed in Section 3.1, Zintgraf et al. [2020] introduced many of these ideas with the
VariBAD method. In this work, we modify the VariBAD approach so that it optimizes the EHIG
objective. As in VariBAD, we assume a normal prior on a latent variable m ∼ N (0, I) that is fed
into a multiheaded decoder with heads s′t ∼ pTθ (m, st, at) and r ∼ pRθ (m, st, at, s

′
t) and use a GRU

[Chung et al., 2014] based encoder qϕ(τ) that produces a variational belief b parameterizing the
posterior p(m | b) given a trajectory. The encoder is trained via maximization of the ELBO lower
bound on the likelihood as in Kingma and Welling [2013]. In the VariBAD method, the policy
is trained via PPO to maximize the discounted future returns over the course of exploration and
inference.
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Figure 3.3: Architecture for scalable EHIG-MDP.
During a particular meta-RL trial, the recurrent encoder
q processes all previous training data into an up-to-
date belief state bt, which is passed to the policy π
at train time, along with the current MDP state and
the number of exploration timesteps remaining. After
H timesteps of exploration have elapsed, the belief
state is frozen and passed to the policy along with the
MDP state and 0 (denoting the exploration remaining).
The rewards used for policy optimization are masked
for data collected during training but not for test-time
data, though they are always visible to the encoder and
decoder. Our decoder and encoder architecture builds
on Zintgraf et al. [2020].

As we aim to address the simple regret setting with a reflex policy at test time, we only perform
inference during the exploration phase. In order to accomplish the EHIG objective, we train the
policy using PPO [Schulman et al., 2017] with a concatenated trajectory of exploration and test
data with the exploration rewards masked. In order to make the state space Markovian given this
change, we augment the state space with the number of remaining exploration timesteps counting
down from H to 0. We write this as πθ(s, b, t) for notational convenience. We illustrate our full
architecture in Figure 3.3.

This addition breaks the policy into essentially two functions: at test time (with t = 0) the
policy is passed the current state and a constant belief vector, and aims to maximize the returns of
the trajectory as is typical in PPO; while during exploration (with t > 0) the policy is incentivized
to find belief states b that will lead to good performance at test time. This can be easily seen
by considering the value function of πθ. As there are no rewards observed by πθ for t > 0, the
value function of the policy must depend on the expected returns after the exploration expires.
Since the first state of the test trajectory is sampled from p0, the final state of exploration will
not matter. Concretely, V (s, b, 1) = Es′,a,r|s,b,πh

[BR({(s, a, r, s′)} ∪ b)], exactly as desired for a
policy maximizing EHIG.

3.5.1 Experiments Using the EHIG Approximation

We execute the scalable approximation to the EHIG-MDP method on four meta-reinforcement
learning environments alongside three baselines in order to evaluate its performance on continuous
environments. Here we set H to be one episode. We executed all policies on meta-training episodes
consisting of one exploration and one test episode. At meta-test time we also execute one exploration
episode each across sixteen environment samples. After the exploration episode, we evaluate the
performance of the Markovian test-time policy from each method by executing it for 10 episodes and
averaging the performance. As meta-training progresses, we evaluated the policy with a meta-test
trial every 16,000 frames of experience. We provide additional details on experiments in Section B.3.

Environments We run our meta-RL algorithms on four environments: HalfCheetahVel, Sparse-
Point, LavaPoint, and BetaLimit. These are designed to test various aspects of exploration in
meta-RL. HalfCheetahVel and SparsePoint were borrowed from Zintgraf et al. [2020]. In particular,
HalfCheetahVel is the standard HalfCheetah task from Brockman et al. [2016] but with a reward
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Figure 3.4: Simple returns of each meta-learning method over the course of meta-training. At each evaluation,
we plot the mean performance over 16 environment samples and 10 evaluation episodes of the test policy after
one exploration episode in each environment, and smooth using a moving average. We shade error regions
corresponding to the standard deviation of our return estimates over 5 random seeds.

function that penalizes the difference between the current velocity and a target velocity that is
uniformly sampled for each MDP sample. SparsePoint is a 2d position control problem with sparse
rewards where an agent is only rewarded in the immediate vicinity of the goal, which is randomly
sampled from a semicircle in the domain. LavaPoint is similar to SparsePoint, except that a portion
of the domain is ‘lava’ which severely penalizes the agent for entering it. BetaLimit is a nuclear
fusion environment similar to those used in Mehta et al. [2022a] in which the ‘β-limit’ varies across
episodes. β is a figure of plasma performance often used nuclear fusion. However an overly high β
can lead to instabilities and plasma disruptions. The maximal achievable β on a particular reactor
may vary between days or even shots based on factors about the machine that may or may not be
observable. In this environment, the agent aims to maximize β by controlling simulated plasma
actuators while not exceeding a randomly sampled β-limit for which it is penalized.

Baselines Besides the EHIG method, we compare against five other baselines. The most closely
related baseline is VariBAD [Zintgraf et al., 2020], which as discussed uses a similar inference
and policy optimization framework to approximate the BAMDP policy. We also compare against
RL2, a foundational meta-RL algorithm that uses a recurrent neural network to represent the policy
for a particular meta-RL trial and updates the weights using the TRPO algorithm [Schulman et al.,
2015]. Due to its high computational cost, we were not able to run RL2 for as many frames of
experience as other methods. We additionally compare against MetaCURE [Zhang et al., 2021],
which uses an exploration policy that maximizes mutual information between the trajectory and the
observed task to efficiently explore and a similar test policy to ours. Another baseline we include
is PEARL [Rakelly et al., 2019], which uses a similar variational model for task inference and
conducts approximate posterior (Thompson) sampling for exploration. Finally, we compare against
a task-agnostic implementation of PPO [Schulman et al., 2017] in order to ascertain whether our
meta-RL methods are doing anything more sophisticated than simply attempting to learn a generally
good policy.

Results We observe in Figure 3.4 that the EHIG-MDP policy generally performs well across
our environments. For the HalfCheetahVel problem where the exploration is extremely simple (a
subtraction suffices), all the meta-learning methods are able to quickly and effectively solve the
problem. For the SparsePoint environment, there is general difficulty in solving the environment but
we see that the most effective exploration is through the EHIG-MDP method and the MetaCURE
method which explicitly gathers information about the task during exploration. This is also true
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for the LavaPoint environment, where VariBAD performs poorly. As this environment is similar
to the LavaRun environment in Section 3.4.3, it is unsurprising that this method is stymied here.
MetaCURE also fails here—we imagine that this could be due to the Shannon information over
the task identification being less robust than H-information, and warrants further study. The RL2

method also shows unstable performance on the LavaPoint environment, which may be due to
the stark differences in reward inside and outside of the lava region. Finally, on the BetaLimit
environment, we see that EHIG and VariBAD are both best able to handle the exploration and policy
learning to achieve a relatively high β value while remaining relatively stable and avoiding going
over the β limit.

In general, we see these results as encouraging that even when approximated, the EHIG-MDP
is able to explore efficiently and perform well in the simple regret setting. We include additional
information on experiments in Appendix Section B.3.
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4 | Efficiently identifying the value func-
tion implies sample-efficient decision
making

Often, applications of reinforcement learning require algorithms that are capable of learning and
planning in large state spaces. Many existing approaches require a large amount of training data to
obtain good policies, and efficient active exploration in large state spaces is still an open problem.
Moreover, when deploying policies trained on simulators in real-world applications, a crucial
requirement is that the policy performs well in any state that it might encounter. In particular, at
training time, the learning approach has to sufficiently explore the state space. This is of particular
importance when at test time, the controller must be deployed in real-world settings where a
guarantee on policy performance would provide confidence.

In this chapter, we first formally study the active RL setting. Our objective is to learn a
near-optimal policy by actively querying the simulator with a state-action pair chosen by the
learning algorithm. Our method queries the state where uncertainty about the value function is
maximized. We prove that this method identifies a near-optimal policy efficiently and empirically
validate the performance of our algorithm in both the MDP and contextual BO settings, where it
outperforms a set of strong baseline methods in returns after a small number of samples. Inspired by
previous works, we make a structural assumption in the kernel setting, which states that the Bellman
operator maps any bounded value function to one with a bounded reproducing kernel Hilbert space
(RKHS) norm. In particular, this assumption implies that the reward and the optimal Q-function
can be represented by an RKHS function. We propose a novel approach based on least-squares
value iteration (LSVI). The algorithm is designed to actively explore uncertain states based on the
uncertainty in the Q-estimates, and makes use of optimism for action selection and pessimism for
estimating a near-optimal policy.

Next, we extend the selection rule of this method to the dueling contextual bandit setting by
incorporating ideas from Xu et al. [2020], where feedback is only available as a comparison between
two chosen actions. We are able to recover similar theoretical guarantees and demonstrate that they
hold in a synthetic setting.

Contributions We propose a novel kernelized algorithm for best policy identification in re-
inforcement learning with a generative model. Our sampling strategy actively explores (i) states for
which the best action is the most uncertain and (ii) the corresponding “optimistic” actions. We prove
sample complexity guarantees for finding an ϵ-optimal policy uniformly over any given initial state.
Our bounds scale with the maximum information gain of the corresponding reproducing kernel
Hilbert space but do not explicitly scale with the number of states or actions. When specialized to the
offline contextual Bayesian optimization (BO) setting [Char et al., 2019], we improve upon sample
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complexity guarantees from prior work. Finally, we include experimental evaluations on several RL
and BO benchmark tasks. The former of these includes one of the first empirical evaluations of the
model-free optimistic value iteration algorithms with function approximation [Yang et al., 2020].

4.1 Related Work

Reinforcement learning with function approximation dates back to at least [Bellman et al., 1963,
Daniel, 1976, Schweitzer and Seidmann, 1985]. A majority of work is in the online setting where the
learning agent interacts with the environment while (typically) minimizing regret. Upper confidence
bound algorithms, originally developed in the bandit setting [Lattimore and Szepesvári, 2020]
(also, frequently used in the related setting of best-arm identification, e.g., [Gabillon et al., 2011,
Kalyanakrishnan et al., 2012, Soare et al., 2014]) , have been successfully applied to tabular Markov
decision processes (MDPs) [Auer and Ortner, 2006, Auer et al., 2008], and extended to RL with
function approximation. Jin et al. [2020] propose the LSVI-UCB algorithm in the linear MDP
setting that achieves a near-optimal regret bound. Yang et al. [2020], Domingues et al. [2021] extend
this work to the non-linear function approximation setting. These works are closely related to ours
in that we make use of LSVI and confidence bounds for the Q-function in the kernelized setting.
Unlike previous works, we consider the generative model setting and derive bounds on the sample
complexity that hold uniformly over the initial state. There are many more alternative parametric
models that admit sample efficient algorithms [e.g., Ayoub et al., 2020, Zhou et al., 2021, Du et al.,
2021, Zanette et al., 2020, Liu and Su, 2022].

In the generative model setting, the learner has access to a simulator that for any given state-
action pair returns a next-state sample from the transition kernel. This provides additional flexibility
to obtain data from states that are otherwise hard to reach in the environment. For the tabular
case, matching upper and lower bounds are shown by Azar et al. [2012, 2013]. In the generative
model setting with function approximation, Lattimore et al. [2020] show that policy iteration can
be used to compute a near-optimal policy given features such that the Q-function of any policy
can be approximated by a linear function. Their algorithm uses a D-experimental design to roll
out policies from a sufficiently diverse set of states. The POLITEX algorithm [Abbasi-Yadkori
et al., 2019, Szepesvári, 2022] can be used in lieu of policy iteration and leads to tighter bounds on
the approximation error. A similar approach based on LSVI is analyzed by Agarwal et al. [2019,
Chapter 3].

An important special case of the MDP setting is the contextual bandit setting. When combined
with linear function approximation, this recovers the contextual linear bandit setting [Abbasi-Yadkori
et al., 2011], and contextual Bayesian optimization when using kernel features [Srinivas et al., 2009,
Krause and Ong, 2011]. Various works consider the case where the learner has control over the
choice of context during training time. Char et al. [2019] propose a variant based on Thompson
sampling. Pearce and Branke [2018], Pearce et al. [2020] also propose variants that leverage ideas
from the knowledge gradient [Frazier et al., 2008]. The latter works lack theoretical guarantees, while
our result (from section 4.5) improves upon the sample complexity guarantee of Char et al. [2019].
The approach by Kirschner et al. [2020] for the distributionally robust setting can be specialized
to our setting, in which case they recover similar bounds but only for a fixed context distribution.
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4.2 Problem Setting for AE-LSVI analysis

We consider a time-varying episodic MDP
(
S,A, H, (Th)h∈[H], (rh)h∈[H]

)
with state space S,

action space A, horizon H ∈ N, Markov transition kernel (Th)h∈[H] and deterministic reward
functions (rh : S × A → [0, 1])h∈[H]. In particular, for each h ∈ [H], we let Th(s, a) denote the
probability transition kernel when action a is taken at state s ∈ S in step h ∈ [H]. A policy consists
of H functions π = (πh)h∈[H] where for all h ∈ [H], πh(·|s) is a probability distribution over the
action set A. In particular, πh(a|s) is the probability that the agent takes action a in state s at step h.

We assume the active access model, in which the agent interacts with the environment in the
following way: Let N denote the number of episodes and H the horizon, i.e., the number of steps
in each episode. Then for each t ∈ [N ], h ∈ [H], the agent chooses sth ∈ S, ath ∈ A, obtains the
reward rh(s

t
h, a

t
h) and observes the new state s′h,t ∼ Th(s

t
h, a

t
h).

The goal is to find an ϵ-optimal policy while minimizing the number of necessary episodes N .
More precisely, for a fixed precision ϵ > 0 and horizon H ∈ N, the goal of the learner is to output a
policy π̂N after a suitable number of episodes N > 0 such that ∥V ∗

1 − V π̂N
1 ∥ℓ∞(S) ≤ ϵ.

Finally, we also recall the Bellman equation that is associated to some policy π:

V π
H+1 = 0, Qπ

h(s, a) = rh(s, a) + Es′∼Th(·|s,a)[V
π
h+1(s

′)], V π
h (s) = Ea∼πh(a|s)[Q

π
h(s, a)],

(4.1)
and the Bellman optimality equation:

V ∗
H+1 = 0, Q∗

h(s, a) = rh(s, a) + Es′∼Th(·|s,a)[V
∗
h+1(s

′)], V ∗
h (s) = max

a∈A
Q∗

h(s, a). (4.2)

It follows that the optimal policy π∗ is the greedy policy with respect to {Q∗
h}h∈[H], a property that

is going to be useful later on when defining our active exploration strategy. We use the reproducing
kernel Hilbert space (RKHS) function class to represent functions such as the reward functions
{rh}h∈[H] and the optimal Q-functions {Q∗

h}h∈[H] (see the formal statement in Assumption 1).
In particular, we consider a space of well-behaved functions defined on X = S × A, where H
denotes an RKHS defined on X induced by some continuous, positive definite kernel function
k : X × X → R. We also assume that (i) X ⊂ Rd is a compact set, (ii) the kernel function is
bounded k(x, x′) ≤ 1 for all x, x′ ∈ X , and (iii) every f ∈ H has a bounded RKHS norm, i.e.,
∥f∥H ≤ BQH for some fixed positive constant BQ > 0.

4.3 AE-LSVI Algorithm

Our algorithm runs in episodes t ∈ [N ] of horizon H . As in the kernel least-squares value iteration
[Yang et al., 2020], at the beginning of every episode t, it solves a sequence of kernel ridge regression
problems based on the data obtained in the previous t−1 episodes to obtain value function estimates
{Q̂t

h}Hh=1:

Q̂t
h ∈ argminf∈H

{ t−1∑
i=1

(
rh(s

i
h, a

i
h) + V t

h+1(s
′
h,i)− f(sih, a

i
h)
)2

+ λ∥f∥2H
}
, (4.3)

where λ is the regularization parameter. Recalling that x ∈ X := S ×A, the solution of the problem
in (4.3) can be written in closed form as follows:

Q̂t
h(x) := kth(x)

T (Kt
h + λI)−1Y t

h , (4.4)
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where kth(x) ∈ Rt−1, the kernel matrix Kt
h ∈ R(t−1)×(t−1) and observations Y t

h ∈ Rt−1 are given
as follows:

kth(x) := [k(x1h, x), . . . , k(x
t−1
h , x)], Kt

h :=
[
k(xih, x

i′
h)
]
i,i′∈[t−1]

, [Y t
h ]i := rh(s

i
h, a

i
h)+V t

h+1(s
′
h,i).

Next, we can also compute the uncertainty function σt
h(·, ·) in the closed form:

σt
h(s, a) =

1
λ1/2

(
k(x, x)− kth(x)

T (Kt
h + λI)−1kth(x)

)1/2
. (4.5)

We recall that each reward function is bounded in [0, 1]. We use [ · ]H−h+1
0 to denote the truncation

to the interval [0, H − h+ 1] and we define the optimistic Q
t
h and pessimistic Qt

h value estimates
(i.e., upper and lower confidence bound of Q∗

h; see lemma 1 and lemma 2):

Q
t
h(·, ·) :=

[
Q̂t

h(·, ·) + βσt
h(·, ·)

]H−h+1

0
, V

t
h(·) := max

a∈A
Q

t
h(·, a), (4.6)

Q̂t
h(·) := kth(·)T (Kt

h + λI)−1Y
t
h, [Y

t
h]i := rh(s

i
h, a

i
h) + V

t
h+1(s

′
h,i). (4.7)

Similarly, we have

Qt
h(·, ·) :=

[
Q̌t

h(·, ·)− βσt
h(·, ·)

]H−h+1

0
, V t

h(·) := max
a∈A

Qt
h(·, a), (4.8)

Q̌t
h(·) := kth(·)T (Kt

h + λI)−1Y t
h, [Y t

h]i := rh(s
i
h, a

i
h) + V t

h+1(s
′
h,i). (4.9)

Our proposed algorithm AE-LSVI is presented in algorithm 5. At each h, the algorithm uses
optimistic and pessimistic value estimates from (4.6) and (4.8) (computed based on the data collected
in previous episodes), and selects sth and ath as:

sth ∈ argmaxs∈S
[
max
a∈A

Q
t
h(s, a)−max

a∈A
Qt

h(s, a)
]
, (4.10)

ath ∈ argmaxa∈A Q
t
h(s

t
h, a). (4.11)

The main intuition behind the proposed sampling rules is as follows. Since the optimal policy π∗ is
the greedy policy with respect to {Q∗

h}h∈[H], we do not need to learn {Q∗
h}h∈[H] everywhere on

S × A. Hence, it is sufficient to focus on discovering the best actions for each state. Our active
exploration strategy is explicitly designed to focus on (i) states for which the best action is the most
uncertain (eq. (4.10)) and (ii) corresponding best “optimistic” actions (eq. (4.11)).

We use π̂N to denote the final reported policy returned by AE-LSVI (see 5). There are various
reasonable greedy-based choices for π̂N . The simplest one is to return π̂N,h(·) = argmaxa∈A Q̂N

h (·, a),
but in our theory and experiments, we focus on equating π̂N with the policy with the highest lower
confidence estimate Qt

h(s, a). Our sampling strategy combined with the proposed policy reporting
rule allows for discovering an ϵ-optimal policy uniformly over any given initial state as we formally
show in the next section.

4.4 Theoretical Results

We use the structural assumption for the kernel setting from Yang et al. [2020] which states that
the Bellman operator maps any bounded value function to a function with a bounded RKHS norm.
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Algorithm 5 AE-LSVI (Active Exploration with Least-Squares Value Iteration)

Require: kernel function k(·, ·), exploration parameter β > 0, regularizer λ ≥ 1
1: for t = 1, . . . , N do
2: for h ∈ {1, . . . ,H} do
3: Set Qt

H+1, Q
t
H+1 as the zero functions

4: for h = H, . . . , 1 do
5: Obtain Q

t
h and Qt

h from (4.6) and (4.8)
6: end for
7: Choose sth ∈ argmaxs∈S

[
maxa∈AQ

t
h(s, a)−maxa∈AQt

h(s, a)
]

8: Choose ath ∈ argmaxa∈AQ
t
h(s

t
h, a)

9: Observe the reward rh(s
t
h, a

t
h) and the next state s′h,t ∼ Th

(
· |sth, ath

)
10: end for
11: end for
12: Output the policy estimate π̂N such that π̂N,h(·) = argmaxa∈Amaxt∈[N ] Q

t
h(s, a)

Assumption 1. Let BQ > 0 be a fixed positive constant. Let k : (S × A)2 → R be a continuous
kernel function on a compact set S ×A ⊂ Rd such that supx,x′∈S×A k(x, x′) ≤ 1. We assume that
∥T ∗

h Q∥H ≤ BQH for all functions Q : S × A → [0, H] and all h ∈ [H], where T ∗
h denotes the

Bellman optimality operator, i.e.,

T ∗
h Q(s, a) = rh(s, a) + Es′∼Ph(·|s,a)

[
max
a′∈A

Q(s′, a′)
]
. (4.12)

Assumption 1 implies that for every h ∈ [H], both rh(·, ·) and Q∗
h(·, ·) are elements of the set

{f ∈ H : ∥f∥H ≤ BQH}. Conversely, a sufficient condition for Assumption 1 to be satisfied with
BQ = 2 is that {rh(·, ·), Th(s

′|·, ·)} ⊆ {f ∈ H : ∥f∥H ≤ 1} for all h ∈ [H] and s′ ∈ S [Yang
et al., 2020]. Moreover, only assuming Q∗

h ∈ H, ∥Q∗
h∥ ≤ BQH for all h ∈ [H] is not enough in

order to obtain sample size guarantees which are polynomial in H and d [Du et al., 2020].
The main quantity that characterizes the complexity of the RKHS function class in the kernelized

setting is the maximum information gain [Srinivas et al., 2009]

Γk(N,λ) := sup
D⊆S×A,|D|≤N

1
2 ln |I + λ−1KD,D|, (4.13)

where KD,D denotes the Gram matrix, | · | denotes the determinant, λ > 0 is a regularization
parameter, and the index k indicates the kernel. This quantity is known to be sublinear in N for
most of the popularly used kernels [Srinivas et al., 2009].

Further, we define the set of possible optimistic and pessimistic value functions

Q(N,h, b) =
{
Q(·, ·) =

[
Q̂(·, ·)± βσD(·, ·)

]H−h+1

0
:

Q̂ ∈ H, ∥Q̂∥H ≤ 2H
√
Γk(N,λ), β ∈ [0, b], D ⊆ S ×A, |D| ≤ N

}
, (4.14)

where b > 0 and σD(·, ·) is of the form (4.5) computed with a data set D ⊆ S × A, and denote
its ℓ∞-covering number as N∞(ϵ,N, h, b). 1 Our sample complexity bounds depend on bN > 0

1The results on bN hold despite Yang et al. [2020, Lemma D.1] being stated only in the case of the smaller class
obtained from only adding +βσD(·, ·) in the definition of Q(·, ·) in Q(N,h, b) in eq. (4.14).
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defined as the smallest number that satisfies the following inequality:

8Γk

(
N, N+1

N

)
+ 8 logN∞(H/N,N, h, bN ) + 16 log(2NH) + 22 + 2B2

Q

(
N+1
N

)
≤ (bN/H)2

(4.15)

For many kernel functions, bN has a sublinear dependence on N . For instance, bN = O(γH
√
log(γNH))

for bounded and continuously differentiable kernels with γ-finite spectrum and bN = O(H
√
NH log(N)1/γ)

for bounded and continuously differentiable kernels with γ-exponential decay. See [Yang et al.,
2020, Corollary 4.4] for more details.

We recall that the Bellman equation implies that Qt
h+1(·), Qt

h(·) are upper and lower confidence
bounds for Q∗

h for all h ∈ [H], respectively (see lemma 2), while the target functions of kernel ridge
regressions are T ∗

h Q
t
h+1(·) and T ∗

h Q
t
h+1(·). As a technical tool, we use the following concentration

result that follows from [Yang et al., 2020, Lemma 5.2].
Lemma 1. Consider the setup of Assumption 1, and Q

t
h+1(·), Qt

h(·) σt
h(·) from eqs. (4.5), (4.6)

and (4.8) computed with λ = 1 + 1/N and β = bN from eq. (4.15). Then with probability at least
1− (2N2H2)−1, the following holds for all t ∈ [N ], h ∈ [H] and all (s, a) ∈ S ×A:

0 ≤ Q
t
h(s, a)− T ∗

h Q
t
h+1(s, a) ≤ 2βσt

h(s, a), (4.16)

0 ≤ T ∗
h Q

t
h+1(s, a)−Qt

h(s, a) ≤ 2βσt
h(s, a). (4.17)

With the previous confidence lemma in place, we state our main theorem that characterizes the
sample complexity of AE-LSVI . The proof is given in appendix C.1.2.
Theorem 3. Consider the setting of Lemma 1 and let H ∈ N be a fixed horizon. When running
algorithm 5 for N episodes, then with probability at least 1− (2N2H2)−1, the best-policy estimate
π̂N (Algorithm 5, Line 12) satisfies:

∥V ∗
1 − V π̂N

1 ∥ℓ∞(S) ≤ 2
√
3βH(H + 1)

√
Γk(N,λ)

N . (4.18)

In other words, for a given fixed precision ϵ > 0, after N = O
(
β2H4Γk(N,λ)

ϵ2

)
episodes (or

O
(
β2H5Γk(N,λ)

ϵ2

)
samples) ∥V ∗

1 − V π̂N
1 ∥ℓ∞(S) ≤ ϵ holds with probability at least 1− (2N2H2)−1.

The obtained result is general since it holds for any kernel function that satisfies Assumption 1.
To obtain concrete kernel-dependent regret bounds it remains to specify the kernel and the bounds
for the corresponding maximum information gain in eq. (4.15). These are summarized in Yang et al.
[2020] for the most widely used kernels (see Assumption 4.3 and its discussion).

In the special case of linear kernels with the feature dimension d, our sample complexity
guarantee reduces to Õ(d

3H7

ϵ2
). Better bounds (in terms of d) for this special case are known

Õ(d
2H7

ϵ2
), see, e.g., Agarwal et al. [2019, Theorem 3.3]. These bounds are obtained by the LSVI

algorithm with D-optimal design. Unlike this algorithm, AE-LSVI uses optimism for active
exploration and such a performance gap is present even in the simpler linear bandit setting where
optimistic algorithms are known to attain worse sample complexity guarantees [Lattimore and
Szepesvári, 2020, Chapter 22]. The special case also includes the linear MDP setting, which
assumes linear reward functions and linear transition kernels. For linear MDPs it is possible to find
a policy π satisfying V1(s1) − V π

1 (s1) ≤ ϵ using Õ(d2H3/ϵ2) samples [Hu et al., 2022]; in our
setting of Assumption 1, such a policy π can be found using O(H5β2Γk(N,λ)/ϵ2) samples [Yang
et al., 2020]. Both results hold with at least a constant probability. However, they require that the
initial state s1 is fixed for all episodes. In contrast, the result of theorem 3 holds uniformly over the
entire state space.
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4.5 Application to Offline Contextual Bayesian Optimization

In this section, we specialize algorithm 5 to the offline contextual Bayesian optimization setting
[Char et al., 2019]. We show that in this setting the proposed active exploration scheme leads to new
sample complexity bounds that hold uniformly over the context space.

The offline contextual Bayesian optimization setting is similar to the one considered in Sec-
tion 4.2 when H = 1. In particular, instead of having H different functions to learn, we have a
single unknown objective Q∗ : S × A → R that we learn about (from noisy point evaluations).
Here, we refer to S as the context space, and assume that both S and A are compact sets. As before,
we use a shorthand notation X = S ×A. In each round t ∈ [T ], the learner chooses a context-action
pair (st, at) ∈ S ×A and observes yt = Q∗(st, at) + ηt (with independent sub-Gaussian noise). To
choose (st, at) at each round t, we make use of the same active exploration strategy from eqs. (4.10)
and (4.11). Our complete algorithm for the offline BO setting can be found in Appendix C.1.3 (see
algorithm 8).

We define Q̂t : S × A → R (and σt : S × A → R) similarly as Q̂t
h (resp. σt

h) from eq. (4.4)
(resp. eq. (4.5)) but with the modification of ignoring the index h and defining Yt := (yi)

t−1
i=1 ∈ Rt−1.

We further define the upper and lower confidence bounds for Q∗ as:

Q
t
(·, ·) = Q̂t(·, ·) + βtσ

t(·, ·), Qt(·, ·) = Q̂t(·, ·)− βtσ
t(·, ·). (4.19)

When Q∗ ∈ H and ∥Q∗∥H ≤ B correspond to some known kernel (such that k(x, x′) ≤ 1 for
all x, x′ ∈ X ), then (βt)t∈[T ] is a non-decreasing sequence of parameters that can be chosen
according to Abbasi-Yadkori [2012, Theorem 3.11] to yield valid confidence bounds. Similarly, in
case of Q∗ ∼ GPX (0, k) (Bayesian setting), we can utilize Gaussian Process confidence bounds
[Srinivas et al., 2009] and use the corresponding (βt)t∈[T ] sequence. In what follows, we assume
that (βt(δ))t∈[T ] is a non-decreasing sequence such that with probability at least 1− δ,

Qt(s, a) ≤ Q∗(s, a) ≤ Q
t
(s, a) (4.20)

holds for all t ∈ [N ] and (s, a) ∈ S ×A.
Corollary 1. Assume (βt(δ))t∈[T ] is set to satisfy eq. (4.20). Fix ϵ ∈ (0, 1) and run Algorithm 8 for

N ≥ 12β2
NΓk(N,λ)

ϵ2
(4.21)

rounds. Then, for every s ∈ S, the reported policy π̂N (·) computed as in Line 6 (Algorithm 8)
satisfies Q∗(s, π̂N (s)) ≥ maxa∈AQ∗(s, a)− ϵ with probability at least 1− δ.

We briefly compare the result obtained in corollary 1 with related results from the literature.
In the Bayesian setting, Char et al. [2019, Theorem 1] obtain a sample complexity that scales as
E[N ] = O

(
|S|3|A|Γk(N,λ)/ϵ2

)
in expectation for a given context distribution. In comparison, our

result obtained in eq. (4.21) holds in ℓ∞-norm over the context space (i.e., implies bounds for any
context distribution). When specialized to the finite set X = S ×A and when f ∼ GPX (0, k), the
result of corollary 1 holds with βN = O(log(|X |N2)) [Srinivas et al., 2009], which then results in
N = O

( log2(|X |N2)Γk(N,λ)
ϵ2

)
leading to a significant improvement for large discrete context spaces.

In the setting of distributionally robust Bayesian optimization (DRBO), Kirschner et al. [2020]
obtain a result with the same dependency as ours. However, their bound holds only for a fixed
contextual distribution and degenerates as a function of the distance between the training and test
distributions.
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4.6 Experiments
4.6.1 Reinforcement Learning Experiments
In the previous sections we presented the AE-LSVI algorithm, which provably identifies a near-
optimal policy in polynomial time given access to a generative model of the MDP dynamics. Here,
we test the AE-LSVI algorithm empirically, and additionally provide one of the first empirical
evaluation of the LSVI-UCB method from Yang et al. [2020] on standard benchmarks. We evaluate
AE-LSVI and LSVI-UCB on four MDPs from the literature as well as four synthetic contextual
BO problems from Char et al. [2019]. We discuss details of our implementation in Appendix C.2.1.

Each environment has a discrete action space. For continuous environments, we discretize the
action space into 10 bins per dimension but model the value function in the original continuous state
and action space. All methods besides DDQN are initialized by executing a random policy for two
episodes. In between exploration episodes, the pessimistic policy π̂N is evaluated by executing it
for 10 episodes in the environment.

Initial State Distribution To evaluate the policies found by each method, we must initialize the
policy at initial states drawn from some distribution p0 at test time. As AE-LSVI does not explicitly
consider the initial state distribution, for each environment we choose both a standard p0 from the lit-
erature as well as a an alternate distribution p′0 that is translated in the state space, i.e., p′0(s) = p0(s−
∆s) for some ∆s. The alternate distribution allows us evaluate the best policy estimate in an area of
state space that is not explicitly given to agents. We evaluate each policy using initial states sampled
from p′0 as a proxy for understanding how well the optimal policy has been identified in regions of the
state space beyond where it was initialized. We give a complete description of the various p′0 for each
environment in Appendix C.2.2. In Table 4.1, we present results for each method and environment
when initialized on p0, which is the typical setup for training and evaluating RL algorithms in the lit-
erature. In Table 4.2 we present results for each method evaluated for the initial state distribution p′0.

Comparison Methods Besides AE-LSVI and LSVI-UCB , we compare against several
ablations and methods taken from the literature. As a naive baseline for performance in active
exploration, we randomly sample state-action pairs from the MDP, evaluate the next states and
rewards, and fit Q-functions to that data as in the other methods, executing the policy given by
the Q-function mean (Random). We also perform uncertainty sampling (US) on the Q-function,
choosing state-action pairs at each step that maximize σt

h(·, ·) as in eq. (4.5). Additionally, we
compare against three online RL baselines: the Double DQN algorithm [Van Hasselt et al., 2016]
where an epsilon-greedy approach is used for exploration (DDQN), the bootstrapped DQN [Osband
et al., 2016b] which keeps an ensemble of Q-functions and does exploration acting according
to a sampled Q-function each exploratory rollout (BDQN), and a greedy exploration algorithm
(Greedy) that chooses argmaxa Q̂

t
h(s, a) at every step h for a given state s but uses the same

value iteration procedure used in the main methods. The experiments are conducted with a default
exploration bonus β = 0.5, however, we also empirically analyze the performance for other β-values
in Appendix C.2.3.

Environments We evaluate all methods on four environments: a Cartpole swing-up problem
with dense rewards, a nonlinear Navigation problem, and two problems (β Tracking and β +
Rotation) in plasma control from Mehta et al. [2022a], in which plasma is driven to a desired target
state. We give further information on the environments used in Appendix C.2.2.

Results As our bound on the value function error uses the ℓ∞(§)-norm, our method provably
finds an approximately optimal policy regardless of the initial distribution. The LSVI-UCB method
is able to quickly learn a policy for the initial state distribution p0 given at training time, as it is
designed to minimize regret on the episodic MDP initialized at p0. This can be seen clearly in
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Environment AE-LSVI Random US LSVI-UCB DDQN BDQN Greedy

Cartpole 15.2± 0.5 13.6± 0.5 13.6± 0.6 17.1± 0.7 19.3± 0.7 19.0± 0.8 17.2± 0.4
Navigation 6.0± 1.7 6.7± 1.4 8.9± 0.7 12.9± 0.2 7.3± 1.5 7.2± 0.9 10.9± 1.5
β Tracking 12.7± 0.3 11.6± 0.4 11.7± 0.2 13.8± 0.1 13.4± 0.2 13.9± 0.1 12.9± 0.3
β + Rotation 15.2± 0.6 15.2± 0.6 15.1± 0.4 17.8± 0.1 15.1± 0.4 14.2± 0.8 17.9± 0.1

Table 4.1: Average Return ± standard error of executing the identified best policy on the MDP
starting from p0 over 5 seeds after collecting 1000 timesteps of data through the use of a generative
model (left of line) or episodes starting from p0 (right of line).

Environment AE-LSVI Random US LSVI-UCB DDQN BDQN Greedy

Cartpole 16.8± 0.4 12.9± 0.4 14.5± 0.3
12.9± 0.3 15.3± 0.6 16.1± 0.5 13.3± 0.5

(14.2± 0.6) (13.7± 1.3) (13.0± 1.2) (16.7± 0.2)

Navigation 22.3± 0.4 15.3± 0.8 17.5± 1.3
13.6± 0.6 17.1± 2.4 21.4± 1.2 15.2± 1.6

(20.6± 1.1) (18.1± 2.6) (18.4± 2.1) (14.0± 0.8)

β Tracking 14.0± 0.4 9.2± 0.9 12.5± 0.1
13.3± 0.3 13.8± 0.1 14.0± 0.1 12.5± 0.4

(13.7± 0.2) (13.7± 0.2) (13.7± 0.1) (13.8± 0.1)

β + Rotation 14.3± 0.2 12.8± 1.4 13.3± 0.5
10.1± 0.4 12.9± 1.1 13.7± 0.8 12.8± 0.7

(12.7± 0.3) (13.4± 0.3) (12.7± 1.2) (7.5± 0.2)

Table 4.2: Average Return ± standard error of executing the identified best policy on the MDP
starting from p′0 over 5 seeds after collecting 1000 timesteps of data through the use of a generative
model (left) and online RL methods (right). For online methods, numbers without parentheses
refer to training from episodes starting from p0, whereas numbers in parentheses use the uniform
distribution on the state space as initial states during training.

Table 4.1, which shows that after 1000 samples, LSVI-UCB performs the best on nearly every
environment. In the online setting when the start state distribution is known, greedy and ϵ-greedy
methods like DDQN also perform relatively well. We also see in Table 4.1 that AE-LSVI does not
perform particularly well compared to the online methods given the 1,000-sample budget. This is to
be expected, as the online methods naturally collect data that is reachable from p0 and in particular
LSVI-UCB is designed to minimize regret on episodes beginning from p0. However, this focus on
performing well when starting from p0 comes at the expense of active exploration and identifying
the best policy uniformly across the state space.

As shown in Table 4.2, AE-LSVI outperforms the baselines when evaluated on a different
initial state distribution p′0, even when the online algorithms are initialized from a uniform initial
state distribution p0 during training. This is unsurprising, as AE-LSVI is precisely built for this
setting and identifies the best action uniformly across the state space, unlike LSVI-UCB which
aims to minimize regret starting from an initial state distribution. We see that uncertainty sampling
outperforms a random data selection strategy and is comparable to the online methods. However, as
we discuss above (in section 4.3), in general it is the uncertainty in the value of the best action at
a state and not the uncertainty in the value of a state-action pair that needs to be reduced in order
to more efficiently find the best policy. We see that, in general, the online methods perform better
on p′0 when they train on episodes uniformly initialized on the state space. This suggests that in
these cases, it is helpful to make sure that the evaluation distribution p′0 is supported by the training
distribution p0. We also note that (as we describe in Appendix C.2.2) the maximum possible score
on Navigation starting from p′0 is higher than that from p0 due to a starting distribution closer to the
goal. We believe that these results give empirical support to the theoretical claims of Section 4.4.

4.6.2 Offline Contextual Bayesian Optimization Experiments
We test the performance of AE-LSVI (Algorithm 8 in Appendix C.1.3) in the offline contextual
Bayesian optimization setting. In particular, we test the algorithm on the optimization problems
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Figure 4.1: The maximum simple regret seen in any given context for the offline contextual Bayesian
optimization experiments. The shaded regions show the standard error over 10 different seeds.

presented in Section 3 of Char et al. [2019], each having a discrete context space but continuous
action space. In all experiments, we average over 10 seeds. At the beginning of each experiment,
the values corresponding to five actions, chosen uniformly at random, are observed for each context.
Every time new data is observed, the hyperparameters of the GP are tuned according to the marginal
likelihood. We leverage the Dragonfly library for these experiments [Kandasamy et al., 2020].

Comparison Methods For baselines, we compare against the Multi-task Thompson Sampling
(MTS) method presented by Char et al. [2019], which picks context and action based on the largest
improvement over what has been seen according to samples from the posterior. In addition, we
compare to the strategy of picking the context with the greatest expected improvement. This method
was presented by Swersky et al. [2013], and we refer to it as Multi-task Expected Improvement
(MEI), following Char et al. [2019]. We also compare against the REVI algorithm [Pearce and
Branke, 2018], which picks contexts and actions that will increase the posterior mean the most
across all contexts. Additionally, we show the performance of naive Thompson sampling (TS) and
expected improvement (EI), where contexts are picked in a round robin fashion. Lastly, we show
the performance of randomly selecting contexts and actions at each time step (RAND).

Experiment Tasks To evaluate the method in the case where the objective function is cor-
related in context space, we take a higher dimensional function and assign some dimensions to
context space and the rest to action space. A single GP with a squared exponential kernel is then
used to model the objective function. In particular, the Branin-Hoo [Branin, 1972], Hartmann 4, and
Hartmann 6 [Picheny et al., 2013] functions are used to create Branin 1-1, Hartmann 2-2, Hartmann
3-1, and Hartmann 4-2, where the first number corresponds to the context dimension and the second
to the action dimension. These functions have 10, 9, 8, and 16 equispaced contexts, respectively.

Results Figure 4.1 shows the maximum simple regret seen in any given context as a function
of t values observed. As seen from these plots, AE-LSVI often is one of the best performing
methods. The only task that AE-LSVI struggles on is Hartmann 4-2. We believe that estimating the
amount of improvement to be gained at each context is difficult for this benchmark task. This is
supported by the fact none of the more sophisticated methods outperforms the baseline that applies
EI in a round-robin fashion. It is likely that improved modeling or hyperparameter selection is
needed in order for these methods to achieve the highest performance on this task.
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5 | Efficiently learning policies from com-
parative feedback by choosing opti-
mal data

5.1 Introduction
The alignment of foundation models with user preferences has gained unprecedented importance
due to the widespread utilization of large language models (LLMs). The established pipeline for
alignment in LLMs, as outlined in Stiennon et al. [2020] and Ouyang et al. [2022], comprises two
essential steps given a pretrained LLM. First, in the Supervised Fine-Tuning (SFT) phase, the LLM
undergoes fine-tuning via supervised learning with examples demonstrating the desired behavior.
In the second step, Reinforcement Learning from Human Feedback (RLHF), a policy generates
multiple completions for each conversation prefix (prompt) in a training set; users then give ordinal
preferences amongst the set of completions for a particular prompt. These preferences are used
to train a ‘reward model’ via a ranking loss like the Bradley-Terry-Luce (BTL) model [Bradley
and Terry, 1952]. Finally, the policy is trained, typically via Proximal Policy Optimization (PPO)
[Schulman et al., 2017], to optimize the reward model while not moving too far from the SFT-trained
policy.

As these models continue to scale and their areas of application broaden, the number of roles
for which we need to align them increases as does the overall scale of human-generated training
data requirements. Data annotation for preference-based learning is already a substantial cost for
companies that train LLMs. This cost is likely to grow alongside the industry. This is especially
acute for LLMs in specialized areas, where the cost of expert feedback can be substantially higher.

In this work, we take advantage of the fact that we control which prompts and completions
we provide to human labelers in order to make efficient use of their efforts. Drawing on recent
advancements in active exploration for reinforcement learning [Li et al., 2023] and in black-
box optimization [Xu et al., 2020], we introduce a method for assessing the value of collecting
preferences on specific datapoints that is both prospective and task-focused. First, we formalize
this setting as a dueling contextual bandit problem and design an efficient algorithm that offers
polynomial worst-case sample complexity guarantees regarding the policy’s performance. Next,
we extend these ideas to a more real-world setting: choosing datapoints for the training of LLM
assistants. Here, we build atop recent work [Rafailov et al., 2023], which allows us to apply active
data selection to an RLHF process using a supervised objective and single model. We evaluate the
method on three datasets: the Stanford Human Preferences dataset [Ethayarajh et al., 2022], the
Anthropic Helpful-Harmless dataset [Bai et al., 2022], and a third dataset (which we contribute to the
literature) that extends an existing dataset of Jeopardy! questions and answers to evaluate the ability
of an alignment method to avoid hallucinations. We find that our algorithm can boost performance
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by over 10% on the preference datasets when performing RLHF with a modest human-feedback
sample budget, and that our method is best at avoiding hallucinations on our Jeopardy! dataset.

5.2 Related Work
Learning from Comparative Feedback Reinforcement learning from comparative human feed-
back has been studied for more than a decade, including work by Fürnkranz et al. [2012], Akour
[2014] and, notably, Christiano et al. [2017], which enabled sample-efficient collection of human
feedback for deep reinforcement learning (RL) by training a reward model as the RL target. In the
Atari test case, where naive deep RL would have necessitated thousands of hours of gameplay, they
accomplished superior performance with just 5,500 or several hours of human queries.

Many recent approaches have demonstrated the effectiveness of using human feedback to
enhance stylistic continuation [Ziegler et al., 2019], text summarization [Stiennon et al., 2020],
translation [Kreutzer et al., 2018], semantic parsing [Lawrence and Riezler, 2018], review generation
[Cho et al., 2018], and evidence extraction [Perez et al., 2019]. In particular, the work by Bai
et al. [2022] places focus on improving model reliability and robustness by incorporating human
feedback to gauge the helpfulness or harmfulness of its responses. However, while effective, the
integration of human feedback comes with substantial costs. For example, Stiennon et al. [2020]
achieved substantial enhancements over baseline methods but required the generation of summaries
for 123,169 posts from the TL;DR dataset, a task performed by a large team of labelers from
crowdsourcing platforms. This heavy-resource requirement is reflected in state-of-the-art work.
Ouyang et al. [2022] emphasizes RLHF to improve alignment of the GPT-3 model across aspects
such as toxicity, hallucinations, moral opinion, and overall quality. Here, the team enlisted the efforts
of 40 labelers and worked with a dataset comprising over 100,000 examples labeled by humans.

Dueling Bandits The bandit literature has also explored the effectiveness of comparative feedback—
for example, in the “dueling bandit” setting—while considering the cost of acquiring such infor-
mation. This was first studied by Yue et al. [2012] in settings where comparative information
is relatively easy to extract but absolute rewards (i.e., direct queries) are ill-defined and have no
absolute scale. Later, Bengs et al. [2021] surveyed methods used in the online learning setting, where
the trade off with cost of information is most acute, including those used in the online contextual
dueling bandit setting by Dudík et al. [2015]. These constraints motivate a kernelized approach that
can incorporate the nonlinearities in the models used in practice.

Active Contextual Bandit Optimization When there exist distinct phases of learning and then
deployment, an agent can often take steps for improved sample efficiency. For example, in a
contextual bandit setting, Char et al. [2019] consider the problem where at test time the goal is
to perform well on average across a context distribution, while during the learning phase the goal
is to choose both contexts and actions for best performance at test-time. The authors proposed a
multi-task version of Thompson sampling during the training phase, which yields provable regret
bounds. We extend this setting from cardinal to ordinal rewards as is appropriate for comparative
feedback.

In Li et al. [2023], the agent queries contexts where the value function is most uncertain and
acts optimistically. Combined with least-squares value iteration, this method leads to provable
polynomial-sample convergence in the worst-case error of the value function estimate in reinforce-
ment learning in general, and as a corollary the setting from Char et al. [2019] as a special case.
This sets the foundation that we will adapt to the comparative feedback setting.
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In the realm of ‚active contextual bandits that make use of kernels, previous research has explored
various aspects, including robust objectives [Bogunovic et al., 2018], distributional robustness
[Kirschner et al., 2020, Ramesh et al., 2023], multi-agent learning and mixed strategies [Sessa et al.,
2019, 2020]. However, to our knowledge, none of the methods proposed in these prior studies can
be directly employed in our specific dueling setting.

We also include related work on uncertainty estimation in large language models in Sec. C.8.

5.3 Problem Setting
In this paper, we consider a dueling variant of what we denote the active contextual bandit problem
introduced in Char et al. [2019] that we refer to as ACDB for short. An instance of this problem
is defined by a tuple (X ,A, f) where X denotes the context space, A denotes the action space and
f : X ×A×A → [0, 1] is a preference function so that f(x, a, a′) denotes the probability that the
action a is preferred to the action a′ when the underlying context is x. We also define a domain
D = X ×A. We will design algorithms that operate under the following interaction protocol, which
occurs for T time steps. During each time step t ∈ [T ], the agent selects a context xt ∈ X and a
pair of actions at, a′t ∈ A and observes a binary random variable wt ∼ Bern(f(xt, at, a

′
t)) which

equals one if at is preferred to a′t and zero otherwise.
We assume that the preference function takes the following form,

f(x, a, a′) = ρ
(
r(x, a)− r(x, a′)

)
, (5.1)

where ρ : R→ [0, 1] is the link function and r : D → R is the unknown reward function. Common
link functions include the logistic function, which leads to the Bradley-Terry-Luce (BTL) model
[Bradley and Terry, 1952] as well as the Gaussian CDF [Thurstone, 1927]. We also place some
additional assumptions on the reward function for our theoretical analysis in the kernelized setting.

Our objective within this protocol is to design algorithms that are able to quickly identify policies
with a small suboptimality gap. We define the suboptimality gap of a learner’s policy π : X → A as

SubOpt(π) = sup
x∈X

(
sup
a∈A

r(x, a)− r(x, π(x))

)
. (5.2)

We remark that this notion of suboptimality (considered in Char et al. [2019] and Li et al. [2023])
is stronger than usual notions that look at the expected suboptimality of the final policy when the
contexts are sampled from some known distribution. In contrast, the form of suboptimality we
consider here looks at the worst-case context for each policy. For the kernelized and LLM settings
we address below, we will make explicit the instantiation of this problem setting.

5.4 Active Exploration in the Kernelized Setting
In this section, we describe our first contribution—a theoretically principled algorithm for the
ACDB problem—and provide formal guarantees on its performance. In order to provide such
guarantees, we must first instantiate our general problem setup by making assumptions on the
preference function f (from (5.1)). In particular, we need to specify a class of functions that contain
the true unknown reward function. This choice is subtle as we need to balance the trade-off between
the expressiveness of our function class with theoretical tractability. Motivated by its theoretical
popularity and empirical success, we choose this function class to be a Reproducing Kernel Hilbert
Space. While this choice of function class is common in the literature, we take a slight departure
from the standard assumptions in order to more appropriately accommodate our problem setting.
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“Choose optimistically!”

(1)  Select context x (2)  Select actions a, aʼ (3)  Human feedback

(4)  Update dataset:  D ← D ∪ {x, a, a ,̓ w}

“Maximize  uncertainty!” Is a ≻ aʼ ?

e.g.  a, aʼ  are responses e.g.  x  is a prompt

w

Figure 5.1: Illustration of the active contextual dueling bandit setting, and its application to sample-efficient
RLHF in large language models.

The Contextual Borda Function Before going over our assumptions, we first introduce the
contextual Borda function fr, which is core to our algorithm. The contextual Borda function
generalizes the Borda function introduced in Xu et al. [2020] for dueling-choice optimization which
is defined as the probability that a particular action a will be preferred over a random action a′

uniformly sampled from the action space. We generalize this definition to the contextual setting
as follows, given as fr : D → [0, 1] where fr(x, a) = Ea′∼U(A) [f(x, a, a

′)], where U(A) is the
uniform measure over the action space. It is clear from the definition that fr and r will have the
same maximizers.

We now discuss the assumptions we make. Our first assumption restricts the reward and
contextual Borda functions to be ‘smooth’ in an underlying Reproducing Kernel Hilbert Space
(RKHS).
Assumption 2. Let κ : D × D → R denote a positive semi-definite kernel and let Hκ denote its
associated RKHS. We assume that ∥r∥κ , ∥fr∥κ ≤ B, where B is a known constant.

Note that this assumption is stronger than the standard assumption, which only requires that r
has a bounded RKHS norm. It is difficult to bound the norm of fr given a bound on the norm of r
due to the generality of our setting, which allows for different link functions. We investigate this
issue numerically in Appendix C.5 where we find that the norm of the Borda function is almost
always smaller than the norm of the reward function for samples drawn from the distribution of
basis functions used for experiments in Section 5.4.3.

Our second assumption relates the reward function to the contextual Borda function.
Assumption 3. Let f∗

r (x) = maxa fr(x, a) and r∗(x) = maxa r(x, a). There exists a constant L1

such that for every x ∈ X , a ∈ A we have 1
L1

(r∗(x)− r(x, a)) ≤ f∗
r (x)− fr(x, a).

This assumption implies that differences in r will cause a similar magnitude of difference in fr.
In fact, when the link function ρ(·) is Lipschitz continuous, it is sufficient for its Lipschitz constant
to be at least 1/L1 for this condition to hold. We note that this assumption holds for the two most
commonly used link functions, the logistic function [Bradley and Terry, 1952] and the Gaussian
CDF [Thurstone, 1927].

5.4.1 Methods

At a high level, our approach reduces the dueling feedback problem to contextual optimization over
a single action via the contextual Borda function introduced above. Once reduced appropriately,
we apply techniques adapted from recent work on active exploration in reinforcement learning to
construct a sampling rule and policy selection rule which allows us to output a policy with provably
low sub-optimality. Broadly, our sampling rule samples contexts at which there is maximum
uncertainty over the Borda ‘value function’ and then compares the optimistic action with an action
sampled uniformly from the action set.
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Estimating the Contextual Borda Function By design, we can estimate the contextual Borda
function using preference data {xt, at, a′t, wt} by selecting xt, at in an arbitrary fashion and sam-
pling a′t uniformly at random. For low dimensional settings, our algorithm first estimates the
contextual Borda function using standard kernelized ridge regression (KRR) [Rasmussen and
Williams, 2008]—we refer the reader to Appendix C.3 for an explicit description of this regression
procedure. In Section 5.5, we explore modifications of our methods for higher-dimensional settings,
such as in the case of LLMs. One key feature of KRR is that it provides both an estimate of the
contextual Borda function after t observations, µt(x, a), as well as uncertainty quantification of the
predictions. Indeed, under Assumptions 2 and 3 we can show that |fr(x, a)− µt(x, a)| ≤ βσt(x, a)
for an appropriately chosen β and σt(x, a) (see Lemma 5).

Selecting Contexts and Actions Our sampling rule builds on top of the one established in Li et al.
[2023]—put simply, the rule is to sample the state with the maximum uncertainty over the value
function and then act optimistically. We now present our algorithm which shows how to extend
these ideas to the dueling setting via the contextual Borda function fr.

For now, we assume that there is a known bonus term β
(r)
t for all t. We can then define upper and

lower confidence bounds f t
r(x, a) = µt(x, a)+β

(r)
t σt(x, a) and f t

r(x, a) = µt(x, a)−β
(r)
t σt(x, a).

Our rule is to select a context

xt ∈ argmaxx∈X

(
max
a∈A

f t
r(x, a)−max

a∈A
f t
r(x, a)

)
. (5.3)

Here, we are choosing a context that maximizes the difference between the optimistic ‘value function’
and the pessimistic ‘value function’ (both of which require a maximization over actions to compute).
We then optimistically choose an action

at ∈ argmaxa∈A f t
r(xt, a). (5.4)

After repeating this process T times, we output a pessimistic policy against the tightest lower bound
we can find, which is the maximizer of all our lower bounds through the optimization process. Put
formally, we return π̂N : X → A such that

π̂N (x) ∈ argmaxa∈Amax
t≤T

f t
r(x, a). (5.5)

From these pieces we construct the full active exploration algorithm, AE-Borda, which we present
in Algorithm 6.

5.4.2 Analysis
Before proceeding with our algorithm’s formal guarantees, we first introduce the maximal-information
gain which plays an important role in our results. The maximum information gain over t rounds,
denoted Φt, is defined as

Φt = max
A⊂X×A:|A|=t

I(rA + ϵA; rA), (5.6)

where rA = [r(x)]x∈A , ϵA ∼ N(0, η2I), and I(X;Y ) = H(X) − H(X|Y ) is the mutual
information. With this definition, we are now ready to state our result.
Theorem 4. Suppose we run Algorithm 6 with

β
(r)
t = 2B +

√
2Φt + 1 + log

(
2

δ

)
, (5.7)
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Algorithm 6 AE-Borda

1: Input: kernel function κ(·, ·), exploration parameters β(r)
t , number of initial data n0

2: Let Dn0 = {xi, ai, a′i, wi}n0
i=1 for xi, ai, a′i drawn uniformly at random.

3: for t = n0 + 1, . . . , T do
4: Compute µt(·, ·), σt(·, ·) using KRR.
5: Choose xt according to (5.3).
6: Choose at according to (5.4), draw a′t ∼ U(A), and draw wt ∼ Bern(f(xt, at, a

′
t)).

7: Let Dt = Dt−1 ∪ {(xt, at, a′t, wt)}.
8: end for
9: Output a final policy π̂N according to (5.5).

then, with probability at least 1− δ, we have that

SubOpt(π̂T ) ≤ O

(
L1√
T

(
B +ΦT

√
log

1

δ

))
. (5.8)

Proof Sketch. At a high-level, the proof of this result is as follows. First, we use standard results
on KRR to show that our choice of β(r) guarantees that our confidence bands contain f r(x, a) with
high probability simultaneously for all t and x, a ∈ X ×A. Next, we use Assumption 3 to show that
the suboptimality of the pessimistic policy induced by our estimated contextual Borda function is
small whenever we are able to estimate the contextual Borda function well. Finally, we conclude the
proof by showing that our sampling rule indeed allows us to estimate the contextual Borda function
well. The full proof can be found in Appendix 4.

Concrete Performance Bounds. To more concretely understand the performance of our algorithm,
we instantiate our results for two commonly studied kernels: the linear and squared-exponential.
For both of these settings, the scaling of the information gain is well known (see for example
Srinivas et al. [2009]). In the linear setting, we have that ΦT = O(d log T ) leading to a bound of
O
(

L1√
T
(d log T )

)
. For squared exponential kernels we have ΦT = O

(
log(T )d+1

)
leading to a

suboptimality bound of O
(

L1√
T

(
log(T )d+1

))
.

When compared to existing results for dueling bandits [Xu et al., 2020] as well as standard
bandits [Chowdhury and Gopalan, 2017], we see that our suboptimality bounds match, thus showing
that our algorithm is able to achieve the same performance under a stronger performance metric.

5.4.3 Experiments in the Kernelized setting

In order to assess the validity of our theory we have conducted synthetic experiments that al-
low us to come as close as possible to the theoretical setting and empirically confirm our results.
To do so, we implemented the regression using the BernoulliGP model provided by GPyTorch
[Gardner et al., 2018]. We use a Matérn kernel with automatic relevance detection with hyperpa-
rameters fit via maximum a posteriori optimized by the Adam algorithm [Kingma and Ba, 2014].
We tested on distributions of synthetic reward functions generated by sampling a random linear
combination of Random Fourier Features [Rahimi and Recht, 2007] derived from a squared ex-
ponential kernel. For each sampled reward function r, we used the Bradley-Terry model where
p(w = 1 | a, a′, x) = 1

1+exp(r(x,a′)−r(x,a)) to generate comparison data. For each trial we uniformly
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sampled n0 = 25 datapoints and then selected data to observe until T = 500 total datapoints had
been collected according to one of three methods:

• AE-Borda: our method, as described in Section 5.4.1.
• Uniform-Borda: uniform sampling of both contexts and actions.
• UCB-Borda: uniform sampling of contexts, along with UCB actions as in AE-Borda.
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Figure 5.2: Performance of all methods
across 10 random functions r with 1D Con-
text and 1D action. The top plot shows the
median regret across contexts and the bot-
tom shows the maximum. Error bands show
one standard error.

This last method reduces to the method presented in
Xu et al. [2020] when naively generalized to the con-
textual setting. All methods have the same test-time be-
havior of executing the action found by optimizing the
pessimistic Borda function estimate for the test context.
By optimizing the ground-truth reward function we were
able to approximate the optimal policy and therefore es-
timate the regret of our policy against it. We give an
example of the progression of our method for 1D context
and 1D actions in Figure 5.3 as well as a comparison
against Uniform-Borda and UCB-Borda in Figure 5.2.
One can see that AE-Borda performs best both on median
regret and on the maximum regret, which was the metric
of interest in our theoretical analysis.

It is clear in Figure 5.3 that the method is quickly able
to concentrate samples in regions that could plausibly be
the optimum and it is similarly clear that the peaks in
the acquisition function over contexts are sensible given
the mean and uncertainty estimates of fr. We give a
set of results showing the progression of AE-Borda in
Section C.6.

5.5 Scaling Active Exploration to Large
Language Models
In order to adapt our method to the case where X and A
are both large spaces of sequences as is common in natural
language processing, we must address a few limitations
of the AE-Bordamethod presented in Section 5.4.1:

• The contextual Borda function fr as defined above is unsuitable for an action space that is
extremely large and where most actions are obviously bad (a uniformly sampled sequence of
tokens is trivially distinguishable from natural language).

• Neural network training proceeds in batches and it would be highly inefficient to label and train
on a single example at a time.

• The uncertainty estimation tools in sequence modeling are more limited than those for explicitly
kernelized models, especially due to the memory constraints in training LLMs.

We address these issues through a handful of modifications to our method as we specialize it to the
LLM case. Though these modifications mean that we lose the theoretical guarantees in the previous
section, we assert that given the rates of convergence associated with kernelized approximations
of neural net architectures, we are not giving up strong guarantees in this setting. In particular, we
modify the selection rule given in (5.3) to avoid having to use the Borda function, we naïvely do
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Figure 5.3: From left: the ground truth contextual Borda function fr (the red line is the optimal policy), the
mean of our posterior estimate of fr (the red line is the best policy estimate), the uncertainty function σt, and
the value function maxa f

t
r . In the middle two plots, red dots are queries where wt = 0 and green are where

wt = 1. We plot the value function with confidence intervals in blue on right as well as the value function
uncertainty from (5.3) in orange. For a full version of this Figure, see Fig. C.6.

batched subset selection for our training minibatches, and we estimate the uncertainty of our policy
using dropout for uncertainty estimation [Gal and Ghahramani, 2016]. In this section, we build atop
the foundation presented in Rafailov et al. [2023], which avoids training a separate reward model;
this is primarily due to the fact that we prefer to select datapoints based on the estimated uncertainty
of the model used for decision making rather than any proxy.

Direct Preference Optimization Direct Preference Optimization (DPO) [Rafailov et al., 2023]
avoids training a separate reward model based on preferences by instead training the policy directly
on pairwise comparison using a loss that optimizes an equivalent objective despite functionally
behaving like classification. As with PPO [Schulman et al., 2017], this loss depends on a reference
policy, which we take to be the policy derived from the supervised fine-tuning step, πSFT. The loss is
defined as LDPO(πθ;πSFT) = −E(x,a,a′,w)∼D

[
log ρ

(
γ(2w − 1)

(
log πθ(a|x)

πSFT(a|x) − log πθ(a
′|x)

πSFT(a′|x

))]
.

The derivation in Rafailov et al. [2023] also shows that optimizing this objective is equivalent to
training a PPO policy with reward function

r(x, a) = γ log
πr(a | x)
πSFT(a | x)

+ γ logZ(x), (5.9)

where γ is the hyperparameter of PPO scaling the KL penalty, Z(x) is a partition function, and πr
is the policy which optimizes the PPO objective.

An Acquisition Function for DPO We observe as in the original paper that πr is precisely the prob-
ability distribution which DPO is estimating. Therefore, the uncertainty estimates for our DPO policy
are uncertainty estimates for πr and we can use them to give an approximate confidence interval for
r (r and r). Concretely, we need to address the autoregressive nature of x and a in our case. We
will assume a consists of ordered tokens ti and that log π(a | x) =∑ti∈a log π(ti | x, t1, . . . , ti−1).
In our method, we employ dropout for uncertainty quantification. Specifically, the m dropout
masks dj are integrated into the function π(ti | x, t1, . . . , ti−1, dj). During inference, we perform
autoregressive Monte Carlo sampling with dropout enabled, resulting in an ensemble of predictions
with a mean µ(ti | x, t1, . . . , ti−1) =

1
m

∑
j∈[m] log π(ti | x, t1, . . . , ti−1, dj). The standard devia-

tion σ(ti | x, t1, . . . , ti−1) =
√

1
m−1

∑
j∈[m] (log π(ti | x, t1, . . . , ti−1, dj))

2 across this ensemble
serves as an approximation for the model’s epistemic uncertainty. This technique allows us to
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Algorithm 7 AE-DPO
1: Input: Reference policy πSFT, exploration parameter β, policy constraint weight γ, batch size

b, number of iterations N
2: for t = n0 + 1, . . . , N do
3: Draw an unlabeled batch Bu = {(xi, ai, a′i)} ∼ D.
4: Evaluate α(xi) and let Bl be a batch of the top-b elements of Bu by α value.
5: Collect labels ri and add them to Bl.
6: Update the policy πθ (initialized from the ref.) using a gradient step against LDPO using Bl.
7: end for
8: Output πθ

capture uncertainty in a computation and memory efficient manner without compromising model
performance. Given these estimates, we can compute our upper and lower bounds as follows:

r(x, a) =
∑
ti∈a

µ(ti | x, t1, . . . , ti−1) + βσ(ti | x, t1, . . . , ti−1)− log πSFT(a | x), (5.10)

r(x, a) =
∑
ti∈a

µ(ti | x, t1, . . . , ti−1)− βσ(ti | x, t1, . . . , ti−1)− log πSFT(a | x), (5.11)

for an uncertainty parameter β > 0. In the previous section, we chose contexts according to (5.3).
Here, we define an acquisition function using a similar quantity:

α(x) = max
a∈A(x)

r(x, a)− max
a∈A(x)

r(x, a). (5.12)

In this equation, α(x) is the uncertainty of the state-value function according to x. In choosing the
states where the potential for error in the value achieved is largest, the agent can learn to behave well
in those places. This criterion is similar to that in Li et al. [2023] and provides similar guarantees to
ours for max-regret in the active contextual bandit setting. In situations like ours where we are using
fixed offline datasets, we set A(x) in (5.12) to the set of available responses for a particular action;
otherwise, we use A(x) = A.

An algorithm for active RLHF From here, we use the acquisition function in (5.12) in order to
choose points that are maximally informative. We must do this in batches in order to respect the
constraints of training large models. We address this in the naive fashion, pulling a larger batch of
some size, evaluating α and then choosing the top-b elements in order to address this criterion. We
refer to our full procedure as AE-DPO, and give a description in Algorithm 7.
5.5.1 Experiments using LLMs
In order to evaluate whether our method is able to improve the selection of datapoints in RLHF, we
conduct a set of experiments in which we train LLMs on three datasets using one of four methods.
The goal of our empirical study is to see whether improving the data selection strategy causes the
downstream policy to perform better on a given training task. In order to isolate the effect of the
data selection method, we vary the selection method while largely holding our model and training
procedure consistent. In all the experiments in this section, we compare four methods: DPOAE,
the method we presented in Section 5.5; USDPO, which chooses x that maximize variance of the
log probabilities of completions; DPO, the method from Rafailov et al. [2023], selecting batches
uniformly at random; and SFT, which continues supervised learning with uniformly selected batches.
In our training pipeline, we first train a baseline model with a Llama-7B [Touvron et al., 2023]
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Figure 5.4: From left: smoothed win rates against preferred choices in dataset of samples generated from
each policy at end of RLHF training runs across the final four evaluations, and all seeds, on the HH (first)
and SHP (second) datasets. In the latter two plots, we force each policy to generate a (non-null) answer, and
then, conditional on the answer being correct (fourth) or incorrect (third), plot the rate at which each policy
abstains.

architecture using supervised fine-tuning (SFT) on a 40% split of data. We add a dropout layer
before the penultimate linear layer for our uncertainty estimation mechanism and fine tune with
dropout active. Next, we train using each of the four methods for 30000 samples, evaluating every
2048 samples—each time using our initial SFT trained model as a starting point. We give additional
information on our experimental procedures in Section C.10.

We evaluate these methods on three different datasets. The first two, the Anthropic Helpful-
Harmless (HH) dataset [Bai et al., 2022] and the Stanford Human Preferences (SHP) dataset
[Ethayarajh et al., 2022], are taken from the literature. HH contains examples of two kinds:
situations where an assistant needs to be helpful to a user asking a reasonable question and situations
where an assistant should prioritize being harmless as the user is requesting a harmful action. All
completions in HH are machine-generated. SHP is a dataset of Reddit posts with comments in 18
different categories and therefore consists of a broader range of human-generated text, but doesn’t
have the inherent tradeoff of HH. We evaluate policies trained on both of these by checking the rate
at which the policy produces answers which are preferred to the chosen completion for the prompt
in the dataset.

For the completions generated from the HH and SHP prompts, we use GPT-3.5 [Brown et al.,
2020b] to generate winners amongst comparisons between the preferred choices given in the dataset.
We give the prompts we use for evaluation in Section C.9. In Figure 5.2, we see that for the
completions in the later part of our training run, AE-DPO performs best among the methods and
outperforms US-DPO as well as the other baselines that sample uniformly. We believe this to be due
to our acquisition function α, which accounts for the structure of the decision making problem in
choosing which point to query. We do find our results to be noisy—due to the computational expense
of these trials (which we elaborate on in Section C.11), we were not able to run each experimental
baseline for a large number of seeds to further reduce uncertainty in our results.

We also introduce a new Jeopardy! dataset that includes a preference structure that captures
some of the structure of the game while addressing the question of LLM hallucination. We augment
a dataset consisting of 217,000 Jeopardy! questions and answers from HuggingFace [Wolf et al.,
2023] with a plausible incorrect answer, using GPT-3.5. As in the game show, where points are
deducted for an incorrect response, we enforce during training that a correct answer is preferred to
an abstention (the empty string) and both of these should be preferred to the incorrect answer. We
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found that our models do not learn to provide correct answers at a higher rate through a small amount
of DPO training or additional SFT beyond what is required for them to answer the questions. This is
unsurprising as trivia is intended not to generalize easily; in other words, it’s difficult to imagine
learning that the third US president was Jefferson given training examples of the first two. Instead,
we evaluate policies for this dataset on the rate at which they abstain for questions (“null rate”) where
they counterfactually would have been correct vs where they would have been incorrect. Ideally, the
policy learned would always abstain where it would have been incorrect and never abstain where it
would have been correct. Naturally, this is an important goal in the alignment of LLMs and we hope
to provide a straightforward benchmark for this effort. We include an additional exhibit where we
use the factual nature of this dataset to begin to evaluate the dropout-based uncertainty estimation
techniques we use in appendix C.12.1.

For the Jeopardy! dataset, we checked the probability of an empty generation and whether
it was the most likely token. We generated a nonempty sequence in order to see whether the
generated answer was correct, including as a counterfactual in the cases where the method would
have abstained. We plot this in Figure 5.4, where we see that the AE-DPO method is the only
method that learns to abstain from answering questions (modestly) more often when the model
would have given the incorrect answer. We also find that the standard DPO method quickly learns
not to abstain. No methods abstain more than a couple percent of the time in the case where they
would have been correct. We also plot the results for correctness in Section C.12, which shows that
no model substantially learns new factual information.
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6 | Exploration and Sample-Efficient
RL: Takeaways

In this part, we discussed work done over the past few years exploring the question of how to
collect data that will be maximally valuable for learning good policies. Each of chapter 2, chapter 3,
chapter 4, and chapter 5 gives a method for prospectively evaluating data prior to collecting it and
then leverages that evaluation to make a good choice of what data to collect. These methods are
applicable to different instances of the problem and have different strengths and weaknesses. They
also are justified by somewhat different epistemic grounding. We conclude this part by discussing
these methods in juxtaposition to one another and speculating as to where this field will head.

We began this part with the information-based methods in chapter 2. There, we define a heuristic
acquisition function EIGτ* that estimates the expected information gain about the optimal trajectory
τ∗. This acquisition function is computable in model-based RL settings where the dynamics model is
a Gaussian process. Partly due to this restriction on the class of model and partly due to the superior
data efficiency of model-based methods generally, these methods are the most sample-efficient of
those discussed here. This method also relies on a model-predictive control strategy at deployment
time (and during exploration, for the online TIP variant), so is less suitable for applications where a
low latency is desired.

Next, we presented a strategy for exploration in Bayesian and meta-RL problems based on
the EHIG presented in Neiswanger et al. [2022]. This method is most applicable to metalearning
settings where you don’t mind if your agent attains bad returns during exploration as long as the
test-time policy is good. This is primarily accomplished by masking the returns of the policy
during exploration and instead relying on inference of the expected returns during test time to drive
exploration. We are able to give some simple theoretical arguments that justify the effect of this
change in the tabular setting, but the extension to continuous problems is a heuristic that seems to
work well in our theoretical setting.

In chapter 4, we illustrated the AE-LSVI method, which provably identifies a near-optimal
policy in MDPs and contextual bandits in the active setting. It relies on assumptions that the
value function is bounded in Reproducing Kernel Hilbert Space (RKHS) norm to give polynomial
guarantees on sample complexity. Since the bounds given in this section are of a worst-case nature,
this method is more suitable when it is not clear where in the state or context space the agent will be
initialized. This method also relies on a kernel assumption and a GP estimate (this time for the value
function), so doesn’t give good guarantees for the neural network models used in high-dimensional
spaces.

Finally, in chapter 5 we extended the AE-LSVI idea to bandit settings where comparative
feedback is available. To do this, we first constructed an equivalent of the value function for dueling
bandits. Next, we extended the arguments from the previous section to this case and showed that we

61



were able to attain similar guarantees even when the feedback was from a dueling problem. In order
to do so, we needed some mild assumptions on the form of the link function. To our knowledge,
this is the first efficient algorithm proposed for the offline contextual dueling bandit setting. As this
setting is critical in the alignment of LLMs we extended our algorithm to the case where the function
approximators are large neural network models. Though we abdicate our theoretical guarantees to
do so, we find empirically that these methods perform well in practice.

The works presented here along with the wide literature on exploration give a solid foundation
consisting of a variety of strategies that are suitable to different kinds of problems and come with
differing guarantees. I believe that in the future, exploration and the prospective evaluation of
decision making data will remain critical as AI systems become more sophisticated and integrated.
Special interest will likely be paid to the meta-RL exploration techniques and those for comparative
feedback. Though it is likely that future AI decision making systems have general world knowledge,
there will always be a need to quickly align them to the job to be done. Separately from this, there
will likely always be situations (such as in plasma control) where a policy must be found de novo as
transfer or meta-learning may not be possible. In all these cases, I hope that this work serves as an
inspiration and a tool to practitioners solving important problems.
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7 | Neural Dynamical Systems

The use of function approximators for dynamical system modeling has become increasingly common.
This has proven quite effective when a substantial amount of real data is available relative to the
complexity of the model being learned [Chua et al., 2018, Janner et al., 2019a, Chen et al., 1990].
These learned models are used for downstream applications such as model-based reinforcement
learning [Nagabandi et al., 2018, Ross and Bagnell, 2012] or model-predictive control (MPC) [Wang
and Ba, 2019]. As an alternative to data-hungry machine learning methods, there is also a long
history of fitting models to a system using techniques from system identification, some of which
include prior knowledge about the system drawn from human understanding [Nelles, 2013, Ljung
et al., 2009, Sohlberg and Jacobsen, 2008]. These models, especially in the gray-box setting, are
typically data-efficient and often contain interpretable model parameters. However, they are not
well suited for the situation where the given prior knowledge is approximate or incomplete in nature.
They also do not generally adapt to the situation where trajectories are drawn from a variety of
parameter settings at test time. This is an especially crucial point as many systems of interest exhibit
path-dependent dynamics which we aim to recover on the fly.

In total, system identification methods are sample efficient but inflexible given changing param-
eter settings and incomplete or approximate knowledge. Conversely, deep learning methods are
more flexible at the cost of many more samples. In work already completed [Mehta et al., 2021],
we make progress towards solving both of these problems by biasing the model class towards our
physical model of dynamics. Physical models of dynamics are often given in the form of systems
of ordinary differential equations (ODEs), which are ubiquitous and may have free parameters
that specialize them to a given physical system. We develop a model that uses neural networks
to predict the free parameters of an ODE system from the previous timesteps as well as residual
terms added to each component of the system. To train this model, we integrate over the ODE and
backpropagate gradients from the prediction error. This particular combination of prior knowledge
and deep learning components is effective in quickly learning the dynamics and allows us to adjust
system behavior in response to a wide variety of dynamic parameter settings. Even when the
dynamical system is partially understood and only a subset of the ODEs are known, we find that
our method still enjoys these benefits. We apply our algorithm to learning models in three synthetic
settings: a generic model of ballistics, the Lorenz system [Lorenz, 1963], and a generalized cartpole
problem, which we use for control as well. We also learn a high-level model of plasma dynamics for
a fusion tokamak from real data. We discuss the related work in section 7.1 and provide a precise
specification of the problem setting in section 7.2.
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7.1 Related Work

There is a long tradition of forecasting physical dynamics with machine learning. Cressie and
Wikle [2015] lays out ideas from classical statistics for predicting spatiotemporal data. In the deep
learning world, recurrent neural networks and long short-term memory networks have been used for
a long time to address sequential problems Hochreiter and Schmidhuber [1997]. However, these
models struggle with continuous-time data and do not allow for the introduction of physical priors.
Recently, there has been work in learning provably stable dynamics models by constraining the
neural network to have a stable and jointly learned Lyapunov function Manek and Kolter [2020].
We see opportunities to use these techniques in follow up work.

Neural Ordinary Differential Equations As most numerical ODE solvers are algorithms involv-
ing differentiable operations, it has always been possible in principle to backpropagate through the
steps of these solvers dating back to at least Runge [1895]. However, since each step of the solver
involves calling the derivative function, naïve backpropagation incurs an O(n) memory cost in the
number of ODE solution steps, where n is the number of derivative calls made by the solver. Chen
et al. [2018] demonstrated that by computing gradients through the adjoint sensitivity method, the
memory complexity of backpropagating through a family of ODE solvers can be reduced to O(1)
for a fixed network, as opposed to the naive O(n). However, this work only used generic neural
networks as the derivative function and did not consider dynamics. They also provide a PyTorch
package which we have built off of in our work.

There has been some work using neural ordinary differential equations to solve physical prob-
lems. Portwood et al. [2019] used a fully-connected neural ODE with an RNN encoder and decoder
to model Navier-Stokes problems. Rudy et al. [2019] used a neural network integrated with a
Runge-Kutta method for noise reduction and irregularly sampled data. There has also been work
learning the structure of dynamical systems, first with a convolutional-deconvolutional warping
scheme inspired by the solutions to advection-diffusion PDEs [de Bezenac et al., 2018], then with a
Neural ODE which was forced to respect boundary conditions and a partial observation mechanism
[Ayed et al., 2019]. There was also work on constraining a neural network model to respect separa-
ble conservative Hamiltonian dynamics, but like all of the aforementioned methods, this does not
incorporate information about the dynamics of a particular system [Chen et al., 2019]. In general,
none of these methods incorporate prior knowledge as explicitly as including appropriate equations
in the statistical model. Furthermore, many of these methods focus on a specific problem, whereas
we give a way to apply specific knowledge about a variety of problems.

An interesting approach that builds on a previous version of this paper [Mehta et al., 2021] is
developed in Yin et al. [2021], where it is shown that iteratively solving a Lagrangian formulation
of the problem for a fixed set of parameters and varying Lagrange multiplier results in predictions
which maximally use the physical model. Our problem setting is a generalization of theirs in that
we allow the parameters to vary among rollouts and predict them on the fly.

A further generalization is Rackauckas et al. [2020], which treats the whole problem of dif-
ferential equations with missing components as a framework for modeling a very wide range of
settings. We give a more prescriptive architecture for our class of problems and extend the analysis
to a setting with real data as well as showing an application of our model for control.

Machine Learning for Nuclear Fusion: As far back as 1995, van Milligen et al. [1995] showed
that by approximating the differential operator with a (single-layer, in their case) neural network,
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one could fit simple cases of the Grad-Shafranov equation for magnetohydrodynamic equilibria.
Recently, work has shown that plasma dynamics are amenable to neural network prediction. In
particular, Kates-Harbeck et al. [2019] used a convolutional and LSTM-based architecture to predict
possible plasma disruptions (when a plasma instability grows large and causes a loss of plasma
containment and pressure). There has also been work in the field of plasma control: a neural network
model of the neutral beam injection for the DIII-D tokamak has been deployed in order to diagnose
the effect of controls on shots conducted at the reactor [Boyer et al., 2019b]. Additionally, Boyer
et al. [2019a] used classic control techniques and a simpler model of the dynamics to develop a
controller that allows characteristics of the tokamak plasma to be held at desired levels.

7.2 Problem Setting

Here we deal in dynamical systems ṡ = fϕ(s, a, t) with some parameters ϕ, a conventional
model for system identification problems. The objective is to predict future states given past
states, past and future controls, and prior knowledge of the form of f . We denote s(ϕ, t,a, s0) =
s0 +

∫ t
0 fϕ(s, a, t)dt as the state obtained by integrating our dynamical system around f to time t.

We consider in this section a more general setting and address the problem of prediction and control
over a class of dynamical systems, which we define as the set {ṡ = fϕ(s, a, t) | ϕ ∈ Φ} , where Φ is
the space of parameters for the dynamical system (e.g. spring constant or terminal velocity). We can
generate a trajectory from a class by sampling a ϕ ∼ P (Φ) for some distribution P and choosing
initial conditions and controls. In real data, we can view nature as choosing, but not disclosing, ϕ.
For a particular example j, we sample ϕ ∼ P (Φ) and s0 ∼ p0 and are given controls a indexed as
a(t) and input data {s(ϕ, ti,a, s0)}Ti=0 during training. At test time, we give a shorter, prefix time
series {s(ϕ, ti,a, s0)}T ′

i=0 but assume access to future controls. Then the prediction objective for a
class of systems for N examples for timesteps {ti}TT ′+1 is

ŝ = argminŝ E
s0∼p0)
ϕ∼P (Φ)

[
T∑

i=T ′+1

||s(ϕ, ti,a, s0)− ŝti ||22

]
.

This objective differs from the traditional one in that implicitly, identifying ϕ for each trajectory
needs to be done from the problem data in order to be able to predict the data generated by fϕ.
Similarly, the control problem is

a = min
a

Eϕ∼P (Φ),s0∼p0

[∫ t

0
c(a(t), s(t))dt

]
,

s.t. s(t) = s0 +

∫ t

0
fϕ(s, a, t) dt

for some cost functional c. We will primarily explore the prediction problem in this setting, but as
secondary considerations, we explore robustness to noise, the ability to handle irregularly spaced
input data, and the ability to recover the parameters ϕ which generated the original trajectories. We
will also consider the control problem in a simple setting.

7.3 Methods

We build up the description of our proposed method by first describing the two methods that inspire
it: gray box system identification through optimization [Ljung et al., 2009], and using a Neural ODE
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Figure 7.1: An example Neural Dynamical System. Here, blue boxes are fully connected neural
networks, gray boxes are problem data and output, the green box is the prior knowledge dynamical
system, the purple box is data output by ODE solver to query derivatives, and the black box is an
ODE solver. The ODEs and system parameters are problem dependent, but here we consider the
Lorenz system (defined in Example 1) as an example. Our notation for x is unfortunately overloaded
by our method and the Lorenz system—the x from our method is bolded in the figure.

[Chen et al., 2018] to predict future states in a dynamical system.
To apply grey box optimization [Ljung et al., 2009] to a dynamical system ẋ = fϕ(x, u, t) for

problem data {xti}T
′

t=0, we would use nonlinear least squares [Coleman and Li, 1996] to find

ϕ̂ = argminϕ̂

∑
i

∣∣∣∣∣∣∣∣∫ ti

0
fϕ(s, a(t), t) dt−

∫ ti

0
fϕ̂(s, a(t), t)dt

∣∣∣∣∣∣∣∣ . (7.1)

This makes good use of the prior knowledge component of our system but is prone to compounding
errors through integration and does not leverage data that may have come from alternate system
parameters.

A data driven approach would be to minimize the same objective with a fully connected neural
ODE [Chen et al., 2018] hθ in place of f . However, we find that this procedure requires large
amounts of training data and doesn’t leverage any prior knowledge we might have, though it is
flexible to classes of dynamical systems.

We define a Neural Dynamical System (NDS) by taking the advantages of both these methods in
the setting where we know the full and correct ODEs and then show how to generalize it to situations
where only some ODEs are known or they are approximate. Specifically, a Neural Dynamical System
(NDS) is a class of dynamical systems where a neural network predicts some part of fϕ(s, a, t),
usually parameters ϕ or a term which is added to f .

NDS with Full System Dynamics Consider a class of dynamical systems as defined in Section
7.2 where s ∈ Rn, a ∈ Rm, ϕ ∈ Rdp , dh, dc ∈ N and let θ, ϑ, τ be trainable neural network weights.
Let hθ(st1:T ′ , at1:T ) be a neural net mapping state history and control sequence to the dp parameters
of the system ϕ̂ and an embedding bh ∈ Rdh . Also let cϑ(st, at) be a similar network taking a single
state and control that outputs an embedding bc ∈ Rdc . Finally, let dτ (bh, bc) be a network which
takes the two output embeddings from the previous network and outputs residual terms r̂. Intuitively,
we would like to use the observed history to estimate our system parameters, and some combination
of the observed history and current observation to estimate residuals, which influences the design of
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our model, the neural dynamical system (a visualization of which is shown in Figure 7.1), written

ṡ = gϕ̂(st, at, t)︸ ︷︷ ︸
Prior knowledge

+r̂ ϕ̂, bh = hθ(st1:T ′ , at1:T )︸ ︷︷ ︸
History encoder

bc = cϑ(st, at)︸ ︷︷ ︸
Context encoder

r̂ = dτ (bh, bc)︸ ︷︷ ︸
Residual prediction

(7.2)

where g are domain-specific ODEs which are the input ‘domain knowledge’ about the system being
modeled. Note that if the prior knowledge g is identically zero, this method reduces to the Neural
ODE predictions we discussed at the beginning of this section. We also study an ablated model,
NDS0, which lacks the residual component r̂ and context encoder network dτ . We note here that
the context encoder is intended to potentially correct for model misspecification and noise but in the
noiseless case with a model which is perfect, it may not be necessary. We explore this throughout
Section 7.4.

Example 1: Lorenz system. To illustrate the full construction, we operate on the example of the
the Lorenz system: a chaotic dynamical system originally defined to model atmospheric processes
[Lorenz, 1963]. The system has 3-dimensional state (which we’ll denote by x, y, z), 3 parameters,
ρ, σ, and β, and no control input. The system is given by

ẋ = σ(y − x) ẏ = x(ρ− z)− y ż = xy − βz. (7.3)

For a given instantiation of the Lorenz system, we have values of ϕ = [β, σ, ρ] that are constant
across the trajectory. So, we can instantiate hθ which outputs ϕ̂ = [β̂, σ̂, ρ̂]. We use the DOPRI5
method [Dormand and Prince, 1980] to integrate the full neural dynamical system in Equation 7.2,
with g given by the system in Equation 7.3 using the adjoint method of Chen et al. [2018]. We use
the state xT ′ as the initial condition for this integration. This gives a sequence {ŝt}Tt=T ′ , which we
evaluate and supervise with a loss of the form

Lθ,ϑ,τ ({ŝti}Ti=T ′+1, {sti}Tt=T ′+1) =
T∑

t=T ′+1

||sti − ŝti ||22. (7.4)

Because of the way we generate our input data, this is equivalent to Equation 7.2. We assume in our
setting with full dynamics that the true dynamics lie in the function class established in Equation
7.2. By the method in Chen et al. [2018] we can backpropagate gradients through this loss into the
parameters of our NDS. Then algorithms in the SGD family will converge to a local minimum of
our loss function.

NDS with Partial System Dynamics Suppose we only had prior knowledge about some of the
components of our system and none about others. We can easily accommodate this incomplete
information by simply ‘zeroing out’ the function. This looks like

gϕ(s, a, t) =

[{
g
(i)
ϕ (s, a, t) if g(i)ϕ is known,

0 else.

]
(7.5)

substituted into equation 7.2. In this setup, the residual term essentially makes the unknown
dimensions unstructured Neural ODEs, which still can model time series well [Portwood et al.,
2019].
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NDS with Approximate System Dynamics For Neural Dynamical Systems to be useful, they
must handle situations where the known model is approximate. This is transparently handled by
our formulation of Neural Dynamical Systems: the parameters of the approximate model ϕ̂ are
predicted by hθ(s1:T ′ , a1:T ′) and the residuals r̂ are predicted by dτ (bh, bc). This is the same as in
the case where we have the correct dynamics, but we remove the assumption of a perfect model.

Example 2: Nuclear Fusion System. In this paper, we apply this technique to plasma dynamics
in a tokamak. In a tokamak, two quantities of interest are the stored energy of the plasma, which
we denote E and its rotational frequency, ω. The neutral beams and microwave heating allow us
to add power (P ) and torque (T ) to the plasma. The plasma also dissipates energy and rotational
momentum via transport across the boundary of the plasma, radiative cooling, and other mechanisms.
While the detailed evolution of these quantities is described by turbulent transport equations, for
the purposes of control and design studies, physicists often use reduced, volume-averaged models.
The simple linear model (up to variable parameters) used for control development in Boyer et al.
[2019a] is used in this work.

Ė = P − E

τe
ω̇ =

T

nimiR0
− ω

τm
(7.6)

Here, ni is ion density, mi is ion mass, and R0 is the tokamak major radius. We use the constant
known values for these. τe and τm are the confinement times of the plasma energy and angular
momentum, which we treat as variable parameters (because they are!). These are predicted by the
neural network in our model. We again use the model in Equation 7.2 to give us a neural dynamical
system which can learn the real dynamics starting from this approximation in Section 7.4.2.

7.4 Experiments

In the following experiments, we aim to show that our methods improve predictions of physical
systems by including prior dynamical knowledge. These improvements hold even as we vary the
configurations between structured and fluid settings. We show that our models learn from less
data and are more accurate, that they handle irregularly spaced data well, and that they learn the
appropriate parameters of the prior knowledge systems even when they only ever see trajectories.

We use L2 error as our evaluation measure for predictive accuracy as given by Equation 7.4,
though in cases where the absolute errors aren’t very interpretable, we normalize for ease of
comparison. We also evaluate our model’s ability to predict the system parameters by computing
the L2 error, i.e.

∑n
i=1 ||ϕ̂i − ϕi||22. For synthetic examples, we consider the Lorenz system in

(7.3) and a simple Ballistic system modeling projectile motion under a variety of drag conditions.
We learn over trajectories {(sti , ati , ti)}Ti=1 where the sti are generated by numerically integrating
ṡϕ(s, a, t) using scipy’s odeint function [Virtanen et al., 2019], with s0 and ϕ uniformly sampled
from S and Φ, and ati given. Note that ϕ remains fixed throughout a single trajectory. Details
on the ranges of initial conditions and parameters sampled are in the appendix. We evaluate the
synthetic experiments on a test set of 20,000 trajectories that is fixed for a particular random seed
generated in the same way as the training data. We use a timestep of 0.5 seconds for the synthetic
trajectories. On the Ballistic system this allows us to see trajectories that do not reach their peak
and those that start to fall. Since the Lyapunov exponent of the Lorenz system is less than 3, in 16
predicted timesteps we get both predictable and unpredictable data [Frøyland and Alfsen, 1984].
We believe it is important to look at the progress of the system across this threshold to understand
whether the NDS model is robust to chaotic dynamics — since the Lorenz system used for structure
is itself chaotic, we want to make sure that the system does not blow up over longer timescales.
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We note that ReLU activations were chosen for all feedforward and recurrent architectures, while
in the Neural-ODE-based architectures, we follow the recommendations of Chen et al. [2018] and
use the Softplus. The sizes and depths of the baselines were chosen after moderate hyperparameter
search. We can view the Partial NDS and NODE as ablations of the Full NDS model which remove
some and all of the prior knowledge, respectively. We discuss the training details in section D.1.1
comparison methods in section D.1.2.

7.4.1 Synthetic Experiments

We first present results on a pair of synthetic physical systems where the data is generated in a
noiseless and regularly spaced setting.

Sample Complexity and Overall Accuracy In order to test sample complexity in learning or
fitting, we generated data for a full training dataset of 100,000 trajectories. We then fit our models
on different fractions of the training dataset: 1, 0.25, 0.05, 0.01. We repeated this process with 5
different random seeds and computed the L2 error of the model over a the various dataset splits
seen by the model in Table 7.1. The error regions are the standard error of the errors over the
various seeds. We also see that with small amounts of data, the NDS models greatly outperform
the Neural ODE, but with the full dataset, their performances get closer. This makes sense as the
Neural ODE is likely able to infer the structure of the system with large amounts of data. Also, the
Fully Connected Neural ODE outperforms the other baselines, which we posit is due to the fact
that it implicitly represents that this system as a continuous time dynamical process and should
change in a continuous fashion. From a sample-complexity perspective it makes sense that the
better initialization of NDS should matter most when data is limited. A table of the full results of all
experiments can be seen in Table 7.1.

We notice that the NDS0 slightly outperforms the NDS with higher variance on these systems.
Since it has a perfect model of the system, the residual components aren’t necessary for the model
to perform well, however, there is no way the network can ‘correct’ for a bad estimate.

Curiously, we see on the ballistic system that the partial NDS slightly outperforms the full
NDS in the small data setting, but they converge to similar performance with slightly more data.
A potential explanation for this is that errors propagate through the dynamical model when the
parameters are wrong, while the partial systems naturally dampen errors since, for example, ż only
depends on the other components through a neural network. Concretely this might look like a full
NDS predicting the wrong Rayleigh number σ which might give errors to y which would then
propagate to x and y. Conversely, this wouldn’t happen as easily in a partial NDS because there are
neural networks intermediating the components of the system. We also see APHYNITY (which
fits a min-error parameter and is otherwise very similar to NDS) performs worse than NDS in this
setting.

Parameter Learning without Explicit Supervision For experiments in Figure 2, we stored the
parameter estimates ϕ̂ for the NDS and gray box models and compared them to the true values
to see how they perform in identification rather than prediction. None of these models were ever
supervised with the true parameters. We see in Figure 7.2 that the NDS is better able to estimate the
parameter values than the gray-box method for both systems tested. We believe this is because our
method is able to leverage many trajectories to infer the parameters whereas the gray-box method
only uses the single trajectory.
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System Lorenz Ballistic
Samples 100,000 25,000 5,000 1,000 100,000 25,000 5,000 1,000

FC 1.06± 0.002 1.39± 0.003 1.694± 0.002 4.692± 0.6 7.8± 1.4 8.3± 1.6 9.2± 2.5 13.4± 3.4
FC NODE 1.205± 0.01 1.233± 0.01 1.27± 0.01 1.917± 0.12 2.53± 0.2 2.6± 0.4 4.8± 0.7 9.7± 1.3
Full NDS 1.004± 0.06 1.087± 0.06 1.14± 0.05 1.42± .05 1.2± 0.1 1.4± 0.2 1.5± 0.2 4.23± 0.3

Partial NDS 1.036± 0.03 1.064± 0.1 1.12± 0.06 1.39± 0.04 1.05± 0.1 1± 0.03 1.48± 0.02 1.9± 0.15
NDS0 1± 0.03 1.075± 0.1 1.13± 0.11 1.36± 0.17 1.2± 0.06 1.35± 0.14 1.45± 0.18 4.3± 0.6

APHYNITY 1.08± 0.03 1.17± 0.05 1.23± 0.04 1.61± 0.07 1.7± 0.1 1.75± 0.13 1.94± 0.18 6.2± 0.4
LSTM 4.98± 0.01 5.98± 0.3 5.99± 0.3 6.13± 0.4 8.5± 1.6 9.2± 1.5 10.1± 2.1 14.9± 1.9

SR 2.3± 0.6 n/a n/a n/a 3.5± 0.3 n/a n/a n/a
GBO 2.8± 0.4 n/a n/a n/a 2.94± 0.3 n/a n/a n/a

Table 7.1: Sample Complexity Results as discussed in Section 7.4.1. Here, the values are normalized
by the smallest reported value for comparison purposes.

Figure 7.2: L2 distance between ϕ and ϕ̂. As the NDS are trained under the usual L2 supervision,
the parameters ϕ̂ of the system approach the correct values.

7.4.2 Fusion Experiments

We explored the concept of approximate system dynamics in a simplified fusion system. We predict
the state of the tokamak as summarized by its stored energy and rotational frequency given the time
series of control input in the form of injected power and torque. As mentioned in Section 7.3, we
have a simplified physical model given by Equation 7.6 that approximately gives the dynamics of
these quantities and how they relate to one another through time. Though there is a lot of remaining
work to apply this model in a real experiment, approaches merging theoretical models with data to
make useful predictions can be embedded into useful controller designs and improve the state of
fusion.

Our full dataset consisted of 17,686 trajectories, which we randomly partitioned into 1000 as a
test set and 16,686 as a training set.1 The data are measured from the DIII-D tokamak via magnetic
reconstruction [Ferron et al., 1998] and charge-exchange recombination spectroscopy [Haskey et al.,
2018]. Similar to our synthetic experiments, we cut each trajectory into overlapping 48 timestep
sections and train on 32 timesteps to predict 16 timesteps. We compare with the same models as in
the previous section, but using our Fusion Neural Dynamical System as described in Equation 7.2
with g given by Equation 7.6. As we discussed above, the dynamics in this equation are approximate.
To illustrate this, we have included the accuracy of the naive dynamics with no learning on our data
with fixed confinement times τe = τm = 0.1s as the Nominal Fusion Model in Table 7.2. We use a

1Data is loaded and partially processed within the OMFIT framework [Meneghini et al., 2015]. We used the
“SIGNAL_PROCESSING” module which has recently been developed for this task and is publicly available on the
“profile_prediction_data_processing” branch of the OMFIT source code. Details of the preprocessing are in the Appendix.
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Model L2 Error on the Fusion Test Set
FC 4.02± 0.27

FC NODE 1.71± 0.11
Nominal Fusion Model 2.89

NDS with Approximate Dynamics 1± 0.06
NDS0 1.85± 0.09

APHYNITY 1.21± 0.15
LSTM 5.23± 0.43

SR 5.26± 0.35
GBO 2.98

Table 7.2: The performance of our comparison models on the nuclear fusion problem, as discussed
in Section 7.4.2. We again normalize by the smallest value for ease of comparison.

larger fully connected network with 6 layers with 512 hidden nodes to attempt to capture the added
complexity of the problem.

Sample Complexity and Overall Accuracy When comparing our NDS models, the machine
learning baselines, the system ID baselines, and a nominal model from Boyer et al. [2019b], we
see that the Fusion NDS model performs best by a large margin. Although the fully connected
neural ODE performs competitively, it fails to reach the same performance. We speculate that
the dynamical model helps with generalization whereas the fully connected network may overfit
the training data and fail to reach good performance on the test set. Here the NDS0 is unable to
perform well compared to the NDS, as the approximate dynamics mean that the model error is
somewhat catastrophic for predictions. We see however that the NDS0 outperforms the Nominal
Physics Model as it is able to estimate the parameters for each example rather than fixing values of
the parameters for the whole dataset. Similarly, APHYNITY outperforms the nominal model but
underperforms the NDS0, suggesting that the online parameter estimation component is necessary
for good performance.

We see these results as highly encouraging and will continue exploring uses of NDS in fusion
applications.

7.4.3 Control Experiment

We also explored the use of these models for control purposes using model-predictive control
[Camacho and Alba, 2013]. For this purpose, we modified the Cartpole problem from Brockman
et al. [2016] so that there are a variety of parameter values for the weight of the cart and pole as well
as pole length. Typically, a ‘solved’ cartpole environment would imply a consistent performance of
200 from a control algorithm. However, there are three factors that make this problem more difficult.
First, in order to allow each algorithm to identify the system in order to make appropriate control
decisions, we begin each rollout with 8 random actions. The control never fails at this point but
would certainly fail soon after if continued. Second, the randomly sampled parameters per rollout
make the actual control problem more difficult as the environment responds less consistently to
control. For example, MPC (as discussed in Section 1.1.1) using the typical Cartpole environment
as a model results in rewards of approximately 37. Third, all training data for these algorithms
uses random actions with no exploration, which has been seen to degrade the performance of most
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MSE of Model MPC Returns
# Train 5K 1K 5K 1K

FC 0.031± 0.009 0.058± 0.018 52± 3 41± 4
FC NODE 0.028± 0.011 0.049± 0.013 55± 4 46± 3

LSTM 0.081± 0.023 0.092± 0.025 23± 6 25± 8
Full NDS 0.020± 0.006 0.029± 0.007 72± 4 60± 3

Partial NDS 0.022± 0.009 0.033± 0.011 69± 8 55± 6
NDS0 0.023± 0.013 0.028± 0.014 71± 11 57± 8

SR 0.037± 0.023 0.041± 0.015 65± 4 56± 4
GBO 0.046± 0.019 n/a 49± 5 n/a

Table 7.3: Modeling and Control on the EvilCartpole system.

model-based RL or control algorithms [Mozer and Bachrach, 1990].
We then trained dynamics models on this ‘EvilCartpole’ enviroment for each of our comparison

algorithms on datasets of trajectories on the environment with random actions. At that point, we
rolled out trajectories on our EvilCartpole environment using MPC with control sequences and
random shooting with 1,000 samples and a horizon of 10 timesteps. The uncertainties are standard
errors over 5 separately trained models.

As shown in Table 7.3, the NDS algorithms outperform all baselines on the cartpole task for
both the modeling and control objectives. We see that all algorithms degrade in performance as
the amount of data is limited. We notice however that with larger amounts of data (we performed
other experiments with 25,000 and 100,000 samples) the Fully Connected and Neural ODE models
perform as well as the NDS models. We hypothesize that this is due to the fact that the cartpole
dynamics are ultimately not that complicated and with sufficient data unstructured machine learning
algorithms can learn the appropriate dynamics to reach a modestly performing controller as well as
NDS.

7.5 Discussion and Future Work

In conclusion, we give a framework that merges theoretical dynamical system models with deep
learning by backpropagating through a numerical ODE solver. This framework succeeds even when
there is a partial or approximate model of the system. We show there is an empirical reduction in
sample complexity and increase in accuracy on two synthetic systems and on a real nuclear fusion
dataset. In the years since this paper, the physically informed modeling of dynamical systems has
progressed substantially [Karniadakis et al., 2021, Yin et al., 2021]. We hope that this field continues
to improve our understanding of how to synthesize the advantages of first-principles modeling and
of data-driven estimation of complex systems.
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Part III

Applications of learning in Plasma
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8 | Plasma Control in Tokamaks

As we mentioned in the introduction, nuclear fusion has extremely attractive properties due to
the energy density of fusion reactions. In this chapter we’ll begin by giving an overview of the
tokamak control problem as I understand it. Next in chapter 9 we discuss an application of BO-style
open loop control design to the design of the plasma current rampdown. We conclude this part
in chapter 10 by discussing some of the other experiments we attempted as well as giving some
broader commentary on applying machine learning to fusion.

We will begin here by motivating the plasma control problem by grounding it in quantities a
power plant operator might care about. Then we discuss the available sensors and actuators, the
concrete process of running a shot, and key limits and constraints of the system. The goal of this
section is that a reader with a background at the level of a typical computer science graduate student
should walk away with an idea of the ‘state of the game board’ in fusion and an idea of what
problems might be meaningful to work on. Much of this information is based on work in Freidberg
[2007], Smith and Cowley [2010], and Walker et al. [2020].

Global energy usage continues to grow rapidly [Jackson et al., 2018] into the present day. As use
of energy correlates with the level of human development [Yumashev et al., 2020], it is imperative
that we find sustainable ways to grow our civilizational ability to harness and direct energy to a wide
variety of ends. Of the technologies currently being contemplated for providing us with energy at
scale, nuclear fusion has a variety of attractive properties:

• Fusion has an extremely high energy density per gram of fuel and should scale to far larger
energy budgets than humanity currently desires.

• By itself, fusion uses no heavy radioactive elements that are needed for the proliferation of
nuclear weapons.

• Fusion is a ‘firm’ energy generation technology and in principle could be depended on
regardless of the weather or circumstances on the grid.

• The radioactive waste produced by a fusion plant would be relatively low-level and easy to
store.

• Fusion plants are passively stable; in the absence of active control input, the reaction will
subside and there is zero risk of a chain reaction.

This is also an exciting time in fusion. The ITER project [Holtkamp et al., 2007], a collaboration
of most major world governments to build a large tokamak in the south of France, is nearing the end
of its construction phase and aims for first plasma this decade and net energy gain from fusion in
the mid-2030s. Advances in plasma physics, computing, and material science have driven research
forward at the existing devices. There has been a substantial growth in private investment, with
a cumulative $6.21B invested in private companies attempting to bring fusion power to market
[Fusion Industry Association, 2023]. With this said, there are still substantial challenges remaining
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before humanity is able to power substantial amounts of its activities with terrestrial fusion reactors.

8.1 Achieving Net Energy from Fusion

Fusion reactions produce energy because the strong nuclear force leads to an attraction between
nucleons (protons and neutrons) at very short distances that leads to more nuclear binding energy
for larger nuclei (up to iron) than the equivalent nucleons in a pair of smaller nuclei. The majority
of fusion efforts today focus on the D-T reaction between deuterium (hydrogen with a neutron) and
tritium (hydrogen with two neutrons). The D-T reaction proceeds as below:

D+T → 4He + n + 17.6MeV︸ ︷︷ ︸
D-T Fusion

(8.1)

However, it has thus far been extremely difficult to achieve the conditions required for fusion. The
primary difficulty in achieving fusion is that the protons in one nucleus repel the protons in another
nucleus via the Coulomb force, which acts at longer distances than the strong nuclear force. In
order to overcome this repulsion, the nuclei must be heated to very high temperatures exceeding the
ionization energy of the atoms they are part of. Therefore, as part of the process of heating, the gas is
ionized and becomes a plasma. Though a single particle pair will have some relative kinetic energy
and therefore some probability of a reaction upon collision, a volume containing particles will have
a distribution of energies and it is therefore convenient to discuss the volume averaged reactivity of
a plasma, which we write ⟨σv⟩. This quantity depends only on the species of nuclei reacting and
the the temperature. Then the fusion power per unit volume of plasma is PFusion = n1n2⟨σv⟩δW ,
where n1 and n2 are the densities of the 2 species reacting (in m−3) and δW is the energy released
by a single reaction (in the case of D-T it is 17.6 MeV as in eq. (8.1)). Practically, after some steps
of derivation and after substituting known constants for deuterium and tritium, we have that

PFusion ∼ 0.08P 2 MW
m3

, (8.2)

where P is the plasma pressure in atmospheres [Smith and Cowley, 2010].
As the temperatures required to achieve this (around 100M◦C) are too high for any material, the

plasma must be confined by magnetic fields. The most developed design for doing so is a twisted
toroidal shape known as a tokamak. In a tokamak, a plasma current in the toroidal direction is
driven by a central solenoid (CS) via transformer action. Alongside this solenoid, toroidal and
poloidal field coils are used to produce a magnetic field from the sum of these sources such that in a
toroidal volume all field lines eventually close on themselves. These can be seen in fig. 8.3. Since
all particles in the plasma are charged, the plasma organizes itself along these lines and is thereby
confined in the interior of the vessel.

Actuators The heat in the plasma comes from 4 sources:
• Ohmic heating: heat from the fact that the plasma is resistive and has current running through

it.

• Neutral beam injection (NBI): one of the major actuators available to tokamak controllers, the
neutral beams fire beams of high-energy deuterium ions and electrons into the plasma as a
heating source, a fueling source, and a source of torque.

78



• Electron cyclotron heating (ECH): microwaves are fired into the plasma and absorbed by the
electrons with the same resonance frequency. This allows heating to be precisely localized to
within a centimeter or so.

• Fusion reactions as in eq. (8.1) (in future devices).
Besides the currents in each coil, NBI, and ECH, controllers have the ability to control the density
by puffing gas or firing frozen pellets into the reactor. Together, the currents in all coils, the heating
powers, and the density injections comprise the set of actuators A available on a tokamak. The
key question of tokamak control is what to do with them. To date, most reinforcement learning
work Char et al. [2023], Abbate et al. [2021b], Seo et al. [2022] has focused on controlling the
neutral beams and shape parameters. For both of these actuators and each of the others, there are
substantial and varying limitations on usage due to safety and hardware constraints. For NBI, these
limitations include that intermediate beam powers are achieved by modulating the beam on and off
within constraints on the rate of switching, that beams often fail within a particular shot, and that
for various plasma configurations there are limitations on beam power due to safety considerations
[Logan et al., 2023]. There are often limits on the availability of gyrotrons to provide ECH. Similarly
all coils come with current limits and the overall system operates within power constraints.

Observations As a controller to decide what actions to take, it relies on state information recon-
structed from a variety of diagnostics. The state space includes 1-dimensional discretized profiles of
the pressure, temperature, current density, number density, and rotation of the plasma. In addition,
we recieve information on the shape and position of the last closed flux surface, the strength of the
toroidal magnetic field, the inductance, various magnetic measurements, and a wide range of other
physical phenomena. This information comes in at varying frequencies, with direct measurements
of physical phenomena (such as the current) arriving at a much higher frequency than reconstructed
values such as the 1D profiles.

There are a large number of diagnostics on the DIII-Ddevice, as depicted in fig. 8.2. These
include various RF scattering diagnostics, coils that sense changes in the external magnetic field,
diagnostics that vary the neutral beams to measure the radiation response, a motional Stark effect
diagnostic to measure current density, and many others. These give observations of the plasma that
can be used along with known physics to infer the internal quantities of the plasma.

In order to estimate the state (profiles, plasma boundary, etc) from the measurements, the
magnetohydrodynamic equilibrium of the plasma is reconstructed from the sensor measurements
above [Lao et al., 2005]. This is accomplished via an iterative linearization and solution of the
Grad-Shafranov equations subject to the constraints imposed by observed measurements. These
EFITs are computed at a rate of 20 kHz during shots and then at a rate of afterwards at a higher
fidelity. We typically use the outputs of these EFIT calculations for state variables for controllers;
however, one more recent thrust of work aims to directly model the future diagnostic measurements
from the history observed.

Timeline of a Shot In this section, we’ll follow Walker et al. [2020] through the timeline of a
typical shot at DIII-D as an example. A typical day at DIII-D is devoted to one or two experiments.
Experiments are allocated on long-term planning cycles based on a competitive research proposal
process to scientists. The schedule is globally optimized in order to account for the various
configurations needed to accommodate the research program. For example, the beams at DIII-D are
capable of rotating variously in the toroidal and poloidal planes, heating system availability varies
widely, and operations using other species are sometimes conducted.
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Figure 8.1: Characteristic Timescales of Phenomena in a Tokamak

Once the tokamak is configured for operation in an experiment (a process which includes a
reorganization of the power supply systems of the tokamak to ensure appropriate electricity is
available to support the planned settings and manual adjustment of a high-current patch panel), shots
commence on a 10-15 minute cadence over the course of 4 hours. In that time, the operators orient
themselves to incoming data, debug software and hardware issues, consult with each other and
external resources, and ultimately adjust the settings of the plasma control system (PCS) in order to
pursue their experimental goals. The cognitive load on operators in the control room is high; later in
chapter 10, we discuss other work that takes first steps towards machine-learning driven tools to
assist operators in this environment.

Prior to the beginning of a shot, the toroidal field coil is brought to a constant level and deuterium
gas is puffed into the vessel. At t = 0, the current in the CS is rapidly driven down in order to
induce current in the torus and ionize D atoms via a generated electric field. At this point, the CS
drives the plasma current through transformer action in a linear ramp up to some flat-top level over
about 1s. The poloidal field coils concurrently control the plasma position and shape. The plasma
heats due to Ohm’s law. Additional heating is provided by NBI and ECH over up to 5 seconds of
flat top where the system is driven to and stabilized at experimental conditions. Finally, the current
is brought down by the CS and the shot concludes. The three periods described here are commonly
referred to as the ramp-up, flat-top, and ramp-down phases of the shot.

In this section, we gave a high level description of the timeline of a shot. However, as fig. 8.1
shows, the relevant phenomena for plasma control operate on a wide range of timescales; controllers
must be designed that operate in harmony over this wide range.

Objectives in Plasma Control At an extremely high level, magnetic confinement of plasma
depends on a magnetic force containing the plasma pressure. This ‘magnetic pressure’ is approxi-
mately proportional to B2 for a magnetic field of B Tesla. One measure of the efficiency of such
confinement is the ratio between the plasma pressure and this magnetic pressure, which we denote
β = P

B2/2µ0
for a plasma pressure P in atmospheres. Substituting this definition into eq. (8.2) gives

that PFusion ∝ β2B4. Since the magnetic field is essentially fixed once the tokamak is built, we often
choose to optimize β as our key measure of performance of a plasma, subject to several operating
limits derived from data, physical principles, and engineering design choices.

Limits on Plasma Operating Conditions There are a number of limits observed or derived on
the state of the plasma and therefore of controller designs. These include:

• the Troyon limit [Troyon et al., 1984], which tells us that in a conductive plasma the maximum
β is approximately Ip

aB , where Ip is the plasma current in MA< a is the minor radius in meters
and B the magnetic field in Tesla.
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Figure 8.2: A panorama of the DIII-D Tokamak with many diagnostic systems labeled.

• the Greenwald limit [Greenwald et al., 1988], an empirically determined limit on the density
of a tokamak plasma. It says that the maximum density nG =

Ip
πa2

when measured in
1020m−3. We often speak of the Greenwald fraction fGW = n

nG
as shorthand to understand

how close the density is to this limit. The Greenwald limit is ‘soft’ and can be exceeded under
certain operating conditions.

• the safety factor limits, which limit how high we can drive current. At a high level, field lines
in a tokamak take a helical path around the major axis with the number of poloidal revolutions
per toroidal one inversely proportional to the plasma current enclosed by the poloidal orbit.
This ratio is known as the safety factor and denoted as the q-profile. Many of the instabilities
that plague tokamaks are due to low values of q. In particular, values below 1 and integral
numbers are particularly problematic.

• Flux consumption limits on steady-state operation: typically, the plasma current is driven
by the change in current in the CS of the tokamak via Faraday’s law. However, there is an
inevitable limit on the flux that can be produced via a change in current in a solenoid. If the
operating conditions of the tokamak require consistent current drive from the solenoid, they
must inevitably allow for operation to pause so that the solenoid can be recharged. This is
inconvenient for operating power plants, and one goal of plasma control is to find operating
regimes that don’t rely on this kind of current drive at steady state and instead achieve the
required current from other sources.

• Materials limits, most notably the heat flux tolerable by the divertor materials. As particles
are vented from the confinement area to an area of the tokamak called the divertor, it will be
exposed to radiation fluxes of the order of 10MWm−2 [Smith and Cowley, 2010]. Jointly
searching for control strategies to ameliorate this and for materials that are durably capable of
tolerating these conditions will be one of the key questions to be answered in future fusion
research.

Disruptions Disruptions, which are sudden and unplanned terminations of plasma confinement,
are the primary adverse event seen in tokamak operations. They can be detrimental to the structure
and operations of a tokamak and operators take care to avoid them. They are typically caused by
exceeding one of the first three limits above, a radiative collapse of the plasma due to impurities, or a
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Figure 8.3: Left: a schematic drawing of a tokamak and its major magnetic components. Right: a
typical plasma shape at equilibrium. The various boxes labeled with Fs are magnetic coils tasked
with attaining the desired plasma shape.

loss of vertical position control (as we’ll discuss later). One further instability that must be addressed
by future fusion reactors is the neoclassical tearing mode (NTM), a “3D helical deformation of the
plasma around certain flux surfaces where the magnetic field closes on itself in a rational number
of turns around the torus,” [Walker et al., 2020] which can be addressed through effective control
of electron-cyclotron heating systems or avoided entirely through a choice of operating point. For
ITER and future fusion reactors geared towards power generation, disruptions pose a significant
concern. At ITER, the engineering constraints allow for a maximum of 3,000 major disruptions
(equating to 10% of the anticipated full-performance pulses) and 300 vertical displacement events
(VDEs) [Sannazzaro et al., 2009]. Therefore, identifying operating regimes and control strategies
that reduce disruption risk is vital in order to remain within these limits. The physics of disruptions
is poorly understood — most progress of physics during disruptions has been made by solving the
extended MHD equations with codes like NIMROD Sovinec et al. [2004]. But this is expensive and
still does not achieve quantitative accuracy. What’s more, as outlined by De Vries et al. [2011] and
Kates-Harbeck et al. [2019], disruption prediction is a harder task still due to the disparate disruption
causes, so empirical models are the state of the art and are far from perfect Fu et al. [2020b].

8.2 Key Tokamak Control Problems

8.2.1 Shape, Power, and Current Control

Perhaps the simplest control problems on the tokamak are of current, position, and shape. As the
closed-form dynamics of magnetic flux and plasmas are easily understood through the assumption
that the plasma is toroidally axisymmetric, linear controllers which attain the desired plasma shape
by varying the currents through the various coils (as seen in Figure 8.3) are available. The magnetic
controls are typically determined by a linearization of the Grad-Shafranov equation [Walker et al.,
2020]; this field is fairly mature [Pironti and Walker, 2005, Ariola et al., 2008] As we’ll discuss in
section 8.3, recent work shows that it is also possible to train policies via reinforcement learning to
solve this problem. In many other recent applications of machine learning [Char et al., 2019, Abbate
et al., 2021b, Seo et al., 2021], parameters of the target shape set for the low-level controller are
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used as virtual actuators by the higher-level learning based control algorithm rather than directly
controlling coil currents.

8.2.2 3D Control

There are additional coils on a tokamak designed to address the fact that the magnetic fields and
plasma quantities are not perfectly axisymmetric. In particular, fabrication errors lead to small
deviations in the magnetic field that can be corrected by application of 3D magnetic flux [Reiman
and Monticello, 1991] and even in the absence of these, global 3D instabilities known as Resistive
Wall Modes can form and must be corrected by 3D magnetic control [Ariola et al., 2014]. To
my knowledge, there has not been reinforcement learning research addressing this problem, but it
could potentially be a fruitful application especially as ML work on the core problem of turbulence
progresses [Zhang and Duraisamy, 2015].

8.2.3 Kinetic Control of Plasma

The regulation of key properties of the plasma such as current, temperature, density, rotation, and
pressure is foundational to the eventual success of the fusion project. Improvements in confinement
and power density are driven by advanced modes of operation determined by these factors. The
dynamics of density, temperature, and rotation are determined by the solutions to transport equations
as given in John [2005]. These quantities are challenging to control as the actuation capabilities are
more limited. The story is similar for the control of the current and rotation profiles, where actuators
for both torque and current drive are sparse. Two additional observations add to the challenge of
kinetic control: the profiles are themselves nonlinearly coupled and often share the same actuators
that may need to be applied to multiple objectives in order to regulate the plasma. This suggests a
role for integrated controllers; reinforcement learning is a prime candidate for the development of
such controllers though it also brings difficulties.

8.3 Prior Work

Over the past 5 years, work has begun applying learning-based control to tokamaks. One early work
[Boyer et al., 2018] applies neural network modeling in order to accurately predict the deposition
profile of the neutral beams of the NSTX-U tokamaks in anticipation of control applications. Kates-
Harbeck et al. [2019] trained a very large Fusion Recurrent Neural network to predict instabilities
and disruptions in plasma so that they can be mitigated online. This method showed impressive
generalization to tokamaks that hadn’t been seen before. However, the work did not contain a
major control component itself. In a similar spirit Fu et al. [2020b] successfully trained a tree-based
predictor to notice when disruptions or NTMs were likely to happen in the near future. This work
used a very simple control strategy of decreasing the power when these predictions were made and
was able to avoid some tearing modes and disruptions. The method in Fu et al. [2020b] is able to
avoid some tearing modes and disruptions, but it is not clear how to extend this method to a more
general control strategy. There are several other works [Parsons, 2017, Rea et al., 2019, Boyer et al.,
2021] which apply machine learning to predict disruptions and then attempt control strategies to
avoid them.

One early work by Baltz et al. [2017] begins a line of work applying black-box optimization to
plasma control by using their optometrist algorithm to optimize the parameters of a field-reversed
configuration (a tokamak alternative). Another earlier work by Char et al. [2019] developed an
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algorithm for contextual optimization of myopic controls for maximizing βN while maintaining
stability on the TRANSP simulator [Breslau et al., 2018]. In another foundational work [Abbate
et al., 2021b], DIII-Ddata was processed and used to train a dynamics model predicting profiles over
time. This model was used for a finite-set controller which drove temperature profiles to a desired
state.

One recent work by Degrave et al. [2022] was able to use a simulator of the magnetic control
problem (what currents to run through electromagnetic coils in order to achieve a desired plasma
shape) with randomized dynamic parameters as an environment in which to train a reinforcement
learning algorithm, MPO [Abdolmaleki et al., 2018], which was able to achieve relatively good
magnetic control in experiments on the TGV tokamak. Works like Seo et al. [2021, 2022], Char et al.
[2023] learn a policy from previously logged data collected by the experiments that have been run on
KSTAR and DIII-D, respectively. These latter works fall under the “offline reinforcement learning”
setting Levine et al. [2020]; there are inherent challenges associated with this setting such as the fact
that the training data was generated by some other policy (fusion scientists running experiments)
rather than the agent. As tokamak time is exceedingly limited, it is in general impossible to train
controllers in an online fashion (on the machine, with opportunity for the agent to learn from its
previous experiences) for fusion applications.
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9 | Automated Experimental Design of
Safe Rampdowns via Probabilistic
Machine Learning

9.1 Introduction

The termination phase of a shot is an essential part of tokamak operations for all machines present
and future. In this phase, the plasma current is decreased as much as possible while attempting to
avoid disruptions until confinement is eventually lost. Currently, a large fraction of the disruptions
that occur during machine operations occur during this termination phase. For the current generation
of machines, disruptions are usually tolerable because they cause little damage. For ITER and
future fusion reactors geared towards power generation, disruptions pose a significant concern. At
ITER, the specified total number of major disruptions assumed for the design of ITER components
is 3000 (equating to 10% of the anticipated full-performance pulses) Sannazzaro et al. [2009].
Special emphasis is placed on avoiding vertical displacement events (VDEs). In an analysis of future
tokamak power plants Maris et al. [2023], it was found that “the disruption handling requirements
for achieving < $100/MWh LCOE are extreme”. Therefore, identifying operating regimes and
control strategies that reduce disruption risks is vital in order to remain within these limits. The
physics of disruptions is poorly understood — most progress of physics during disruptions has
been made by solving the extended MHD equations with codes like NIMROD Sovinec et al. [2004]
in order to explain observed phenomena. What’s more, as outlined by De Vries et al. [2011] and
Kates-Harbeck et al. [2019], disruption prediction is a harder task still due to the disparate disruption
causes, so empirical models are the state of the art and are far from perfect Fu et al. [2020b].

In the termination (or rampdown) phase, a number of concurrent changes must be made to
the plasma state: the plasma current must be decreased to zero, the auxiliary heating power must
be removed (which will precipitate the H to L-mode back transition and a consequent decrease
in kinetic energy if it has not already occured), and density must decay. While these changes are
occurring, a number of operating and stability limits of the plasma must be respected in order to
avoid disruption and consequent damage to the device. Of paramount importance is the maintenance
of vertical stability (VS), which is related to the inductance ℓi, βp, and the elongation κ as discussed
in de Vries et al. [2017]. The VS limit differs across machines, and at DIII-D benefits from
the presence of poloidal field coils located close to the plasma that can respond quickly. The
Greenwald density fraction fGW = nπa2

Ip
Greenwald et al. [1988] is another key quantity of interest

during the rampdown and can cause disruptions when it exceeds 1 as Ip decreases unless density
concurrently decreases. The Greenwald limit is an idealized quantity and work such as Giacomin
et al. [2022] continues to sharpen our understanding of density limits on different devices under
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various conditions. Another potential concern during rampdown is the presence of a variety of
MHD instabilities in the plasma, which can cause the plasma to disrupt if they grow too large.
Finally, there is a possibility that the plasma undergoes a radiative collapse, where there is no longer
sufficient kinetic energy to maintain stability. One possible cause of this is excessive radiation due
to impurity accumulation. In this work we explore the optimization of rampdowns using a Bayesian
optimization strategy. Before further explaining the contributions of this paper, we first give some
background on Bayesian optimization in the context of machine learning.

9.1.1 Related Work

Rampdown Optimization Prior works de Vries et al. [2017], Teplukhina et al. [2017] have
addressed the termination phase through optimization and study via models derived from first
principles. In this work, we aim in contrast to address this problem through a machine-learning
based method for rampdown trajectory design. In de Vries et al. [2017], a large scale analysis of the
components of stability of rampdowns was conducted across many of the world’s tokamaks; here, the
goal was to describe and analyze the key physical phenomena that determine whether a rampdown
is successful or disrupts prematurely. The authors identify the relationships between the change in
elongation, decrease in power, and decrease in current that underlie the control developments in this
work. Another study was conducted in Teplukhina et al. [2017], where numerical optimization was
conducted over rampdown trajectories using the RAPTOR simulator. The plasma was successfully
ramped down using the design given from the optimization solution on both the TCV and ASDEX
Upgrade tokamaks. The key differences between that work and this one are that here there is a
data-based approach to rampdown design rather than a simulation-based and there was a large-scale
experimental campaign at DIII-D in contrast to study of a pair of shots on different machines. In Barr
et al. [2021], the authors develop an emergency shut-down procedure which involved transitioning
to a limited topology in order to maintain control down to a safe current level. Our work addresses
the nominal rampdown in a similar spirit, but we use a machine-learning based methodology to
design the trajectory. Finally, in Fu et al. [2020b], the authors propose a machine-learning-based
controller which predicts disruptivity. During the rampdown phase, future disruptivity is predicted in
real time. If at any point the disruptivity prediction exceeds a threshold, an Off-Normal Response is
triggered that begins a fast rampdown of the plasma current in order to disrupt at a safer level. This
feedback control mechanism is complementary to this work—we focus on the design of feedforward
trajectories which avoid disruptions in advance while this method reacts in a closed-loop fashion.

Bayesian Optimization There is a large literature focusing on optimization of black box functions
Frazier [2018]. The usual assumption in Bayesian Optimization (BO) is that the function of interest
f : A → R for some action space A is drawn from a Gaussian process prior or is bounded in the
relevant norm. A typical procedure for BO is to iteratively estimate the function of interest using all
observations, use the estimate to compute an acquisition function α : A → R that prospectively
evaluates the benefit of observing a new datapoint (a, f(a)) at some point in the domain, finding
the maximizer at = argmaxa∈A α(a), and querying the black box function f(at). This process is
repeated until the budget for queries is exhausted. Acquisition functions such as upper confidence
bound optimization Srinivas et al. [2009], Thompson sampling Russo et al. [2018], and expected
improvement Jones et al. [1998] have been developed and analyzed in the preceding decades.
These methods have been applied to optimize functions observed in real systems including in
the feedforward control of robots Tesch et al. [2013], hyperparameter tuning of machine learning
models Kandasamy et al. [2020], and even the design of recipes for chocolate chip cookies Solnik
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et al. [2017]. This work uses approximate Bayesian optimization to find a feedforward rampdown
trajectory that avoids disruptions.

Many works address a generalization of this setting known as contextual Bayesian optimization
Char et al. [2019] wherein the domains of f and α are augmented with context x in some context
space X and the goal is to find a policy π : X → A that finds optimal actions for each context. This
work does not address the contextual setting though we believe it a promising direction for future
work.

Learning-based Control in Fusion Typically in learning-based control, an agent interacts with
an environment by alternately executing actions and receiving observations. The agent then adjusts
its decision-making policy based on the information it has collected in a way which aims to optimize
some objective. In this work we use ‘agent’ to refer to a generic decision making entity (as in Lu
et al. [2023]) though it is most often used to refer to the reinforcement learning setting. In the
broader machine learning world, the greatest successes of learning-based control methods have
inevitably come when the agent has the ability to collect a large number of samples using its current
policy in the ground-truth environment. This has happened most notably in games like Atari Mnih
et al. [2015], Go Silver et al. [2016], and Chess Silver et al. [2017] but also plays out in domains
where there is a fast and accurate simulator of the system. In Degrave et al. [2022], reinforcement
learning was applied to a simulator of current and shape dynamics in order to find a policy which
was successfully able to achieve a desired shape on the TCV tokamak. However, shape control
is typically achieved using hand-designed and more interpretable controllers Walker et al. [2020]
for the same reason that the simulation was accurate: the underlying dynamics of shape control
are relatively easy to model. For kinetic control or other more challenging problems, the direct
sim-to-real transfer approach may be more difficult. To address this, works like Seo et al. [2021]Char
et al. [2023] learn a policy from dynamics models trained on previously logged data collected by the
experiments that have been run on KSTAR and DIII-D, respectively. These works fall under the
so-called “offline reinforcement learning” setting Levine et al. [2020]; there are inherent challenges
associated with this setting such as the fact that the training data was generated by some other
policy (fusion scientists running experiments) rather than the agent. Another direction that has been
explored is that of finite-set control with a learned model as in Abbate et al. [2021b], where the
controller predicted future states for a finite set of actuator settings and chose the one which was
predicted to be closest to the target temperature profile. Yet another learning-based control method
was deployed in Fu et al. [2020b], where a decrease in injected power was precipitated by a learned
disruptivity model. In each of these works, a model was fit to a static dataset and used to make
control decisions for the tokamak. As tokamak time is exceedingly limited, it is often infeasible to
train controllers in an online fashion (on the machine, with opportunity for the agent to learn from
its previous experiences) for fusion applications.

9.1.2 Contributions

In this work, we took advantage of a rare exception to the preceding statement: during the 2022
operations on the DIII-D tokamak we undertook a (relatively) large-scale study of online data-driven
rampdown designs. This was made possible by our ‘piggyback’ experimental design in which
we were able to vary the parameters of rampdowns at the end of shots for which the primary
experimental data was to be collected during the flat-top phase. After choosing a parameterization
for a feedforward control trajectory and a cost function for the desired rampdown behavior, we
projected historical DIII-D data onto our action space and trained probabilistic models that predicted
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the cost incurred by the rampdown from the action chosen. We first executed the optimal action
according to the model several times. Then, we began choosing actions according to a handful of
data acquisition functions taken from the Bayesian Optimization literature in order to efficiently
explore the design space of rampdowns. After running a few dozen trials in this way, we executed
the optimal action according to an updated model several times.

With the caveat that we could not control the initial conditions of the rampdowns in our tests, we
found that when compared against the other shots at DIII-D (either those from the same experiments
or the broader dataset) our rampdowns were significantly better at reaching low currents prior to
disruption with a mean current at disruption 2.5x lower than the DIII-D average. The rampdown
designs improved over the course of our experimentation as a general trend and that the final
optimum outperformed the initial optimum found, showing that the exploration was helpful in
improving our estimate of the optimal rampdown. Our methodology is fairly general and could in
principle be used for other feedforward trajectory design problems in plasma control in the future.

In Section 2, we present the rampdown optimization problem setting and discuss the assumptions
made in order to simplify our procedure. Section 3 describes the methods used, including data
processing, machine learning methods, and our experimental protocol. Section 4 presents the results
of our initial modeling exercise as well as a quantitative discussion of our experimental results. In
Section 5, we analyze pairs of shots from the test and control set in order to understand what might
be driving the observed differences in performance. In Section 6, we conclude by discussing the
work in a broader context and give an idea of future directions.

9.2 Method

At a high level, our approach is simple: given an action space A and a cost function C we aim
to find the action a = argmina∈AC(a) by making queries to C using various actions a. In order
to do so, we need to find actions which efficiently search the space of possibilities and take into
account the values of C obtained by executing various actions. At the ith trial, the action ai is
chosen by approximately maximizing some criterion αi(a) which we refer to as an acquisition
function that can be derived from a probabilistic estimate Ĉi of the cost function C. We execute ai
for 1 or more experiments. Then the we run a script to ingest the additional data from the tokamak,
process it so that it can be use to fit another machine learning model Ĉi+1, and generate a new
action by optimizing the acquisition function αi+1. By iterating this process for n iterations we
aim to discover an action â∗ = argmina∈A Ĉn(a) that is the “best guess” for the best action design.
Though this work focuses on the application of this general loop to the rampdown design problem,
it is in principle applicable to a much wider set of problems. There is a diagram of the overall loop
in Figure 9.1.

First in Section 9.2.1, we describe the choices for A and C. Next, in Section 9.2.2, we describe
how we acquire and process the data in order to input it into the machine learning model. Then,
in Section 9.2.3 we discuss the machine learning methods used to estimate C and the acquisition
functions used in the paper. Finally, in Section 9.2.4, we describe the protocol for executing actions
on the DIII-D tokamak in a series of piggyback experiments spanning most of 2022.

9.2.1 Problem Setting

We address the rampdown problem as a Bayesian optimization problem where the action space
A is the space of designs for rampdowns and the cost function aims to capture the damage that
might be done by a particular rampdown. In making this choice, we explicitly ignore the problem
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Figure 9.1: Diagram of overall method. Here, the process of executing the actions that optimize the
acquisition function and observing their results is shown.

of context–that is, we mostly ignore the state of the plasma at the time the rampdown is initiated
and search for a specific rampdown design rather than a function mapping the plasma state to a
rampdown design. This choice was made for simplicity of modeling and optimization, but we
also note that it is not generally possible to know exactly the state of the plasma at the end of the
flat-top phase prior to the shot. It also was made in light of the fact that we would be running these
experiments in a piggyback capacity after other experiments at DIII-D and therefore we would have
very little control or even information about what the state of the plasma would be at the end of the
flat-top phase. We also are only addressing feedforward control and explicitly leaving the feedback
control to existing systems. This choice allows the flexibility to explicitly change the controller
behavior based on new information without recompiling the plasma control system. We give a
diagram of the overall loop in Figure 9.1.

In order to specify the optimization problem, we must define an action space and an objective
function.

Action Space Stemming from prior work Barr et al. [2021], we decided that it was most practical
to vary three actuators:

• power injected from the neutral beams (pinj)

• current (Ip)

• elongation of the plasma shape (κ)
As a rampdown design requires all of these to be varied in time, we needed a way to parameterize
the trajectory of each of these actuators over time starting from the programmed beginning of the
rampdown. As we aimed to conduct piggyback experiments, we explicitly do not consider any
changes to shot programming prior to the beginning of the rampdown phase. After considering

89



Figure 9.2: Depiction of an example action in our piecewise linear parameterization for current,
elongation and injected power. This example is a stylized drawing of shot 188823.

a handful of methods, we decided on a piecewise linear (PWL) function for each, which we
represented with three parameters: delay (t0), rate (r), and duration (∆t), which we collectively
call θ. We depict these in Figure 9.2. This parameterization also leaves as a free variable the initial
value x0 of each trajectory as these may vary depending on the design of the shot at rampdown.
When we execute a PWL action parameterized by θ in a piggyback, we use the value of x0 from
the beginning of the rampdown in the nominal shot trajectory in order to concretely generate the
feedforward rampdown trajectory. Then for a particular signal xθ(t) starting at time t = 0 with
initial value x0, delay t0, rate r and duration ∆t the value is given by

xθ(t) =


x0 t ≤ t0

x0 − r(t− t0) t0 < t ≤ t0 +∆t

x0 − r∆t t0 +∆t < t.

(9.1)

Since we need a PWL representation of the action for each of our three actuators, our action
representation a ∈ A has a total of nine parameters a = [θpinj, θIp, θκ] that represents the 3D time
series [xθpinj , xθIp , xθκ ]

Objective Function The primary goal of a rampdown design is that it is safe against disruptions.
In particular, disruptions at high levels of current are of concern to operations at tokamaks as well
as the uncontrolled release of the various forms of electromagnetic and thermal energy stored in
the plasma. In all applications of machine learning, the design of the objective is especially critical.
One of the fundamental choices is whether to shape the objective function in order to encourage
behavior that is thought to lead to outcomes consistent with the ultimate goal. In other words, one
might add an instrumental goal to the objective function in the hopes of encouraging behavior that
leads to the ultimate goal. This is often done in AI research contexts Hu et al. [2020] by e.g. adding
a reward for advancing toward a target state even though the objective is actually only to attain it.
In this work, we used an objective function with some reward shaping with the ultimate goal of
reducing the current at disruption time. Our cost function for an action a as described above is

C(a) =

(
I
tcq
p

106a
tcq
minorB

)2

+ 10−6W
tcq
MHD + |q095 −min

t>0
qt95| (9.2)

90



where tcq is the time of disruption (as marked by the time at which the current quench occurs),
xθIp(tcq) is the plasma current at the time of disruption, atcqminor is the minor radius at the time of
disruption, B is the magnetic field, W tcq

MHD is the magnetohydrodynamic energy of the plasma at the
time of disruption, q095 is the safety factor 95% of the way to the edge at the beginning of rampdown,
and qt95 is the same safety factor at times during the rampdown.

The first two terms of the objective are the electrical and magnetohydrodynamic energies of the
plasma. These relate to the objective of controlling the plasma to as low of an energy content as
possible before a disruption. The third term penalizes any rampdown where the safety factor, q95,
drops below its initial value over the course of the rampdown. This term is an example of the reward
shaping mentioned earlier: as q95 is a key determinant of the stability of the plasma Chen et al.
[1984], we encourage our agent to keep it from decreasing. Additionally, this reward is roughly
unit-scale, which simplifies the modeling process.

9.2.2 Offline then Online Data Processing

In order to achieve an initial offline estimate of the objective function C, we fit a model to historical
data from DIII-D. The data processing consisted of 3 steps: collection, preprocessing, and featuriza-
tion. In the collection phase, we pulled data about historical DIII-D shots numbered 120000-188814,
which run from 2004 to April 2022. from the MDSPlus database as in Abbate et al. [2021b] in 50ms
windows. In particular, we collected the information about the action space: target plasma current,
injected power from the neutral beams, and elongation as well as for the cost function: safety factor
near the edge (q95), minor radius, and MHD energy as computed by EFIT01. For the cost function
we also collected the time of disruption (as marked by the current quench) and the plasma current at
that time. In order to do so, we used a technique developed in Barr et al. [2021]. The time of current
quench is determined by searching for dIp/dt passing a very high threshold (-14MA/s) for reduction
in plasma current after which the plasma current never recovers. The beginning of this very fast
final Ip drop is the time which the current quench begins, and is used for the current quench time in
this work. It then double checks that this drop was not programmed as part of the desired trajectory
of the shot. In some cases the plasma recovers after a very large transient event. The code ignores
this phenomenon and skips forward to the final (actual) disrupting event.

Finally, we also collected the times at which the rampdowns were programmed to start in order
to know at what time the agent could have begun to modify the controls.

In order to make sure that the data were usable for machine learning, it was preprocessed into
a form that made it suitable for featurization. Much of this involved removing shots which were
unsuitable for use in this study. We removed shots for which any of the following occurred:

• Shot disrupted prior to originally scheduled rampdown or within 50ms of rampdown begin-
ning.

• Shot data in relevant fields contained at least 4 consecutive NaNs (lasting 200ms).

• PWL action projection could not achieve sufficient accuracy (see below).
This left us with 1,173 shots in the original offline dataset from which to perform regression. This
data cleaning procedure was conservative and led to shots being excluded which otherwise could
have been used. This is important in the experimental section where certain experimental shots
did not pass data filtering checks and are therefore excluded as in Figure 9.5. As the experiments
progressed all subsequent shots were appended to the dataset including but not limited to those
where the rampdown was designed by the model.
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Projecting Historical Data to the PWL action space For each shot retrieved from the DIII-D
database, actuator data is represented as a time series {ui}ki=0 with ut the scalar values of the
actuator every 50ms. For shots which disrupted during the rampdown the lengths for the action
representation were padded as if they had gone to their intended conclusion and disrupted at 50kA. In
order to use PWL representation for the action space, it was necessary to find some PWL parameters
that approximately corresponded to the time series retrieved for each actuator in each shot. Thus we
solved the following optimization problem with the curve fitting library taken from scipy Virtanen
et al. [2020], which uses the Trust Region Reflective algorithm Branch et al. [1999]:

argminθ ||xθ(t)− ut||22
subject to x0 = u0.

This optimization problem is a projection of the time series of each actuator onto the space of
piecewise linear functions. As these coefficients found were to be used as features for the subsequent
machine learning estimation, we discarded the shots for which the projection induced substantial
error. Concretely, these were shots for which ||xθ(t)−ut||22

||ut||22
> 0.1. This was the case for at least one

signal in 34% of the data. The dataset Dn = {(ai, ci)}i∈[n] consisted of the observed actions after
all preprocessing as well as the computed costs.

After performing this optimization and filtering, we fit a machine learning model for C and
choose an action as described below.

9.2.3 Machine Learning Methods

As discussed in Section 9.1.1, there has been a huge amount of work done in the machine learn-
ing community addressing the Bayesian optimization setting. The standard approaches involve
uncertainty-aware regression to learn the function C from observations (a,C(a)). The specific
types of uncertainty required are determined by the acquisition function αi(a) being used.

Uncertainty-Aware Regression Techniques There is a substantial literature of uncertainty-
aware regression techniques Abdar et al. [2021]Psaros et al. [2023]. This work relied on three
representations of predictive uncertainty: epistemic uncertainty, aleatoric uncertainty, and posterior
sampling. Epistemic uncertainty is the uncertainty in predictions that can be reduced by making
observations and performing inference. Aleatoric uncertainty is the irreducible uncertainty in a
prediction, often because the system is itself stochastic. Due to the many unobserved features of
the tokamak at rampdown time, there is substantial uncertainty that could be reduced given perfect
observations but is not captured in the data presented to our model. For modeling purposes, this
is treated this as irreducible given our assumptions. Posterior sampling is a bit different – given
some approximate prior belief over cost functions P (C), and a set of observations Dn, we can
update our beliefs to an approximate posterior P (C | Dn) and sample from it. This process can be
interpreted as choosing from the set of functions that are consistent with the observations Dn given
prior knowledge. Many of the tools developed in BO deal with settings where the black-box function
can be fit well by a Gaussian process regression with some kernel. Even when using empirical
techniques like maximum marginal likelihood kernel fitting, we were unable to find a kernel that
gave reasonable predictive accuracy on our data.

Instead, we used both multilayer perceptrons (MLPs) (following Paria et al. [2022]) implemented
in JAX Bradbury et al. [2018] and gradient boosted trees (GBTs) taken from the Catboost package
Dorogush et al. [2018] alongside probabilistic variations and ensembles composed of these units.

92



Acquisition Function Uncertainty Estimate Required Functional Form of α

Optimum None −Ĉ(a)
Thompson Sampling Posterior Sampling −f(a), f ∼ P (C | D)

LCB Epistemic Uncertainty −Ĉ(a) + βσe(a)

UCB-LCB Epistemic & Aleatoric Uncertainty −Ĉ(a) + β1σe(a)− β2σa(a)

Table 9.1: Data acquisition functions and the corresponding uncertainty estimates required.

In their standard forms, neither MLPs nor GBTs estimate uncertainty. However, this can be easily
solved for each by having the model output the mean (which we write Ĉ(a)) and standard deviation
σ̂(a) of the response variable and training them via maximum likelihood Malinin et al. [2021]. We
follow Chua et al. [2018] in using σ̂(a) for an estimate of the aleatoric uncertainty σa(a), while the
standard deviation of the mean predictions of ensemble members Ĉi(a) can be interpreted as an
estimate of the epistemic uncertainty σe(a). One also can sample a single ensemble member Ĉi(a)
as an estimate of a function sampled from the posterior. At every iteration, the model wa s trained
using all observations that were part of the dataset. Ensembles consisted of 10 members trained on
bootstrapped data sampled with replacement from the training set.

To address the lack of a clear hypothesis over the objective function C, we employed a rotational
strategy with different function approximators for each acquisition function. As discussed below,
this involved periodically switching between various approximators to align with the requirements
of each acquisition function. Concretely, we alternated between MLPs and GBTs and then choose
the probabilistic and / or ensemble variant that would provide the uncertainty estimate required by
the acquisition function being used (see Table 9.1 for these).

Acquisition Functions In order to acquire data that will facilitate black-box optimization, we
rely on probabilistic estimates of the cost function given by Besides choosing the optimum of the
estimated cost function, we used Thompson sampling Russo et al. [2018], lower confidence bounds
Srinivas et al. [2009], and upper / lower confidence bounds as acquisition functions. Thompson
sampling relies on the fact that choosing the optimum of a function sampled from the posterior
is equivalent from sampling from the posterior over optima. Lower confidence bounds use an
optimistic decision rule to choose points at which the model is either overconfident or correct in
its optimism, thereby ruling out parts of the design space which could potentially be good. Upper
/ lower confidence bounds additionally include a penalty for areas of the design space that are
estimated to be highly noisy. As shown in Table 9.1, each of these acquisition functions requires a
particular type of uncertainty estimate.

Each of these acquisition functions has shown state-of-the-art performance on some Bayesian
optimization problems. Given the uncertainty about which function would best suit this application,
we adopted a strategy inspired by Head et al. [2021]: cycling through these functions for each subse-
quent trial. This approach involves selecting a model which provides the appropriate uncertainty
estimate for the specific acquisition function in use at any given trial.

9.2.4 Piggyback Experiments

Throughout the course of 2022, we conducted a campaign of piggyback experiments executing
various rampdown designs after the conclusion of the flat top phase. For experiments for which
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the session leader (SL) was amenable to our work, the mainline experiment could tolerate some
disruptions, and the authors were available, we collected data based on executing actions chosen
according to an acquisition criterion with maximally up-to-date data. We also made sure to collect
data which used the default rampdown in order to be able to see a useful control set. At DIII-D the
nominal rampdown evolves over time as session leaders modify it, but the default strategy has been
a decrease in current at 1 MA/s and a complete shutdown of beam power very close to the start of
rampdown. The shape is changed to a low-elongation and limited plasma shape around 100ms into
the rampdown. There are often small changes in the vicinity of this design. Within an experiment,
we would first allow the SL to run with no modifications on our end until they were able to achieve
a plasma that lasted until the programmed time of rampdown. For several experiments, this proved
difficult and we were unable to run. Once several trials successfully reached the rampdown phase
we programmed in an action generated by optimizing an acquisition function and executed it several
times. Once it had executed several times, we ran our scripts for ingesting and preprocessing
additional data, generated another action, and executed it as well. This process proceeded across
several run days in 2022.

9.3 Experiments

9.3.1 Initial Modeling Results

The first step was to fit an estimate of our cost function Ĉ to the offline dataset D. We initially
considered models ranging among linear regression, k nearest neighbors, Gaussian processes, GBTs,
and traditional MLPs. Hyperparameter tuning and model selection was conducted using 5-fold cross
validation on a training set consisting of 80% of the training data. GBTs and MLPs performed best
on cross validation. The MLP with learning rate of 3× 10−4 worked well as did CatBoost Dorogush
et al. [2018] with out-of-the-box settings. GBTs achieved 74% explained variance on the test set and
the MLPs were slightly worse at 72%. As can be seen in Figure 9.3, the optimum found in the initial
model calls for a moderately aggressive current rampdown (close to 1.8 MA/s) along with modest
change in elongation and an aggressive decrease in beam power (80MW/s, an immediate shutdown).
The optimum is not as low-cost as the lowest-cost elements due to the fact that the model does not
predict extreme values as well. An analysis of the feature importances showed that the ramp rate
and duration for current were the most important features used to explain the cost function, a result
in line with expectations.

9.3.2 Real-World Performance of Online Bayesian Optimization

After our offline modeling we ran 41 piggyback shots with 16 different synthesized actions across
8 different run days at DIII-D in 2022. The actions were synthesized by optimizing acquisition
functions defined over the GBT and MLP models as described in Section 9.2.3. We aimed to answer
two questions: (1) did our model synthesize better rampdowns than the default at DIII-D? and (2)
could our exploration strategies cause the rampdown designs to improve over time through our
trials? In both cases, the answer was yes, with some complexity in the answer to (2).

To address the first question, we determined 2 potential control sets: all rampdowns on DIII-D
after 2015 (Wide Control) and all rampdowns taken from the same miniproposal (a document which
references a particular experimental allocation in the DIII-D procedures) as our test shots (Same-MP
Control). After removing all shots with missing data, the wide control set was 11,047 shots, the
Same-MP control set was 25 shots and the test set was 29 shots. The latter two covered a wide range
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Figure 9.3: Optimization of a learned model using offline data only. This figure depicts a GBT
model mapping θ to the cost function to all high-quality examples available prior to our experimental
campaign and optimized it via grid search over θ. The plots show the historical observations and the
optimum found for 3 components of θ.
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Figure 9.4: Performance of comparison sets of rampdowns on cost and current at disruption. These
are empirical cumulative distribution functions, so e.g. the median of the observed samples will be
the value on the horizontal axis where the curve crosses 0.5 on the vertical axis.
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p-value / Effect Size Same-MP Control Wide Control

Current at Disruption 0.027 / -2.77 1.7× 10−6 / -10.97
Cost 9.9× 10−5 / -2.72 0.018 / -2.79

Table 9.2: Statistical Tests of Rampdown performance. We used the Mann-Whitney U-test on the
disruption currents and costs observed in our experiments to compute the p values shown here. We
report the modified Cohen’s d for effect sizes.

of plasma conditions, with flat top current ranging between 0.6-1.6 MA in the test set and 0.55-1.8
MA in the Same-MP control set and βN ranging between 0.6-2.4 in the test set and 0.4-2.2 in the
control set. The observed currents at disruption as well as the computed costs for these three sets are
shown in Figure 9.4. It is clear by inspection that the shots in the Same-MP control disrupted at a
similar distribution of plasma currents to the broader baseline of DIII-D shots. However, in the test
shots, our method was able to perform significantly better than was observed in either control set.
The mean current at disruption in the test set, 134 kA, was 2.5x smaller than the mean current at
disruption in the control set (336 kA) and 2.9x smaller than that of the Same-MP control (389 kA).

After the conclusion of our experimental campaign, we performed statistical tests to assess
the possibility that our results were the result of random chance. Ideally, we would have chosen
a significance threshold for our statistical results prior to beginning our experimental campaign.
However, we did not do so and can only comment on results after the fact. Based on the p-values
observed in Table 9.2, which give the probability that differences of at least this magnitude could be
observed between samples generated from the same process, it is highly unlikely that our results
were generated by random variation. We also compute the modified Cohen’s d, a measure of the
effect size taken by normalizing the difference between means of two samples by the standard
deviations. Typically, 2 denotes a large effect size Sawilowsky [2009] and each of our comparisons
attains that threshold.

In particular, it was more clear for the Same-MP control that the cost attained by our method
was an improvement compared to the current, while the reverse was true for the wide control. This
might have been due to the fact that the Same-MP control contained more recent shots where the
rampdown has been optimized more for current but not the cost function, leading to improved
performance on the former metric but not the latter relative to the wider control set. It is again
important to note that these results come with the caveat that we could not control much of the
experimental process due to the piggyback experiment design.

Figure 9.5 shows the performance of the test actions over time. The results are mixed. There is
no clear trend in the series of costs (blue) and in fact the last datapoints that are not missing from
our time series have fairly high costs compared to the others (some investigation showed us that this
was due to a drop in q95 immediately at the beginning of the rampdowns). However, the currents
at disruption at the end of each rampdown (red) show a clear downward trend as the experiments
proceeded. This trend suggests that over time the model learned actions that were more reliably able
to bring the shot down to a very low current prior to disruption. One important caveat to note is that
these are modest sample sizes and we do not have perfectly controlled conditions so it is possible
that our results were the result of statistical fluctuations or unobserved factors.
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Figure 9.5: Costs and disruption current observed in test group experiments as trials were conducted.

9.4 Analysis

The previous section gave quantitative results of the rampdown experiments. This section presents
qualitative results and gesture at how the model may have modified the rampdowns in order to avoid
disrupting at high current.

9.4.1 Analysis of Selected Shots

Figure 9.6 shows 3 examples of shots from the test and same-MP control sets in our study that were
taken from the same experiment. The left example depicts a pair of shots (a control shot, 192252,
and a test shot, 192244) where the control shot disrupted at around 700 kA. Though they started
from similar initial conditions, the test shot had a slightly higher ramp rate on Ip and power than
the control shot. The control shot experienced a n = 2 mode that locks around 5200ms and led to
an early disruption. The test shot was able to last longer without such issues until the decreased
current caused the Greenwald fraction to increase and cause a disruption at a much safer current
level. Notably, the test shot 192244 is the shot with the highest current at disruption in our test set
and thus gives a mild failure case of our method.

The second example shows three shots: the control shot 191544 and the test shots 191547 and
191548. It seems likely that 191544 disrupted due to an already-existing n = 1 mode that was
not present in either test shot 191547 or 191548. This example highlights the difficulties in this
piggyback experimental setup: as we’re not controlling the conditions of the flat top we cannot
reproduce the conditions at the beginning of rampdown and reproduce the challenges encountered.
Though these two examples here of very similar rampdowns with slightly slower ramps show good
results it is impossible to know whether they would have survived if given the initial conditions of
191544.

The final example shows a combination of exogenous and endogenous factors causing the plasma
to safely ramp down. The control shot (192024) disrupts almost immediately upon beginning the
rampdown due to what appears to be a locked n = 1 mode. The time of the rampdown was slightly
moved up by the flat-top operators, and our method output a more gradual IP ramp rate. Together
these changes were sufficient to cause the shot to ramp down smoothly to minimal plasma current.
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Figure 9.7: Rates of change chosen by models
over time for current, elongation, and NBI power.

9.4.2 Action Selection across Experi-
mental Campaign

We also inspected the actions output by the ac-
quisition function optimization in order to un-
derstand whether there were any patterns ob-
servable from the data. Figure 9.7 shows some
components of the action space of particular
interest: the rates of change suggested by the
model for power, current, and elongation. From
this, it is clear that the model quickly gives up
on varying the elongation of the model. This
could be because DIII-D has vertical control
coils that are very capable and close to the
plasma and therefore the model doesn’t find
a decrease in elongation necessary to maintain
vertical stability. A similar study on a different
device with less vertical stability control (ITER,
for example) might therefore lead to a ramp-
down design that relies more heavily on elongation than ours. In many shots, there is an unactuated
decrease in elongation as current drops (see Figure 9.6 for examples) and perhaps the model was
able to infer the necessary relationships between the control requests and the eventual outcomes.
The model explores a range of aggressive Ip ramp rates prior to converging to a healthy but less
aggressive ramp rate around 1.2 MA/s. The model also widely explores various settings for the rate
of change of power. The model seems to be somewhat confounded by the range of initial power
settings at the start of rampdowns, which are part of the context for each shot that the model does not
recieve. If the context had been included in the model, we would expect to see a more convergent
process for injected power. This is a three-dimensional slice of a nine-dimensional action space so
there are six additional axes of exploration not shown here. In the future we hope to extend these
methods to include context and in fact to potentially move to closed-loop control in order to respond
to developments in real time. We’d also potentially attempt to control density in order to address an
unaddressed cause of disruptions (the Greenwald limit) from the current setup.

9.5 Discussion

We conclude with a discussion of piggyback experiments using machine learning more generally.
As ML methods are data-hungry and tokamak time is scarce, it is necessary to either use offline
data or to find applications like this one where nonstandard opportunities are available to run
experiments. We aimed to keep the experimental and machine learning protocol as constant as
possible as experiments progressed. As discussed in Section 9.3, reward shaping actually made
experiments and analysis more difficult to run. We encourage practitioners trying similar setups
in the future to keep things as simple as possible in all aspects, including the data used in decision
making and reward computation, the codebase for ingesting data and updating the models, and in
the success criteria. It was crucial to keep a fixed experimental protocol on our end in the face of the
variation inherent in tokamak operations. ML-driven control of tokamaks is a promising direction
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and we hope that our study design is instructive alongside our results. In settings where protocols for
rampdowns are not available, as with new machines that don’t have these procedures, these methods
might prove particularly valuable in exploring possible trajectory designs.

In the previous section, we discussed the ‘convergence’ of certain components of the actions
chosen to some reference values. There is a large literature Srinivas et al. [2009], Chowdhury
and Gopalan [2017], Frazier [2018], Russo et al. [2018] discussing the rates of convergence of
the various data acquisition methods used here in formal settings. Many of them can be tuned in
order to achieve a desired confidence bound or even to work backward from a known horizon of
experimentation. Throughout our study, we were highly uncertain about the number of trials we
would be able to execute due to scheduling and machine operation questions that are familiar to all
tokamak experimentalists. This made the question of how to tune our acquisition strategy slightly
more difficult.

This work aimed to find a rampdown trajectory that improved the existing one at DIII-D by trial
and error using strategies from black-box optimization. In experiments over the course of 2022 we
conducted trial rampdowns as piggybacks and updated our model with new observations as they
came in. Our rampdowns were able to bring the plasma current down to an average value 2.5x
smaller than is typical at DIII-D and, based on our statistical tests, our results are unlikely to be due
to chance. However, as we could not control the plasma state at the beginning of rampdown it is
difficult to decouple disruptions due to physical phenomena present at this time from disruptions
due to poor control.

One exciting direction for future research is in attempting a similar experimental campaign
without the benefit of the existing DIII-D database but perhaps with the use of first-principles driven
simulators such as those being used for the development of ITER Kessel et al. [2007] and SPARC
Rodriguez-Fernandez et al. [2020]. Although the specific rampdown design we developed in this
work is unlikely to transfer to those devices, it is possible that a procedure like this one could be used
to support the commissioning of rampdowns at each. The efficient and robust commissioning of
rampdowns for these devices will be an important part of their successful operation within disruption
constraints. Simulating those conditions could help us understand the effectiveness of these methods
in a more realistic setting. With all this considered, we see ample opportunities for additional work
of this nature, both in continuing to optimize and better understand rampdowns on DIII-D and at
other machines and in applying active machine learning methods to other control tasks in fusion
research.
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10 | Future prospects for applications
of AI to Fusion

Over the past few years, we have seen initial applications of learning-based control to robotics
as discussed in section 8.3. Though a number of works have achieved results worth noting, in
general plasma control has not seen substantial utilization of these learning-based methods by fusion
practitioners and plasma physicists. In this part, I’ll give context on some of the underlying reasons
for this through a critical view of my own experiences in the hope that future researchers will benefit
from frank discussion of the challenges involved. In contrast to chapter 8, here I’ll focus on the
practical aspects of fusion research. As an illustrative example, I’ll give some color on an experiment
I ran in 2023 on DIII-D which was largely unsuccessful. Next, I’ll discuss what I think it will take
to really ‘move the needle’ in fusion; what are the key problems that are keeping us from a future
powered by magnetically confined fusion? Finally, I’ll synthesize these perspectives and give some
commentary on where AI (taken in a more general spirit) can be helpful to this process. Here, I’ll
discuss recent work we conducted as a first step to taking advantage of advances in NLP in order to
aid tokamak operators.

10.1 Challenges in applying AI to fusion

In this section I’ll give a description of the process of running an experiment at DIII-D and the
constraints that this process and the general operation of the machine impose on the application
of machine learning. Though things vary somewhat between devices, DIII-D serves as a good

Figure 10.1: The DIII-D tokamak (left) and one of its 4 neutral beams (right) as of July 2022.
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example. At DIII-D, experiments are allocated on multi-year planning cycles. This is required due
to a number of constraints on materials, maintenance, human capital, and travel. The experiments
range from a half day to 2 days of tokamak time. Typically a ‘day’ of tokamak time is 8 hours of
operations, where the tokamak fires for ∼ 5 seconds and then takes about ten minutes until it is
ready to fire again. Data from the previous shot arrives intermittently over the first couple minutes
into a computer system [Stillerman et al., 1997] from which humans or scripts can pull it. A typical
experiment builds atop a ‘reference shot’ taken from a prior experiment. This is useful as there are
such a large number of options in tokamak configuration and trajectory design that could be explored
that scientists usually start from a known-good initialization and make incremental changes. Often
it takes several tries to reasonably reproduce the reference shot, a phenomenon that is obvious in
light of fig. 10.1, which highlights how many components are part of this system. Each of these can
fail; in fact, hardware failures happen during essentially every experiment.

In order to run a learned policy consisting of a machine learning model, the model must first be
integrated into the PCS [Humphreys et al., 2005]. At DIII-D, the PCS is written in a subset of C.
To solve the problem of compiling policies to this subset, Conlin et al. [2021] built the Keras2C
framework, which compiles a subset of Keras down to C that can be included in the PCS. However,
this process requires that the parameters of the network are given at compile time. Though it is in
principle possible to fix the network structure and load parameters from a file at runtime, to my
knowledge no experiments of this kind have been conducted on a tokamak. Experiments of this
kind would allow for closed-loop controllers that learn from each trial.

The PCS is configured between shots by operators to the specification of the experiment’s session
leader. This primarily consists of operators adjusting waveforms corresponding to the settings of
lower-level controllers that handle the neutral beams, the plasma shape, the current, and several
other quantities as was done in chapter 9, as well as adjusting gains of lower-level controllers for e.g.
the 3D coils. When running a machine learning experiment, substantial online debugging occurs as
there are often differences between the software testing and deployment settings. Tokamak dynamics
are also nonstationary: the wall conditions vary and affect plasma conditions and actuators and
diagnostics often fail. As DIII-D has been operating for decades now, there is a substantial amount
of logged data that can be used to train controllers via offline reinforcement learning methods.
Typical works that attempt this [Char et al., 2023, Seo et al., 2022] find about 15,000 usable shots
from the DIII-D database. However, the device has changed over the years as has the experimental
program. So, both the dynamical system and the set of behavior policies have drifted over time and
the latter may not correspond to the desired policy for a particular experimental goal. To summarize,
the experimental setup for testing learned policies on tokamaks is a far cry from the cheap, fast,
deterministic games where RL has been most successful.

10.2 Gating challenges to fusion power

It is often nonobvious to those new to fusion what challenges to fusion are ‘gating’, or in other
words, what the key problems are to solve so that we can have net energy from fusion and eventually
power plants. In this section, I’ll give a set of problems that stand out to me as particularly important
to the global research program. As we discussed in section 8.1, fusion power per unit volume scales
with β and the magnetic field strength. The magnet coils in fusion plants will be superconducting
electromagnets. Since superconductors typically come with limits on temperature, current, and field
strength [Tinkham, 2004], any research that improves these would alter the design space of reactors
we could build. Similarly for the materials that collect neutrons, provide structural stability, and
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Figure 10.2: The control room at DIII-D.

handle high levels of heat flux: progress in materials science that leads to more performant materials
with which to build the neutron blanket, the reactor structure, and the divertor will allow us to relax
constraints on the reactor. As an example, the limits of the divertor dictate the goals of the divertor
control system which will help prevent it from melting; as the divertor is made more robust, the
difficulty of divertor control decreases.

There is a persistent search for new modes of tokamak operation; in fact, the H-mode which has
been widely studied in the past decades of fusion research [Wagner et al., 1982] was discovered
experimentally. Subsequently, other advanced modes of plasma confinement have been found.
Efficiently searching the space of these scenarios and using simulation, data, and device resources
effectively to find good plasma regimes is another key challenge in fusion.

Given a particular scenario, the key challenge in fusion is robustly achieving and maintaining
the plasma at those conditions. Here, the most critical problems are in fault response and disruption
avoidance [Hollmann et al., 2015]. Work by Boyer et al. [2021] and others has begun to address
these issues, but substantial further study is needed. Additionally, integrated control systems which
globally allocate actuation resources to objectives as needed will need to be developed for effective
tokamak control.

10.3 How can AI make a real impact on this problem?

Today, the international community of fusion researchers continues to address the existing issues
with fusion. As a machine learning researcher, I believe it is important to approach the problem
space with humility and not assume ML is a hammer that we should hit it with but rather think about
why an AI solution would be better than a human-designed one. Here, I’ll discuss four key ideas
that could help specify good areas to apply AI systems to fusion.

The simplest is in higher-frequency problems, such as the online actuation of 3D coils at
megahertz frequencies to control Alfvén eigenmodes [Garcia-Munoz et al., 2019]. When data comes
in at a much higher frequency it is more difficult to hand-design filtering and control techniques but
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there is far more data with which to train ML systems. Addressing these with efficient architectures
for sequence modeling and prediction may be an area where ML can provide a lift in performance.

Another key area where ML could be helpful is in search problems. The work described in
chapter 9 was inspired by the revelation that researchers were manually searching through the space
of rampdown parameters in order to find good ones. Machine learning is often useful in these areas
due to its explicit representations of uncertainty as well as the principled strategies for searching for
the optima of a probabilistic estimate. We found initial success here in the rampdown setting, but
hope that this idea can be applied to further objectives in e.g. scenario design.

10.3.1 LLMs as operational copilots and research assistants

As mentioned in section 8.1, there is substantial cognitive load on operators of nuclear reactors
due to the tight timeline of each shot, the large number of incoming data sources, and dispersed
knowledge of the system and the relevant physics. There are rich sources of textual information
about this system: shot log notes from operators, proposals for experiments, papers, textbooks, PCS
source code, and conference proceedings. It is possible that an LLM with access to this information
may prove helpful to operators in answering their questions.

In Mehta et al. [2023], we made initial steps towards this goal by implementing a retrieval-
augmented generation system [Chen et al., 2017a, Lewis et al., 2020] that can answer questions
about the tokamak and its operations grounded in the shot log notes at the DIII-D and C-MOD
[Hutchinson et al., 1994] tokamaks. We made this system available through the Discord server
DIII-D operators use to communicate during experiments and hope that our system can be useful to
operators in the upcoming campaigns. However, there is substantial opportunity to extend our work.

While leveraging shot logs is a crucial first step for making a tokamak co-pilot, we would also
like to note that there are other data sources that one could incorporate to enhance the co-pilot
beyond this initial version. For example, we could also enable the source code in the Plasma Control
System (PCS) to be queried. Systems such as GitHub Copilot [Chen et al., 2021] have already
shown that pairing LLMs with code bases results in powerful tools. In our setting, access to source
code could enable operators to quickly diagnose and debug software problems during experiment
sessions should they arise.

We also could use more advanced schemes for combining LLM generation and information
retrieval. These include having the LLM generate SQL for queries, a map-reduce style architecture
for summarizing larger context, and self-introspection in order to determine whether an answer
has been found. When deployed on the Discord, 3 out of 7 questions inquired about quantitative
information that could have been answered by a reasonable SQL query.

Perhaps the richest source of information not being considered at the moment is the diagnostic
data measured for each shot. This data set includes rich, high-fidelity information about the plasma
(e.g. temperature, density, and rotation) Stillerman et al. [1997], and has already been leveraged by
prior works to predict the evolution [Char et al., 2023][Seo et al., 2023] and stability [Rea et al.,
2019][Fu et al., 2020b]. At the same time, previous works, such as CLIP [Radford et al., 2021],
have achieved impressive results by learning a mapping between the latent encodings for different
modalities of data. Building on both areas of works, we hope to incorporate diagnostic information
into our current system. Not only do we expect this to provide additional information and lead
to more intelligent answers, but doing so could potentially lead to valuable new use cases for our
system such as automatic shot log generation or predicting the evolution of the plasma from text
descriptions for scenario development. Any of these could prove valuable to operators and scientists
under the extreme attention demands of a tokamak experimental session.
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10.3.2 Actually Offline RL

As discussed above, offline RL has gained significant attention in recent years [Levine et al., 2020].
However, offline RL research has broadly been been focused [Kumar et al., 2020, Kostrikov et al.,
2021] on the D4RL [Fu et al., 2020a] and RL-Unplugged [Gulcehre et al., 2020] datasets. These
datasets consist of logged transition data for training and MDPs for test-time evaluation. Inevitably,
researchers will evaluate their method on the MDP and then tweak it for better performance. This
is simply not possible in fusion, where you may only get a handful of trials in one afternoon a
year. Though offline RL is in some sense the ‘correct’ tool to use to learn controllers for fusion
systems, the field as currently conducted is not addressing the problem its full difficulty. I hope to
see held-out dynamical systems and ‘contests’ where policies are submitted for evaluation in order
to begin to address the correct problem and one day perhaps learn policies from logged fusion data.
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11 | Conclusion

In this thesis, we embarked on a journey through the landscape of sample-efficient reinforcement
learning, the integration of prior knowledge in the identification of dynamical systems, and the novel
application of these techniques to plasma control for nuclear fusion. Our work represents progress
on understanding how agents ought to prospectively evaluate data, a demonstration of the value of
machine learning for search problems in fusion, and contributes to the synthesis of first principles
and data-driven thinking.

The methodologies and insights presented in part I augment our ability to build agents which
are able to reason about what they know and what they need to know. Through information theory,
decision theory, and a frequentist confidence-bound framework, we were able to give several
perspectives on how agents should value data. Furthermore, by extending one method to the
comparative feedback setting, we were able to apply these idea to the alignment of LLMs, a problem
of maximal salience to our field today.

In part II, we demonstrated the power of leveraging existing knowledge about systems to
optimize data usage. This approach significantly reduces the data requirements for identifying and
controlling complex systems. The line of work that has grown in this area since this work was
published has the potential to greatly improve our ability to model and control complex physical
systems.

The application of these methodologies to plasma control in nuclear fusion, as detailed in
part III, exemplifies the practical impact of our research. Our successful experiments using Bayesian
Optimization for plasma current ramp-down highlight the potential of machine learning in enhancing
the efficiency and safety of nuclear fusion processes.

I’d like to conclude by acknowledging that in both fields we address in this thesis we have a very
long way to go. In both reinforcement learning and nuclear fusion we are in a critical and exciting
period of progress and investment; it will take focused effort from smart and hardworking people to
continue to move forward. I hope that this work gives useful tools and knowledge as we continue to
press ahead.
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A | Appendix for chapter 2

A.1 Related Work

Transition Query Reinforcement Learning In the standard online RL setting, one assumes data
D = {(si, ai, s′i)}i∈[n] must be collected in length-H trajectories (rollouts) where the initial state
s0 ∼ p0, and after an action ai is chosen, the next state s′i = si+1 is sampled from T (si, ai) up to
i = H , at which point the process repeats. Kearns et al. [2002] introduced the setting where the agent
collects data by sequentially sampling transitions from the ground truth transition model by querying
at a state and action of its choice, which they refer to as RL with access to a generative model. We
refer to this setting for brevity as TQRL. The agent sequentially acquires data (si, ai, s′i) in arbitrary
order by querying a state action pair (si, ai) from S ×A and recieving a sample s′i ∼ T (s, a) from
the black-box transition function T [Kearns et al., 2002, Kakade, 2003, Azar et al., 2013]. The goal
in both settings is to find a policy which optimizes the objective in Equation (2.4). This setting is
relevant in a variety of real-world applications where there is a simulator of the transition model
available. In particular, we see the setting in nuclear fusion research, where plasma dynamics are
modeled by solving large partial differential equations where 200ms of plasma time can take up to
an hour in simulation [Breslau et al., 2018].

It has been shown for finite MDPs in [Azar et al., 2013] that the PAC sample complexity, which
is the number of samples required to identify with high probability a policy that achieves almost
optimal value, of this setting is Õ(|S||A|), ignoring the PAC factors. This is notably better than
the bound of Õ(|S|2|A|) in the online RL setting given in Section 8.3 of Kakade [2003]. This is
achieved simply by the naive algorithm of learning a transition model by uniformly sampling the
space and then performing value iteration on the estimate of the MDP for an optimal policy. More
recently, the bound for this setting was tightened to hold for smaller numbers of samples by Li et al.
[2020], meaning that for any dataset size in a continuous problem, the PAC performance can be
quantified. Finally, Agarwal et al. [2020] show that the naive ‘plug-in’ estimator used in the previous
works is minimax optimal for this setting. In summary, this setting is thoroughly understood for
finite MDPs and it gives a sample complexity reduction from quadratic to linear in the state space
size. The improvement shown in finite cases suggests that there could be similar reductions available
in a continuous setting. To our knowledge there do not exist works specifically solving the TQRL
setting for continuous MDPs. In this work, we give an algorithm specifically designed for this
setting, which shows sample complexity benefits reminiscent of those theoretically shown in the
tabular setting.

Exploration in Reinforcement Learning To encourage exploration in RL, agents often use
an ϵ-greedy approach [Mnih et al., 2013], upper confidence bounds (UCB) [Chen et al., 2017b],
Thompson sampling (TS) [Osband et al., 2016a], added Ornstein-Uhlenbeck action noise [Lillicrap
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et al., 2015], or entropy bonuses [Haarnoja et al., 2018] to add noise to a policy which is otherwise
optimizing the RL objective. Although UCB, TS, and entropy bonuses all try to adapt the exploration
strategy to the problem, they all tackle which action to take from a predetermined state and don’t
explicitly consider which states would be best to acquire data from.

An ideal method of exploration would be to solve the intractable Bayes-adaptive MDP [Ross
et al., 2007], giving an optimal tradeoff between exploration and exploitation. Kolter and Ng [2009],
Guez et al. [2012] show that even approximating these techniques in the sequential setting can
result in substantial theoretical reductions in sample complexity compared to frequentist PAC-MDP
bounds as in Kakade [2003]. Other methods stemming from Dearden et al. [1998, 1999] address
this by using the myopic value of perfect information as a heuristic for similar Bayesian exploration.
However, these methods don’t scale to continuous problems and don’t provide a way to choose states
to query. These methods were further extended with the development of knowledge gradient policies
[Ryzhov et al., 2019, Ryzhov and Powell, 2011], which approximate the value function of the Bayes-
adaptive MDP, and information-directed sampling (IDS) [Russo and Van Roy, 2014], which takes
actions based on minimizing the ratio between squared regret and information gain over dynamics.
This was extended to continuous-state finite-action settings in Nikolov et al. [2019]. However, this
work doesn’t solve fully continuous problems, operates in the rollout setting rather than TQRL,
and computes the information gain with respect to the dynamics rather than some notion of the
optimal policy. In a similar spirit, Arumugam and Van Roy [2021] provide a further generalization
of IDS which can also be applied to RL. One recent work very close to ours is Lindner et al. [2021],
which actively queries an expensive reward function (instead of dynamics as in this work) to learn a
Bayesian model of reward. Another very relevant recent paper [Ball et al., 2020] gives an acquisition
strategy in policy space that iteratively trains a data-collection policy in the model that trades off
exploration against exploitation using methods from active learning. Achterhold and Stueckler
[2021] use techniques from BOED to efficiently calibrate a Neural Process representation of a
distribution of dynamics to a particular instance, but this calibration doesn’t include information
about the task. A tutorial on Bayesian RL methods can be found in Ghavamzadeh et al. [2016] for
further reference.

Separate from the techniques used in RL for a particular task, several methods tackle the problem
of unsupervised exploration [Schmidhuber, 1991], where the goal is to learn as much as possible
about the transition model without a task or reward function. One approach synthesizes a reward
from modeling errors [Pathak et al., 2017]. Another estimates learning progress by estimating model
accuracy [Lopes et al., 2012]. Others use an information gain-motivated formulation of model
disagreement [Pathak et al., 2019, Shyam et al., 2019] as a reward. Other methods incentivize
the policy to explore regions it hasn’t been before using hash-based counts [Tang et al., 2017],
predictions mimicking a randomly initialized network [Burda et al., 2019], a density estimate
[Bellemare et al., 2016], or predictive entropy [Buisson-Fenet et al., 2020]. However, these methods
all assume that there is no reward function and are inefficient for the setting of this paper, as they
spend time exploring areas of state space which can be quickly determined to be bad for maximizing
reward on a task.

Bayesian Algorithm Execution and BOED Recently, a flexible framework known as Bayesian
algorithm execution (BAX) [Neiswanger et al., 2021] has been proposed for efficiently estimating
properties of expensive black-box functions, which builds off of a large literature from Bayesian
Optimal Experiment Design [Chaloner and Verdinelli, 1995]. The BAX framework gives a general
procedure for sampling points which are informative about the future execution of an algorithm.
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Control Problem Pendulum Cartpole Lava Path Reacher Beta Tracking

Budget b 200 300 100 1500 300
# of points for optimization k 1000 1000 1000 1000 1000
# of posterior function samples n 15 15 15 15 15

Table A.1: BARL hyperparameters used for each control problem.

In this paper, we extend this framework to the setting of model-predictive control, when we have
expensive dynamics (i.e. transition function) which we treat as a black-box function in the BAX
framework. Via this strategy, we are able to use similar techniques to develop acquisition functions
for data collection in reinforcement learning.

Gaussian Processes (GPs) in Reinforcement Learning There has been substantial prior work
using GPs in reinforcement learning. Most well-known is PILCO [Deisenroth and Rasmussen, 2011],
which computes approximate analytic gradients of policy parameters through the GP dynamics
model while accounting for uncertainty. Most related to our eventual MPC method is [Kamthe and
Deisenroth, 2018], which gives a principled probabilistic model-predictive control algorithm for
GPs.

A.2 Training Details

We vary our budget based on our understanding of how much data would be required to solve the
problem. The other hyperparameters of the BARL algorithm are constant but listed for completeness
in Table A.1.

For all of our experiments, we use a squared exponential kernel with automatic relevance
determination [MacKay et al., 1994, Neal, 1995]. The parameters of the kernel were estimated by
maximizing the likelihood of the parameters after marginalizing over the posterior GP [Williams
and Rasmussen, 1996].

To optimize the transition function, we simply sampled a set of points from the domain, evaluated
the acquisition function, and chose the maximum of the set. This set was chosed uniformly for every
problem but Reacher, for which we chose a random subset of ∪i ∪j Oij since the space of samples
is 10-dimensional and uniform random sampling will not get good coverage of interesting regions
of the state space.

A.2.1 Comparison Methods.

We use as our model-based comparison methods in this work PETS [Chua et al., 2018] as imple-
mented by Pineda et al. [2021], which does MPC using a probabilistic ensemble of neural networks
and particle sampling for stochastic dynamics and a similar MPC method using the mean of the same
GP model we use for BARL to execute πT̂ to collect data as in the standard RL setting. We also
compare against PILCO [Deisenroth and Rasmussen, 2011], which also leverages a GP to directly
optimize a policy that maximizes an uncertainty-aware long term reward. For model-free methods,
we use Soft Actor-Critic (SAC) [Haarnoja et al., 2018], which is an actor-critic method that uses an
entropy bonus for the policy to encourage evaluation, TD3 [Fujimoto et al., 2018] which addresses
the stability questions of actor-critic methods by including twin networks for value and several other
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modifications, and Proximal Policy Optimization (PPO) [Schulman et al., 2017], which addresses
stability by forcing the policy to change slowly in KL so that the critic remains accurate. As a
baseline TQRL method and to better understand the GP performance, we use a method we denote
EIGT , which chooses points which maximize the predictive entropy of the transition model to
collect data. We believe that when given access to transition queries many unsupervised exploration
methods like Pathak et al. [2019], Shyam et al. [2019] or methods which value information gain
over the transtion function [Nikolov et al., 2019] would default to this behavior.

A.2.2 Control Problems

We tackle five control problems: the standard underactuated pendulum swing-up problem (Pendulum-
v0 from Brockman et al. [2016]), a cartpole swing-up problem, a 2D lava path navigation problem,
a 2-DOF robot arm reacher problem with 8-dimensional state (Reacher-v2 from Brockman et al.
[2016]), and a simplified beta tracking problem from plasma control [Char et al., 2019, Mehta et al.,
2021] where the controller must maintain a fixed normalized plasma pressure using as GT dynamics
a model learned similarly to Abbate et al. [2021a]. The lava path is intended to test stability and
exploration of algorithms. The goal is to reach a fixed goal state from a narrow uniform distribution
over start states. As shown in Figure 2.1b, the state space contains a ‘lava’ region which gives large
negative rewards for every timestep. When not in lava, the reward is simply the negative squared
distance to the goal, forcing the agent to navigate to the goal as quickly as possible. Since there is
a narrow path through the lava, we want to explore a policy which crosses efficiently and safely.
Agents who fail to find this solution will be forced to go around, incurring penalties.

A.2.3 Runtime Details

Based on these choices and the MPC hyperparameters below in Section A.3, each of these problems
results in a varying runtime for the BARL algorithm. In Table A.2, we report the time taken for an
iteration of BARL and how it breaks down by step. We give these as ranges, as the computational
time requires increases as the learning process continues since GP computational costs scale with
the size of the dataset. We also include for completeness the time taken to execute the MPC policy
on the ground truth problem, which is not strictly part of the BARL algorithm but still relevant to
practitioners.

Clearly, BARL is a relatively slow algorithm computationally. But in settings where samples are
scarce, BARL is much cheaper than alternative methods which might use less compute for the RL
algorthms but require many more samples. When compared to the costs of running an hour-long
simulation or running a costly experiments, spending a few minutes computing the acquisition
function seems like a good use of resources.

A.3 MPC Details

As we’ve discussed, we use model-predictive control in this work to choose actions which maximize
future reward given a model of the dynamics. In particular we use the improved Cross-Entropy
Method from Pinneri et al. [2020] to solve the optimization problem in Equation 1.4, which uses
several tricks including colored noise samples and caching to reduce the number of queries to the
planning model. There is a natural trade-off in any search method between computational cost
and quality of actions found in terms of predicted reward. In this work, we chose hyperparameters
for each task that were as computationally light as possible which attained a similar reward to
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Control Problem Pendulum Cartpole Lava Path Reacher Beta Tracking

Sample O n times 20.7 - 18.5 38.7 - 33.9 33.4 - 35.8 216 - 276 7.5 - 4.9
Evaluate EIGO at k points 3.3 - 5.5 7.5 - 12.7 7.6 - 9.3 21.3 - 147 7.5 - 13.6
Total for BARL Iteration 24 - 24.04 46.2 - 46.5 40.1 - 45.1 237 - 423 15 - 18.5

Evaluation for one episode 7.2 - 21.5 2.5 - 10.3 18 - 47.9 26.2 - 913.7 0.9 - 3.5

Table A.2: Runtime in seconds for the phases of the BARL algorithm on all problems when run on
the author’s 24-core CPU machines. The ranges given show the runtime for the operation at the
beginning and at the end of training, as some operations run longer as more data is added.

Control Problem Pendulum Cartpole Lava Path Reacher Beta Tracking

Base number of samples 25 30 25 100 25
Number of elites 3 6 4 15 3
Planning horizon 20 15 20 15 5
Number of iCEM iterations 3 5 3 5 3
Replanning Period 6 1 6 1 2

Table A.3: Hyperparameters used for optimization in MPC procedure for control problems.

larger hyperparameters when executing MPC using the ground-truth model (πT , in our terms). As
recommended by the original paper, we use β = 3 for the scaling exponent of the power spectrum
density of sampled noise for action sequences, γ = 1.25 for the exponential decay of population
size, and ξ = 0.3 for the amount of caching.

We manually tuned the base number of samples, planning horizon, number of elites to take from
the sampled action sequences, number of iterations of planning, and the replanning period of the
model. Here we give the ultimate values for those parameters, which were used for all ablations
using our GP model and MPC. The values we used across all experiments for each problem are
given in Table A.3.

A.3.1 Robustness of EIGτ∗ to a suboptimal controller

In order to compute EIGτ∗ in this work, we perform model-predictive control on posterior transition
function samples (execute πT ′

ℓ
on T ′

ℓ , in our notation). We assume that πT ′
ℓ

is close to the optimal
policy for the MDP with transition function T ′

ℓ . However, this assumption could lead to pathologies in
the method if it doesn’t hold in practice. In this section, we emprically investigate the consequences
of using a suboptimal controller when finding samples of τ∗ on posterior samples of the transition
function.

In order to understand the sensitivity of EIGτ∗ to the MPC policy executed on posterior samples,
we ran experiments where we reduced the planning budget or horizon for the posterior function
policy in order to see whether the acquisition function fails. In particular, we ran the reacher and
cartpole experiments from the main paper with varying MPC budgets for the posterior function
policy πT ′

ℓ
and a fixed MPC budget at test time. This allows us to isolate the effect of a suboptimal

policy generating samples of τ∗.
On the reacher experiment, we vary the number of CEM iterations ranging from 1 to 5. This

is straightforwardly linked to the amount of search the policy conducts before executing an action.

117



0 100 200 300 400 500

Environment Steps

−24

−22

−20

−18

−16

−14

−12

−10

R
et

u
rn

s

Control Performance on Cartpole

h=3

πT h=3

h=6

πT h=6

h=9

πT h=9

h=12

πT h=12

h=15

πT h=15

h=18

πT h=18

0 100 200 300 400 500

Environment Steps

−20.0

−17.5

−15.0

−12.5

−10.0

−7.5

−5.0

−2.5

R
et

u
rn

s

Control Performance on Reacher

1 Iter

πT 1 Iter

2 Iters

πT 2 Iters

3 Iters

πT 3 Iters

4 Iters

πT 4 Iters

Figure A.1: Performance of BARL when MPC budget for posterior function samples is varied while
MPC test time budget is held constant. The error regions are the standard error of the return seen
across 5 trials of the policy. The dashed lines are the performances that MPC with the equivalent
hyperparameters achieves if executed at test time given the ground truth dynamics.

On the cartpole experiment, we varied the length of the planning horizon, which affects how far
in the future the policy will consider actions as it is deciding what is the good immediate next
action. In both cases, we see in Figure A.1 that performance hardly changes as the budget for
MPC is reduced. Only on the reacher problem when the number of CEM iterations is reduced to 1
(effectively reducing CEM to simple random search) do we see a significant drop in performance.
This supports the notion that the quality of the approximation of the optimal policy in EIGO is not
critical to the performance of the acquisition function as a data selection strategy. We also plot in
the figure the performance of an MPC controller on the ground truth dynamics with these reduced
MPC budgets. It is clear that if we were to execute these degraded policies at test time, they would
be much worse. We find it interesting and intend to further study the robustness of using cheaper
policies to decide where to acquire data.

A.4 Description of Continuous Control Problems

Lava Path. The lava path has 4-dimensional state (position and velocity) and 2-dimensional action
(an applied force in the plane). The goal is to reach a fixed goal state from a relatively narrow
uniform distribution over start states. As shown in Figure 2.1b, the state space contains a ‘lava’
region which gives very large negative rewards for every timestep. Other than when in lava, the
reward is simply the negative squared distance to the goal, forcing the agent to navigate to the goal
as quickly as possible. Since the lava has a narrow path through, the actor is forced to explore a
policy which will realize that it is safe and efficient to cross. Agents who fail to find this solution
will be forced to go around, incurring penalties.

Pendulum. The pendulum swing-up problem is the standard one found in the OpenAI gym
[Brockman et al., 2016]. The state space contains the angle of the pendulum and its first derivative
and action space simply the scalar torque applied by the motor on the pendulum. The challenge in
this problem is that the motor doesn’t have enough torque to simply rotate the pendulum up from all
positions and often requires a back-and-forth swing to achieve a vertically balanced position. The
reward function here penalizes deviation from an upright pole and squared torque.
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Cartpole. The cartpole swing-up problem has 4-dimensional state (position of the cart and its
velocity, angle of the pole and its angular velocity) and a 1-dimensional action (horizontal force
applied to the cart). Here, the difficulty lies in translating the horizontal motion of the cart into
effective torque on the pole. The reward function here is a negative sigmoid function penalizing the
distance betweent the tip of the pole and a centered upright goal position.

Reacher. The reacher problem simulates a 2-DOF robot arm aiming to move the end effector to a
randomly resampled target provided. The problem requires joint angles and velocities as well as an
indication of the direction of the goal, giving an 8-dimensional state space with the mentioned 2-D
control. Our results on this problem are particularly encouraging as they show that BARL can scale
to some problems with higher dimensionalities.

Beta Tracking (Nuclear Fusion). Finally, the beta tracking problem has 4-dimensional state
consisting of the current normalized plasma performance βN in the DIII-D tokamak. βN is given by
an appropriately normalized ratio between the plasma pressure and the magnetic pressure and is a
common figure of merit in fusion energy research. In addition to βn the state space contains its most
recent change as well as the current power injection level and its most recent change. The action
is the next change in the power injection level. The “ground-truth” dynamics for this problem are
given by a neural network model learned from data processed as in Abbate et al. [2021a]. Control is
done at a timestep of 200ms and the reward function is the negative absolute deviation from βn = 2.
Reliably controlling plasmas to sustain high performance is a major goal of research efforts for
fusion energy, and though this is very much a simplification of the problem, we intend to extend and
apply BARL to more realistic settings in the immediate future.

A.5 Implementation Details for TIP

A.5.1 Derivation of Computational Cost

In this section, we derive the computational complexity of the TIP algorithm. For simplicity, we
focus on a single TIP planning iteration as might be done at each replanning in closed-loop control
or at the start of a trial in open-loop control. In order to keep the analysis general, we assume that
the chosen planning algorithm requires p accesses to the model where h actions are sequentially
executed, giving ph total queries per planner execution. We also assume that the numbers of
inducing points and basis functions used in our GP posterior function sampling are constant as are
the Monte Carlo hyperparameters m,n.

The TIP algorithm consists of the following major operations:
• Sample T ′

i for j ∈ [m]: O(nmN) total cost from sampling algorithm, where N is the dataset
size.

• Sample τ∗ij for i ∈ [n], j ∈ [m]: phHnm total cost from running the planner (ph posterior
function queries) H times for each sampled τ∗, where H is the MDP horizon.

• Compute Cholesky decomposition for each D ∪ τ∗ij . This takes a total of O(nm(N +H)3)

operations as the augmented dataset is of size N +H and Cholesky decompositions are O(d3)
in the matrix size d.

• Compute posterior covariance ΣS′ | D∪τij for all τij . This involves several matrix operations
but the most computationally intensive is solving h triangular systems of size (N+H)×(N+
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Control Problem Pendulum Cartpole β Tracking β + Rotation Reacher

Sample τ∗ mn times 24 31 7 25 130
Plan actions that minimize Cτ∗ 16 15 15 50 295
Total for TIP Iteration 40 46 22 75 425

Evaluation for one episode 5-20 2-10 2-5 3 - 18 100-500

Table A.4: Runtime in seconds for the phases of the TIP algorithm on all problems when run on the
authors’ CPU machines. The ranges given show the runtime for the operation at the beginning and
at the end of training, as some operations run longer as more data is added.

H), which each take O((N+H)2) time. So the total computation here is O(pnmh(N+H)2).

• Compute determinants of covariance matrices for each of p queries and nm augmented
datasets D ∪ τij . Each of these operations is over a matrix of size h× h and therefore costs
O(h3). So the total cost is O(pnmh3).

Summing these costs gives O(nmN+phHnm+nm(N+H)3+pnmh(N+H)2+pnmh3). Clearly
the third term dominates the first, the fourth dominates the second, and since H > h, the fourth domi-
nates the fifth. So, the computational cost can be summarized as O

(
nm

(
(N +H)3 + ph(N +H)2

))
.

A.5.2 Wall Times

Though TIP and oTIP are designed for applications where samples are expensive and computation
is relatively inexpensive, we present in this section data on the running time of these methods. We
ran all experiments on a shared research cluster available to us on large machines with hundreds of
GB of memory and between 24 and 88 CPU cores. In general our implementation did not make
use of more than 20 CPU cores concurrently. In Table A.4, we give the running time of the phases
of the TIP algorithm. We note that the bulk of the computation in the planning procedure actually
goes towards the just-in-time compilation of the JAX code that computes the cost function Cτ∗

on sampled future trajectories. In order to allow for this compilation cost, we modified the iCEM
algorithm from [Pinneri et al., 2020] to take fixed batch sizes as the compilation (e.g. for the β
tracking problem) takes approximately 90% of the time required for planning. Unfortunately this
compilation process must be repeated at every iteration due to the limitations of the JAX compiler.
We believe that a similarly JIT-compiled implementation of the planning algorithm for sampling
τ∗ on posterior samples could lead to a substantial speedup and a more flexible compiler could do
more still.

A.5.3 GP Model Details

For all of our experiments, we use a squared exponential kernel with automatic relevance determina-
tion [MacKay et al., 1994, Neal, 1995]. The parameters of the kernel were estimated by maximizing
the likelihood of the parameters after marginalizing over the posterior GP [Williams and Rasmussen,
1996].

To optimize the transition function, we simply sampled a set of points from the domain, evaluated
the acquisition function, and chose the maximum of the set. This set was chosed uniformly for
every problem but β + Rotation and Reacher, for which we chose a random subset of ∪i ∪j τ∗ij
(the posterior samples of the optimal trajectory) since the space of samples is 10-dimensional and
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Control Problem Pendulum Cartpole β Tracking β + Rotation Reacher

Number of samples 25 30 25 50 100
Number of elites 3 6 3 8 15
Planning horizon 20 15 5 5 15
Number of iCEM iterations 3 5 3 5 5
Replanning Period 6 1 2 1 1

Table A.5: Hyperparameters used for optimization in MPC procedure for closed-loop control
problems.

Control Problem Nonlinear Gain 1 Nonlinear Gain 2 Lava Path

Number of samples 50 50 25
Number of elites 6 6 4
Planning horizon 10 10 20
Number of iCEM iterations 6 8 6

Table A.6: Hyperparameters used for optimization in MPC procedure for open-loop control prob-
lems.

uniform random sampling will not get good coverage of interesting regions of the state space.

A.5.4 Cost Function Details

We set n = 15 and m = 1 for our Monte Carlo estimate of the cost function for each problem.

A.5.5 Details on Planning Method

As mentioned in the main text, we use the iCEM method from Pinneri et al. [2020] with one major
modification: a fixed sample batch size. This is in order to take advantage of the JIT compilation
features of JAX and avoid recompiling code for each new batch size.

In Tables A.5 and A.6, we present the hyperparameters used for the planning algorithm across
each problem. The same hyperparameters were used for the TIP, MPC, EIGT , DIP, sDIP, and sTIP
methods. As recommended by the original paper, we use β = 3 for the scaling exponent of the
power spectrum density of sampled noise for action sequences, γ = 1.25 for the exponential decay
of population size, and ξ = 0.3 for the amount of caching.

A.6 Description of Comparison Methods

We compare against 14 different methods across open and closed-loop problems. Of these, 7 used
the same model and planning algorithm (including hyperparameters) as TIP and oTIP. DIP and
oDIP use the cost function C(τ) = −H [T (S′) | D] and sDIP (summed DIP) uses the cost function
C(τ) = −∑h

i=0H [T (si, ai) | D]. These are all pure exploration methods, but DIP and oDIP are
more sophisticated in that they plan for future observations with a large amount of joint information
as opposed to sTIP which sums the individual information expected at each timestep. oDIP is simply
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the open loop variant of DIP. EIGT uses the same objective as sDIP but operates in the TQRL
setting, querying points that approximately maximize the predictive entropy of the dynamics model.
BARL similarly operates in the TQRL setting but uses the EIGτ∗ acquisition function from Mehta
et al. [2022c]. We use the authors’ implementation of that work for comparison. MPC uses Cg from
(2.7) and plans to directly maximize expected rewards. This method can be seen as quite similar to
Kamthe and Deisenroth [2018] and a close cousin of Deisenroth and Rasmussen [2011] in that it
optimizes the same objective with a similar model. oMPC is simply the open loop variant of MPC.

Besides these methods which directly compare cost functions, we include 8 additional baselines
from published work. PETS is a method given in Chua et al. [2018] which uses a similar cross-
entropy based planner and a probabilistic ensemble of neural networks for an uncertainty-aware
estimate of the dynamics. PETS also plans to minimize Cg. HUCRL [Curi et al., 2020] learns
a policy via backpropagation through time using a hallucinated perturbation to the dynamics that
maximizes discounted rewards subject to the one-step confidence interval of the dynamics. HUCRL
also uses a probabilistic ensemble of neural networks. Using the same implementation we also
tested Thompson Sampling (TS), which acts optimally according to a network drawn from the
posterior over models, and BPTT which plans to minimize Cg using a neural network policy and
backpropagation through time. BPTT can also be viewed as a cousin of PILCO [Deisenroth and
Rasmussen, 2011] as it attempts to take stochastic gradients of the expected cost. We also compare
against SAC [Haarnoja et al., 2018], TD3 [Fujimoto et al., 2018], and PPO [Schulman et al., 2017].
SAC uses entropy bonuses to approximate Boltzmann exploration in an actor-critic framework. TD3
and PPO include various tricks for stable learning and add Ornstein-Uhlenbeck noise in order to
explore.

For our FEEF implementation, we took hyperparameters from the most similar comparison
environments in that paper and used them for our results. We tried several values for ‘expl_weight’
in order to se whether we were inadequately balancing exploration and exploitation. Ultimately we
saw an ‘expl_weight’ of 0.1 was the best value.

We used the author’s implementation of RHC. RHC makes strong assumptions on the form of
the reward function by assuming that all problems are regulation problems where the goal is to drive
the system to a given state and keep it there (with some cost for actuation). We were able to pass the
targets for all of our problems (which may change between episodes) to the RHC controller. We did
a light hyperparameter search tuning the number of random Fourier features used in the Bayesian
linear model in this method. Ultimately we were disappointed in the performance of RHC when
applied to our problems. We believe that this might be due to its undirected uncertainty sampling
objective and relatively constrained model of environment dynamics.

A.7 Description of Control Problems

A.7.1 Plasma Control Problems

The plasma control problems are based on controlling a tokamak, a toroidally shaped device for
confining a thermonuclear plasma using magnetic fields. Achieving net positive energy from fusion
requires confining a plasma at high enough temperature and density long enough for hydrogen
isotopes to collide and fuse. However, as the temperature and density are increased, a wide variety
of instabilities can occur which degrade confinement, leading to a loss of energy. Full physics
simulation of tokamak plasmas requires 10s-1000s of CPU hours to simulate a single trajectory, and
often require hand tuning of different parameters to achieve accurate results. Following the work of
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Abbate et al. [2021b], each of our plasma control problems used neural networks trained on data
as the ground truth dynamics models. We used the MDSPlus tool [Stillerman et al., 1997] to fetch
historical discharges from the DIII-D tokamak in San Diego [Fenstermacher et al., 2022]. In total,
we trained our models on 1,479 historical discharges. The data was pre-processed following the
procedure outlined in Abbate et al. [2021b]. We describe how each environment was constructed in
more detail below.

β Tracking In this environment the goal is to adjust the total injected power (PINJ) of the neutral
beams so that the normalized plasma pressure, βN (defined as the ratio of thermal energy in the
plasma to energy in the confining magnetic fields), reaches a target value of 2%. Reliably controlling
plasmas to sustain high performance is a major goal of research efforts for fusion energy, so even
this simple scenario is of interest. The ground-truth dynamics model takes in the current βN and
PINJ, the βN and PINJ at some ∆t time in the past, and the PINJ at some ∆t time in the future (we
assume that we have complete control over the values of PINJ at all times). Given these inputs, the
model was trained to output what βN will be ∆t time into the future. In total, the state space is 4D
and the action space is 1D. For this environment, we set ∆t = 200ms, and we specify the reward
function to be the negative absolute difference between the next βN and the target βN = 2%.

β + Rotation Tracking This environment is a more complicated version of the β tracking
environment in several ways. First of all, the controller now must simultaneously track both βN
and the core toroidal rotation of the plasma. To do so, the controller is also allowed to set the total
torque injected (TINJ) of the neutral beams (DIII-D has eight neutral beam injectors at different
positions around the tokamak, so it is generally possible to control both total power and total torque
independently). Controlling both of these quantities simultaneously is of interest since rotation shear
often results in better confinement and less chance of instabilities in the plasma [Bondeson and
Ward, 1994, Groebner et al., 1990]. In addition, we assume a multi-task setting where the requested
targets for βN and rotation can be set every trajectory. Specifically, the βN target is drawn from
U(1.5%, 2.5%) and the rotation target is drawn from U(25, 125) krad/s every trajectory. These
targets are appended to the state space.

The learned, ground-truth dynamics model is also more sophisticated here. In addition to the
inputs and outputs used by the β tracking environment model, the inputs for this model also include
rotation and TINJ at times t, t − ∆t, and t + ∆t for TINJ only. This model receives additional
information about the plasma (e.g. the shape of the plasma); however, we have assumed these inputs
are fixed to reasonable values in order to avoid partial observability problems. In total, the state
space of this problem is 10D (targets plus current and past observations for βN , rotation, PINJ, and
TINJ) and the action space is 2D (next PINJ and TINJ settings).

A.7.2 Robotics Problems

Pendulum The pendulum swing-up problem is the standard one found in the OpenAI gym
[Brockman et al., 2016]. The state space contains the angle of the pendulum and its first derivative
and action space simply the scalar torque applied by the motor on the pendulum. The challenge in
this problem is that the motor doesn’t have enough torque to simply rotate the pendulum up from all
positions and often requires a back-and-forth swing to achieve a vertically balanced position. The
reward function here penalizes deviation from an upright pole and squared torque.
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Environment TIP sTIP DIP sDIP MPC PETS SAC TD3 PPO FEEF HUCRL TS BPTT BARL EIGT

Pendulum 21 36 36 46 46 5.6k 7k 26k 14k 800 >50k >50k >50k 21 56
Cartpole 131 141 161 141 201 1.63k 32k 18k >1M >2.5k >6k >6k >6k 111 121
β Tracking 46 76 276 131 76 330 12k 17k 39k 300 480 420 450 186 >1k
β + Rotation 201 >500 >500 >500 >500 400 30k >50k >50k >2k >5k >5k >5k >500 >1k
Reacher 251 >400 >1k >1k 751 700 23k 13k >100k >5k 6.6k 4.5k 3.7k 251 >1.5k

Table A.7: Sample Complexity Comparison of All Methods: Median number of samples across 5 seeds
required to reach ‘solved’ performance, averaged across 5 trials. We determine ‘solved’ performance by
running an MPC policy (similar to the one used for evaluation) on the ground truth dynamics to predict
actions. We record > n when the median run is unable to solve the problem by the end of training after
collecting n datapoints. The methods in the rightmost section operate in the TQRL setting and therefore have
more flexible access to the MDP dynamics for data collection.

Cartpole The cartpole swing-up problem has 4-dimensional state (position of the cart and its
velocity, angle of the pole and its angular velocity) and a 1-dimensional action (horizontal force
applied to the cart). Here, the difficulty lies in translating the horizontal motion of the cart into
effective torque on the pole. The reward function is a negative sigmoid function penalizing the
distance betweent the tip of the pole and a centered upright goal position.

Reacher The reacher problem simulates a 2-DOF robot arm aiming to move the end effector to
a randomly resampled target provided. The problem requires joint angles and velocities as well
as an indication of the direction of the goal, giving an 8-dimensional state space along with the
2-dimensional control space.

A.8 Additional Results

Due to space constraints in the main paper, we omitted results for the methods sDIP and BPTT. The
are included alongside the rest in Table A.7. They are outperformed across the board by TIP.

A.9 Additional Related Work

A.9.1 Bayesian Exploration Techniques

Given unlimited computation and an accurate prior, solving the Bayes-adaptive MDP [Ross et al.,
2007] gives an optimal tradeoff between exploration and exploitation by explicitly accounting for
the updated beliefs that would result from future observations and planning to find actions that
result in high rewards as quickly as can be managed given the current posterior. However, this is
computationally expensive even in small finite MDPs and totally intractable in continuous settings.
Kolter and Ng [2009] and Guez et al. [2012] show that even approximating these techniques can
result in substantial theoretical reductions in sample complexity compared to frequentist PAC-MDP
bounds as in Kakade [2003]. Another line of work [Dearden et al., 1998, 1999] uses the myopic
value of perfect information as a heuristic for similar Bayesian exploration in the tabular MDP
setting. Further techniques for exploration include knowledge gradient policies [Ryzhov et al., 2019,
Ryzhov and Powell, 2011], which approximate the value function of the Bayes-adaptive MDP and
information-directed sampling (IDS) [Russo and Van Roy, 2014], which takes actions based on
minimizing the ratio between squared regret and information gain over dynamics. This was extended
to continuous-state finite-action settings using neural networks in Nikolov et al. [2019]. Another
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Figure A.2: Box plots showing sample complexity figures across the 5 random seeds run. Each of
these show for a given training run how many samples were needed to achieve the performance
of an MPC controller given ground truth dynamics averaged across test episodes. We imputed the
maximum number of samples for agents that failed to ever solve the problem on a given run.

very relevant recent paper [Ball et al., 2020] gives an acquisition strategy in policy space that
iteratively trains a data-collection policy in the model that trades off exploration against exploitation
using methods from active learning. Achterhold and Stueckler [2021] use techniques from BOED
to efficiently calibrate a Neural Process representation of a distribution of dynamics to a particular
instance, but this calibration doesn’t include information about the task. A tutorial on Bayesian RL
methods can be found in Ghavamzadeh et al. [2016] for further reference.

A.9.2 Gaussian Processes (GPs) in Reinforcement Learning

There has been substantial prior work using GPs [Rasmussen and Williams, 2008] in reinforcement
learning. Most well-known is PILCO [Deisenroth and Rasmussen, 2011], which computes approxi-
mate analytic gradients of policy parameters through the GP dynamics model while accounting for
uncertainty. The original work is able to propagate the first 2 moments of the occupancy distribution
through time using the GP dynamics and backpropagate gradients of the rewards to policy parame-
ters. In Wilson et al. [2020], a method is developed for efficiently sampling functions from a GP
posterior with high accuracy. One application show in their work is a method of using these samples
to backpropagate gradients of rewards through time to policy paramters, which can be interpreted
as a different sort of PILCO implementation. Most related to our eventual MPC-based method is
[Kamthe and Deisenroth, 2018], which gives a principled probabilistic model-predictive control
algorithm for GPs. We combine ideas from this paper, PETS [Chua et al., 2018], and the ability to
sample posterior functions discussed above to give our eventual MPC component as discussed in
Section 2.4.2.
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B | Appendix for chapter 3

B.1 Proofs

B.1.1 Proof of Theorem 1

Proof. We will prove this theorem by construction. The intuition behind this construction is simple:
We create 2 paths for the agent to take. The value maximizing path includes an unknown transition
dynamic that can be learned upon a single traversal. However, because of the expected loss from
that first traversal down this path, the Q-function favors an exploration policy that always takes the
suboptimal path and the algorithm never learns the necessary variable to identify the optimal path
during test time.

Fix some H > 7, |S| = N ≥ 7, ϵ > 0. Consider a distribution over MDPs with states numbered
1-N and 2 actions as depicted in Figure B.1. The transition function is known for state 1, where
action 1 transitions to state 2 and action 2 transitions to state 4. At state 2, either action transitions to
state 3. At state 3 every action returns the agent to state 7. In state 4, there are two possible options,
each with prior probability 0.5. Either action 1 will lead to state 5 and action 2 to state 6 or vice
versa. At both states 5 and 6, any action will cause agent to visit state 7. States 7-(N-1) all transition
from n to n+1 under any action and state N transitions to state 1 under any action. Given this design,
we set the episode length to h = |S| − 2.

The reward function of all MDPs is the same: 0 for all states besides 3 and 6, 1 for 6, and c (a
parameter we’ll discuss later) for 3.

At a high level, the design of the MDP is to make sure that πb
x chooses action 1 at state 1 instead

of exploring the risky option of action 2 that would lead to improved test-time performance. To
ensure this, it is sufficient to show that Qπb

x(1, 1) > Qπb
x(1, 2). We know that for a horizon H

there will be ⌊ H
|S|−2⌋ episodes completed (with the reward obtained at the last timestep). Once an

action is attempted at state 4, the agent can infer based on the transition which of the 2 MDPs it is
operating in and make the correct choice and attain return 1 in the episode. The first time an action
is attempted in state 4, the expected value of the action is 0.5. If state 3 is visited by taking action 1
at state 1, the return of an episode will be c.

From these facts, we can see that Qπb
x(1, 1) = c⌊ H

|S|−2⌋ and Qπb
x(1, 2) = ⌊ H

|S|−2⌋ − 0.5. So, for

Qπb
x(1, 1) > Qπb

x(1, 2) to hold, c must be greater than
⌊ H
|S|−2

⌋−0.5

⌊ H
|S|−2

⌋ .

An agent that behaves optimally in the MDP according to our objective will take action 2 at
state 1 on the first try as it results in the maximum test time performance. The test-time policy of an
agent that never takes action 2 at state 1 will take action 1 at state 1 as c > 0.5. So the simple regret
of such an agent will be 1− c.
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We choose a value c =
⌊ H
|S|−2

⌋−0.5

⌊ H
|S|−2

⌋ + ϵ
2 . Then the regret will be

1− c =
1

2⌊ H
|S|−2⌋

− ϵ

2
.

B.1.2 Proof of Theorem 2

This proof is fairly straightforward. We show by induction over the number of remaining timesteps
that at any point πh will choose the action that will on average lead to the best performance on the
objective J . We can accomplish this via arguing that the Qπh function will be maximized by this
action.

Proof. First consider the case where there is a single timestep remaining in exploration, the agent is
at state s and maintains an updated and accurate belief bτ . Here the state-action value function Qπh

t

(here, the subscript is for timesteps remaining in exploration) can be written as

Qπh
1 (s, bτ , a) = ET,R∼bτ ,s′∼T (s,a),r=R(s,a,s′)

[
BR(b[st,at,s′t,rt]||τ )

]
.

πh by definition will choose the action argmaxaQ
πh
1 (s, bτ , a) in this situation. Here, a is precisely

the action that will lead on expectation to the best performance measured by J as it is the action
such that on average over the belief it will lead to a transition that will allow the belief to be updated
in the way that leads to the best Bayes return. Therefore πh is optimal for single-step exploration
under J .

Next assume for the sake of induction that for all s ∈ S, b ∈ B, H = N − 1, executing πh
with initial belief b starting from state s for H steps will lead to an optimal value of J and that πh
is executing starting from state s and accurate and updated belief bτ with N steps of exploration
remaining. In this situation,

Qπh
N (s, bτ , a) = ET,R∼bτ ,s′∼T (s,a),r=R(s,a,s′)

[
Qπh

N−1(s
′, b{(st,at,s′t,rt)}∪τ , πh(s

′, b{(st,at,s′t,rt)}∪τ ))
]
.

Since by the inductive hypothesis πh is optimal for H = N − 1, we know that Qπh
N−1 will be the

maximal attainable value for any particular state-belief-action triple with N − 1 steps of exploration
remaining. As Qπh

N gives the expected observed transition given the belief for a particular action, we
would expect that on average the action that maximizes Qπh

N to lead to the largest eventual Bayes
Return when πh is executed afterwards. Since πh with N steps remaining will choose the action
given s, bτ that maximizes Qπh

N , it must be optimal when acting with N steps remaining.
Therefore, by induction, this must hold for all N and we can conclude that πh is optimal or in

other words that J(πh, π̂N ) = maxπx J(πx, π̂N ).

B.2 Exact Experiments

Implementation Details We implemented the exact EHIG-MDP and BAMDP methods in Julia
and executed them for up to 5 timesteps of exploration. We executed all experiments using
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Figure B.1: A depiction of the MDP distribution used in the construction for the proof of Theorem 1. Edges
with both numbers on them mean both actions lead along that edge and the edges with question marks after
state 4 mean that it’s not clear which action (out of 1 or 2) leads to which state.

multithreading on 12 CPUs at a time. Each environment was represented by a generic Dirichlet-
Multinomial prior through which we were able to hardcode representations of the prior knowledge
about both LavaRun and SkateTrick. We gave the agents perfect knowledge of the reward functions
but not the dynamics, as described in Section 3.4.3. To evaluate the performance, we simply
computed the true value function for the optimal policy according to the BAMDP and EHIG-MDP
agents under the real dynamics after exploration had concluded.

Indexing Scheme for Belief MDP In order to solve the EHIG-MDP and BAMDP we needed to
construct a table that contained the entire S × B domain of the Bayesian agents. As the support
of a multinomial distribution over S × A × S is the set of all whole number-valued vectors of
length k = |S × A × S| that sum to the number of observations, we needed to construct quite a
large table. In particular, if n observations have been made, there are

(
n+k−1
k−1

)
possible distinct

observation vectors. We chose an indexing scheme where we first incremented n = 0, 1, . . . ,H ,
and then for each setting of n had a segment of the table corresponding to beliefs with a total number
of obeservations n. Within each segment, we indexed the beliefs of size n in lexical order and then
finally by the factor of |S| corresponding to the actual MDP state of the agent. This setup allowed
for a maximally memory-efficient storage arrangement for an admittedly computationally inefficient
method of solving these MDPs.

B.3 Approximate Experiments

Implementation Details We ran all experiments three-at-a-time on A60 GPUs rented from a
cloud computing service. Besides RL2, each experiment lasted around 15 hours with a few hours’
variation.

We provide the state and action dimensions for each environment in Table B.1. However, note
that the dimensionalities listed do not include the additional time dimension added by the algorithm.

We did not spend a large amount of effort on hyperparameter tuning on this project; in fact, we
used the default hyperparameters from the implementation of Varibad included with Zintgraf et al.
[2020].
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Environment State Dim Action Dim
HalfCheetahVel 18 6

SparsePoint 2 2
LavaPoint 2 2
BetaLimit 4 1

Table B.1: State and action dimensions of environments used for continuous experiments.
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C | Appendix for chapter 4

C.1 Appendix

C.1.1 Auxiliary Results

Lemma 2. Let t ∈ [N ]. Then, for every (s, a) ∈ S ×A,
1. If Qt

h(s, a) ≥ T ∗
h Q

t
h+1(s, a) holds for all h ∈ [H], then Q

t
h(s, a) ≥ Q∗

h(s, a) is true for all
h ∈ [H].

2. If Qt
h(s, a) ≤ T ∗

h Q
t
h+1(s, a) holds for all h ∈ [H], then Q∗

h(s, a) ≥ Qt
h(s, a) is true for all

h ∈ [H].

Proof. In order to prove part 1., let s ∈ S and a ∈ A and assume Q
t
h(s, a) ≥ T ∗

h Q
t
h+1(s, a) for

all h ∈ [H] and t ∈ [T ]. We prove ∀h ∈ [H], Qt
h(s, a) ≥ Q∗

h(s, a) by induction on h =
H,H − 1, . . . , 1. For the initial case h = H , we have

Q
t
H(s, a)

assumption
≥ T ∗

h Q
t
H+1(s, a) (C.1)

Def. of T ∗
h= rH(s, a) + Es′∼PH(·|s,a)

[
max
a′∈A

Q
t
H+1(s

′, a′)
]

(C.2)

= rH(s, a) (C.3)

= Q∗
H(s, a). (C.4)

For the inductive step, we assume that Q∗
h+1(s, a) ≤ Q

t
h+1(s, a). Then,

Q∗
h(s, a) = T ∗

h Q
∗
h+1(s, a) (C.5)

Def. of T ∗
h= rh(s, a) + Es′∼Ph(·|s,a)Big[max

a′∈A
Q∗

h+1(s
′, a′)

]
(C.6)

inductive hypothesis
≤ rh(s, a) + Es′∼Ph(·|s,a)

[
max
a′∈A

Q
t
h+1(s

′, a′)
]

(C.7)

Def. of T ∗
h= T ∗

h Q
t
h+1(s, a) (C.8)

assumption
≤ Q

t
h(s, a). (C.9)

This shows Qt
h(s, a) ≥ Q∗

h(s, a) for all h ∈ [H] and thus concludes the proof of the first claim. The
second part can be shown analogously.

The following is a standard result that can be found in multiple works.
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Lemma 3. Consider a kernel k : X × X → R such that k(x, x) ≤ 1 for every x ∈ X . Then for all
h ∈ [H] and λ ≥ 1 we have

N∑
t=1

σt
h(s

t
h, a

t
h) ≤

√
3Γk(N,λ)N. (C.10)

Proof. We can for example invoke the result of Lemma 3 in Bogunovic and Krause [2021] that in
our notation reads as:

N∑
t=1

σt
h(s

t
h, a

t
h) ≤

√
λ−1(2λ+ 1)Γk(N,λ)N, (C.11)

for λ > 0. Setting λ ≥ 1, we obtain

N∑
t=1

σt
h(s

t
h, a

t
h) ≤

√
3Γk(N,λ)N. (C.12)

C.1.2 Proof of theorem 3

Let π̂N be the best-policy estimate returned by the algorithm. Recall the definition of

π∗≥h
T :=

(
π∗≥h
T,h′

)H
h′=1

:=

{
π̂N,h′ for h′ = 1, . . . , h− 1

π∗
h′ for h′ = h, . . . ,H

(C.13)

as the policy that equals our best-policy estimate π̂N until step h− 1 and then equals the optimal
policy π∗.

We start the proof with the following useful lemma.
Lemma 4. Let π̂N be a best-policy estimate, let s ∈ S be an initial state, and let h ∈ [H]. Using
the notation from eq. (C.13), we obtain

V
π∗≥h
T

1 (s)− V
π∗≥h+1
T

1 (s) = Ea1,...,sh following π̂N

[
Q∗

h

(
sh, π

∗
h(sh)

)
−Q∗

h

(
sh, π̂N,h(sh)

)∣∣s1 = s

]
.

Proof. To formally prove the lemma, we first explicitly express V π∗≥h
T

1 (s) and V
π∗≥h+1
T

1 (s) for an
arbitrary initial state s ∈ S as

V
π∗≥h
T

1 (s) (C.14)

= E
a1,...,sH following π∗≥h

T |s1=s

[ H∑
h′=1

rh′(sh′ , ah′)
]

(C.15)

= Ea1,...,sh following π̂N |s1=s

[
Eah,...,sH following π∗|sh

[ H∑
h′=1

rh′(sh′ , ah′)

]]
(C.16)

= Ea1,...,sh following π̂N |s1=s

[
h∑

h′=1

rh′(sh′ , ah′) + Eah,...,sH following π∗|sh

[ H∑
h′=h+1

rh′(sh′ , ah′)

]]
,

(C.17)
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and

V
π∗≥h+1
T

1 (s1) (C.18)

= E
a1,...,sH following π∗≥h+1

T |s1=s

[ H∑
h′=1

rh′(sh′ , ah′)
]

(C.19)

= Ea1,...,sh following π̂N |s1=s

[
Eah,sh+1 following π̂N |sh

[
Eah+1,...,sH following π∗|sh+1

[ h∑
h′=1

rh′(sh′ , ah′) +

H∑
h′=h+1

rh′(sh′ , ah′)
]]]

(C.20)

= Ea1,...,sh following π̂N |s1=s

[
h∑

h′=1

rh′(sh′ , ah′)

+ Eah,sh+1 following π̂N |sh

[
Eah+1,...,sH following π∗|sh+1

[ H∑
h′=h+1

rh′(sh′ , ah′)
]]]

. (C.21)

eqs. (C.15) and (C.19) use the definition of V π
1 , eqs. (C.16) and (C.20) use the definition of π∗≥h

T

and π∗≥h+1
T from eq. (C.13), and eqs. (C.17) and (C.21) use the property that integration is a linear

operator.
Lemma 4 then follows from eqs. (C.17) and (C.21) as well as the definition of Q∗

h:

V
π∗≥h
T

1 (s1)− V
π∗≥h+1
T

1 (s1) = Ea1,...,sh following πN |s1=s

[
h∑

h′=1

rh′(sh′ , ah′)−
h∑

h′=1

rh′(sh′ , ah′)

+ Eah,...,sH following π∗|sh

[ H∑
h′=h+1

rh′(sh′ , ah′)

]

− Eah,sh+1 following π̂N |sh

[
Eah+1,...,sH following π∗|sh+1

[ H∑
h′=h+1

rh′(sh′ , ah′)
]]]

(C.22)

= Ea1,...,sh following π̂N |s1=s

[
Q∗

h

(
sh, π

∗
h(sh)

)
−Q∗

h

(
sh, π̂N,h(sh)

)]
. (C.23)

We proceed with the proof by using the notation from eq. (C.13). We can decompose the
instantaneous regret for an arbitrary initial state s ∈ S as follows:

V ∗
1 (s)− V π̂N

1 (s) = V
π∗≥1
T

1 (s)− V
π∗≥H+1
T

1 (s) (C.24)

=

H∑
h=1

(
V

π∗≥h
T

1 (s)− V
π∗≥h+1
T

1 (s)
)

(C.25)

Lemma 4
=

H∑
h=1

Es1,a1,...,shfollowing π̂N

[
Q∗

h

(
sh, π

∗
h(sh)

)
−Q∗

h

(
sh, π̂N,h(sh)

)∣∣s1 = s
]
.

(C.26)
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The intuition behind lemma 4 used in eq. (C.26) is as follows. Both V
π∗≥h
T

1 (s) and V
π∗≥h+1
T

1 (s)
refer to the same random trajectory segment (s1, a1, . . . , sh) until step h (i.e., the same initial state
and policy are used), which is captured as Es1,a1,...,sh following π̂N

[·]. For the remaining steps h, . . . ,H ,
the policies only differ at step h, a property which is captured in the difference Q∗

h

(
sh, π

∗
h(sh)

)
−

Q∗
h

(
sh, π̂N,h(sh)

)
.

Conditioning on the event in Lemma 1 holding true and by invoking lemma 2, we have that:

Qt
h(s, a) ≤ Q∗

h(s, a) ≤ Q
t
h(s, a), (C.27)

holds for every h ∈ [H], t ∈ [T ], and (s, a) ∈ S ×A. Next, we proceed to bound Q∗
h

(
·, π∗

h(·)
)
−

Q∗
h

(
·, π̂N,h(·)) from eq. (C.26) uniformly on S. We have:

Q∗
h(s, π

∗
h(s))−Q∗

h(s, π̂N,h(s))
eq. (C.27)
≤ Q∗

h(s, π
∗
h(s))− max

t∈[N ]
Qt

h(s, π̂N,h(s)) (C.28)

Def. of π̂N,h
= Q∗

h(s, π
∗
h(s))−max

a∈A
max
t∈[N ]

Qt
h(s, a) (C.29)

= min
t∈[T ]

(
Q∗

h(s, π
∗
h(s))−max

a∈A
Qt

h(s, a)
)

(C.30)

Def. of π∗
h= min
t∈[T ]

(
max
a∈A

Q∗
h(s, a)−max

a∈A
Qt

h(s, a)
)

(C.31)

eq. (C.27)
≤ min

t∈[T ]

(
max
a∈A

Q
t
h(s, a)−max

a∈A
Qt

h(s, a)
)

(C.32)

eq. (4.10)
≤ min

t∈[T ]

(
max
a∈A

Q
t
h(s

t
h, a)−max

a∈A
Qt

h(s
t
h, a)

)
(C.33)

eq. (4.11)
≤ min

t∈[T ]

(
Q

t
h(s

t
h, a

t
h)− Qt

h(s
t
h, a

t
h)
)

(C.34)

≤ 1

N

N∑
t=1

(
Q

t
h(s

t
h, a

t
h)− Qt

h(s
t
h, a

t
h)
)
. (C.35)

Next, for convenience we introduce the notation

dth :=
(
Q

t
h(s

t
h, a

t
h)− T ∗

h Q
t
h+1(s

t
h, a

t
h)
)
+
(
T ∗
h Q

t
h+1(s

t
h, a

t
h)−Qt

h(s
t
h, a

t
h)
)
, (C.36)

and obtain the following upper bound on Q
t
h(s

t
h, a

t
h) − Qt

h(s
t
h, a

t
h) (from eq. (C.35)) for every

h ∈ [H], t ∈ [T ]:

Q
t
h(s

t
h, a

t
h)−Qt

h(s
t
h, a

t
h)

eq. (C.36)
= dth + T ∗

h Q
t
h+1(s

t
h, a

t
h)− T ∗

h Q
t
h+1(s

t
h, a

t
h) (C.37)

Def. of T ∗
h= dth + Es′∼Ph(·|sth,ath)

(
max
a∈A

Q
t
h+1(s

′, a)−max
a∈A

Qt
h+1(s

′, a)
)

(C.38)

≤ dth +max
s′∈S

(
max
a∈A

Q
t
h+1(s

′, a)−max
a∈A

Qt
h+1(s

′, a)
)

(C.39)

eq. (4.10)
= dth +

(
max
a∈A

Q
t
h+1(s

t
h+1, a)−max

a∈A
Qt

h+1(s
t
h+1, a)

)
(C.40)

eq. (4.11)
≤ dth +

(
Q

t
h+1(s

t
h+1, a

t
h+1)−Qt

h+1(s
t
h+1, a

t
h+1)

)
. (C.41)
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Using the definition of Qt
H+1 and Q

t
H+1 as the zero functions, we can unroll the recursive

inequality from eq. (C.41) and upper bound Q
t
h(s

t
h, a

t
h)− Qt

h(s
t
h, a

t
h) for every h ∈ [H], t ∈ [T ]

as follows:

Q
t
h(s

t
h, a

t
h)−Qt

h(s
t
h, a

t
h) ≤

H∑
h′=h

dth′ . (C.42)

Q
t
h(s

t
h, a

t
h)−Qt

h(s
t
h, a

t
h) (C.43)

≤
H∑

h′=h

[(
Q

t
h′(sth′ , ath′)− T ∗

h′Q
t
h′+1(s

t
h′ , ath′)

)
+
(
T ∗
h′Qt

h′+1(s
t
h′ , ath′)−Qt

h′(sth′ , ath′)
)]
(C.44)

Lemma 1
≤

H∑
h′=h

4βσt
h′(sth′ , ath′). (C.45)

By substituting the bound from eq. (C.45) in eq. (C.35), and then in eq. (C.26), we arrive at:

V ∗
1 (s)− V π̂N

1 (s) ≤ 4β
H∑

h=1

H∑
h′=h

1

N

N∑
t=1

σt
h′(sth′ , ath′) ≤ 2

√
3βH(H + 1)

√
Γk(N,λ)

N , (C.46)

where the last inequality follows from lemma 3. Since eq. (C.46) holds for any s ∈ S, we arrive at
our main result:

∥V ∗
1 − V π̂N

1 ∥ℓ∞(S) ≤ 2
√
3βH(H + 1)

√
Γk(N,λ)

N . (C.47)

C.1.3 Offline contextual Bayesian optimization

Algorithm 8 AE-LSVI for offline contextual Bayesian optimization

Require: kernel function k(·, ·), exploration parameter β > 0, regularization parameter λ,
1: for t = 1, . . . , N do
2: Obtain Q

t and Qt from Equation (4.19)
3: Choose st ∈ argmaxs∈S

[
maxa∈AQ

t
(s, a)−maxa∈AQt(s, a)

]
4: Choose at ∈ argmaxa∈AQ

t
(st, a)

5: Observe the reward yt = Q∗(st, at) + ηt
6: end for
7: Output the policy estimate π̂N such that π̂N (·) = argmaxa∈Amaxt∈[N ] Q

t(s, a)

Our algorithm for the offline contextual Bayesian optimization is presented in Algorithm 8. As
a side observation, we note that similarly to Char et al. [2019], we can also simply incorporate
context weights (i.e., given ω(s) that represents some weighting of context s that may depend on
the probability of seeing s at evaluation time or the importance of s), in case they are available, into
the proposed acquisition function, i.e.,

st ∈ argmaxs∈S
[(

max
a∈A

Q
t
(s, a)−max

a∈A
Qt(s, a)

)
w(s)

]
. (C.48)
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Proof of Corollary 1

Proof. In this proof, we condition on the event in eq. (4.20) holding true. Similar arguments to the
ones in eq. (C.37) – eq. (C.41) lead to the following for every s ∈ S:

max
a∈A

Q∗(s, a)−Q∗(s, π̂N (s))
eq. (4.20)
≤ max

a∈A
Q∗(s, a)− max

t∈[N ]
Qt(s, π̂N (s)) (C.49)

Def. of π̂N= max
a∈A

Q∗(s, a)−max
a∈A

max
t∈[N ]

Qt(s, a) (C.50)

= min
t∈[T ]

(
max
a∈A

Q∗(s, a)−max
a∈A

Qt(s, a)
)

(C.51)

eq. (4.20)
≤ min

t∈[T ]

(
max
a∈A

Q
t
(s, a)−max

a∈A
Qt(s, a)

)
(C.52)

Def. of st
≤ min

t∈[T ]

(
max
a∈A

Q
t
(st, a)−max

a∈A
Qt(st, a)

)
(C.53)

Def. of at
≤ min

t∈[T ]

(
Q

t
(st, at)− Qt(st, at)

)
(C.54)

≤ 1

N

N∑
t=1

(
Q

t
(st, at)− Qt(st, at)

)
(C.55)

eq. (4.19)
=

1

N

N∑
t=1

(
2βtσ

t(st, at)
)

(C.56)

≤ 2βN
N

N∑
t=1

σt(st, at) (C.57)

Lemma 3
≤ 2βN

√
3Γk(N,λ)√
N

. (C.58)

Finally, by setting ϵ ≥ 2βN

√
3Γk(N,λ)√
N

and expressing it in terms of N , we arrive at the main
result.

C.2 Additional Experimental Details

C.2.1 Implementation

We use an exact Gaussian Process with a squared exponential kernel with learned scale parameters
in each dimension for the value function regression in eq. (4.3). We fit the kernel hyperparameters
at each iteration using 1000 iterations of Adam [Kingma and Ba, 2014], maximizing the marginal
log likelihood of the training data. We used the TinyGP package [Foreman-Mackey, 2021] built on
top of JAX [Bradbury et al., 2018] in order to take advantage of JIT compilation. All experiments
are conducted with a fixed bonus β = 0.5. We have empirically evaluated various settings of β in
Appendix C.2.3. We uniformly sample 1,000 points from the state space and evaluate them to find
an approximate maximizer to the objective in eq. (4.10).
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DDQN and BDQN. For both of these methods we use networks with two hidden layers, each with
256 units. For the bootstrapped DQN, we use a network with 10 different heads, each representing a
different Q function. For each step collected during exploration, a corresponding mask is generated
and added to the replay buffer that signifies which heads will train on this sample. Each Q function
has a probability of 0.5 of being trained on each transition.

C.2.2 Environments

Each environment is defined with a native reward function taken from the literature. We established
upper and lower bounds on the reward function value and used them to scale the reward function
values to [0, 1] so that our environments would match the theoretical results in this paper.

Cartpole We use a modified version of the cartpole environment from Mehta et al. [2022a] that
has dense rewards as implemented in Wang et al. [2019]. The state space is 4D and consists of the
horizontal position and velocity of the cart as well as the angular position and velocity of the pole.
p0 in this environment is a normal distribution centered with the cart below the goal horizontally
with the pole hanging down with very small variance. p′0 is the same distribution displaced 5 meters
to the right.

Navigation This is a 2D navigation problem with dynamics of the form st+1 = st + B(st)at,

where B(t) =

[
sin(x2/10) + 4 0

0 1.5 cos(x1/10)− 2

]
. The goal is fixed at

[
6
9

]
. We define p0 to

be the uniform distribution over the axis-aligned rectangle given by corners
[
−8
−9

]
and

[
−6
−6

]
. We

define p′0 to be the uniform distribution over the axis-aligned rectangle given by corners
[
1
4

]
and[

3
7

]
. The reward function at every timestep is simply the negative ℓ1-distance between the agent

and the goal.

β Tracking and β + Rotation Our two simulated plasma control problems are taken from Mehta
et al. [2022a], which gives a thorough description of their relevance to the problem of nuclear fusion.
At a high level, βN is a normalized plasma pressure ratio that is correlated with the economic output
of a fusion reactor. Our β Tracking environment aims to adjust the injected power in the reactions
in order to achieve a target value of βN = 2%. The initial state distribution p0 is taken from a
set of real datapoints from shots on the DIII-D tokamak in San Diego. Our alternate initial state
distribution p′0 consists of simply adding 0.4 to each component of a vector sampled from p0. The
reward function is the negative ℓ1-distance between the βN value and 2%. The dynamics are given
by a learned model of the plasma state as introduced in Char et al. [2023].

The β + Rotation environment is a more complex plasma control problem, introducing an
additional actuator (injected torque) and an additional control objective (controlling plasma rotation).
Control of plasma rotation is key to plasma stability and this is a reduced version of the realistic
problem. This environment also uses a model from Char et al. [2023] for the dynamics, real
plasma states for the initial state distribution p0, and a fixed translation for the alternate initial state
distribution p′0. We also include a randomly drawn target for βN and rotation in the state space for
every episode.
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Environment β = 0.25 β = 0.5 β = 1 β = 2

Cartpole 17.2± 0.3 16.8± 0.4 16.3± 0.5 15.1± 0.4
Navigation 22.3± 0.5 22.3± 0.4 22.2± 1.4 20.6± 1.3
β Tracking 13.9± 0.3 14.0± 0.4 13.2± 1.3 13.4± 0.7
β + Rotation 14.8± 0.3 14.3± 0.2 14.1± 0.9 13.3± 0.9

Table C.1: Average Return ± standard error of executing the identified best policy on the MDP
starting from p′0 over 5 seeds after collecting 1000 timesteps of data using the method with varying
values of the exploration parameter β.

C.2.3 Exploring β values

In the main paper, we report experiments with the exploration parameter β = 0.5 for all t. In
this work, we do not explore principled methods of choosing β and welcome future work in the
area. In lieu of this, we provide an empirical analysis of the sensitivity of AE-LSVI to varying
settings of β. We ran the AE-LSVI method on our evaluation environments as in the experiments
in Table 4.2, where we allowed each method to collect 1,000 timesteps of data and evaluated the
identified policies on the environments starting from a evaluation initial distribution p′0 distinct from
the initial distribution p0. In Table C.1 we observe that lower values of β perform better because the
confidence bounds seem too wide at higher settings, where the performance becomes similar to that
of uncertainty sampling. Therefore, we recommend initially trying β-values around 0.2− 0.5 when
applying .
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C.3 RKHS Regression

At step t, we have data {(x1, a1, a′1, w1), . . . , (xt, at, a
′
t, wt)}. The kernel ridge regression estimate

is defined by,

µt = argminf∈H

t∑
i=1

(f(xi, ai)− wi)
2 + λ∥f∥2H . (C.59)

Denote by wt = [w1, . . . , wt]
T the vector of observations, (Kt)i,j=1,...,t = k(xi, ai, xj , aj) the data

kernel matrix, and kt(x, a) = [k(x, a, x1, a1), . . . , k(x, a, xt, at)]
T the data kernel features. We

then have

µt(x, a) = kt(x, a)
T (Kt + λ1t)

−1wt . (C.60)

We further have the posterior variance σt(x, a)2 that determines the width of the confidence intervals,

σt(x, a)
2 = k(x, a, x, a)− kt(x, a)

T (Kt + λ1t)
−1kt(x, a) . (C.61)

C.4 Proof of Theorem 4

In this section we will prove our main Theorem, 4. The overall strategy of the proof is to use our
Lipschitz assumption on the link function (more precisely, the relative Lipschitzness of the reward r
and the Borda function fr) in order to go to the Borda function, which we can directly model from
data. Then, we use our selection criteria as well as confidence bounds taken from Chowdhury and
Gopalan [2017] and convergence rates taken from Kandasamy et al. [2019] in order to complete the
argument. We give these cited results as lemmas in what follows.

In order to attain a particular policy performance with probability 1 − δ, we must bound the
error of the estimates given by our KRR process for a particular confidence level. In order to do so,
we adapt the result from Chowdhury and Gopalan [2017], Theorem 2.
Lemma 5. Let β(r)

t = 2||fr||κ +
√

2(Φt−1(X ×A) + 1 + log(2/δ)). Then with probability 1− δ
we have for all time t and any point (x, a) ∈ X ×A,

|µt−1(x, a)− fr(x, a)| ≤ β
(r)
t σt−1(x, a).

Proof. To prove this result, we will verify that all the conditions from Theorem 2 of Chowdhury
and Gopalan [2017] hold. Recall Assumption 2 which states that ∥fr∥κ ≤ B. Next, we observe that
since a′t ∼ U (A) (independent of everything else), we have that E [wt | Ft−1] = fr(xt, at), where
Ft = ρ

(
{(xs, as, a′s, ws)}ts=1

)
is the filtration generated by the past observations. Additionally,

since wt ∈ {0, 1} and xt, at are both Ft−1 measurable, we see that wt can be written as

wt = fr(xt, at) + ηt,

where ηt is Ft−1-conditionally subGaussian. Therefore, we have met all the necessary conditions,
and we can apply Theorem 2 of Chowdhury and Gopalan [2017] which gives us the desired
result.

This lemma jointly bounds the modeling error over the Borda function for all time t though it
introduces a dependence on the RKHS norm of fr. This dependence is inherited from prior work,
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but we empirically study the relationship between the RKHS norm of a particular reward function
and that of the associated Borda function in Section C.5.

We also adapt a result from Lemma 8 of Kandasamy et al. [2019] in order to understand the
convergence of our uncertainty function σt.

Lemma 6. Suppose we have n queries (qt)nt=1 taken from X ×A. Then the posterior σt satisfies

∑
qt

σ2
t−1(qt) ≤

2

log(1 + η−2)
Φn(X ×A).

Lemma 6 gives us a handle on how quickly we can expect the uncertainty function to shrink as
additional datapoints are observed.

Now that we have lemmas 5 and 6 in place, we can proceed to the proof of the main result.

Proof. In this proof, we condition on the event in Lemma 5 holding true. Given that occurence, we
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can say the following for every x ∈ X .

max
a∈A

r(x, a)− r(x, π̂N (s))
Assumption 3
≤ L1

(
max
a∈A

fr(x, a)− fr(x, π̂N (x))

)
(C.62)

Lemma 5
≤ L1

(
max
a∈A

fr(x, a)−max
t∈[T ]

f t
r(x, π̂N (x))

)
(C.63)

Def. of π̂N= L1

(
max
a∈A

fr(x, a)−max
a∈A

max
t∈[T ]

f t
r(x, a)

)
(C.64)

= L1 min
t∈[T ]

(
max
a∈A

fr(x, a)−max
a∈A

f t
r(x, a)

)
(C.65)

Lemma 5
≤ L1 min

t∈[T ]

(
max
a∈A

f t
r(x, a)−max

a∈A
f t
r(x, a)

)
(C.66)

Def. of xt

≤ L1 min
t∈[T ]

(
max
a∈A

f t
r(x

t, a)−max
a∈A

f t
r(x

t, a)

)
(C.67)

Def. of at
≤ L1 min

t∈[T ]

(
f t
r(x

t, at)− f t
r(x

t, at)
)

(C.68)

≤ L1

T

T∑
t=1

(
f t
r(x

t, at)− f t
r(x

t, at)
)

(C.69)

=
L1

T

T∑
t=1

2β
(r)
t σt(x

t, at) (C.70)

β
(r)
t is increasing
≤ 2L1β

(r)
T

T

√√√√( T∑
t=1

σt(xt, at)

)2

(C.71)

Cauchy-Schwarz
≤ 2L1β

(r)
T

T

√√√√T
T∑
t=1

σ2
t (x

t, at) (C.72)

Lemma 6
≤ 2L1β

(r)
T√
T

√
C1ΦT (C.73)

def of β(r)
T=

2L1√
T
(2B +

√
2(Φt−1 + 1 + log(2/δ)))

√
C1ΦT (C.74)

= O

(
L1√
T

(
B +ΦT

√
log

1

δ

))
. (C.75)

C.5 RKHS norms of r and fr

In order to understand the dependence of our estimation bound on the RKHS norm ||fr||κ, we ran
numerical experiments on sampled reward functions. For a variety of context and action dimensions,
we sampled 1000 reward functions as in Section 5.4.3 and numerically approximated their RKHS
norms. We also made a Monte-Carlo estimate of the Borda function fr for each of the reward
functions sampled and numerically approximated its RKHS norm. To do this, we uniformly sample
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Context Dimension Action Dimension Win Rate Win Margin

0 1 0.16 -6.3
1 1 0.89 5.1
1 3 1 21.4
3 1 1 21.5
3 3 1 38.7
10 10 1 19.6

Table C.2: Comparison of RKHS norms of reward functions and associated Borda functions

1,000 points xi from the input space, compute the regularized kernel matrix K for this set xi, solve
the KRR problem Kα = f(x) for α. Then we compute the quadratic form

√
αTKα as an estimate

of the RKHS norm.

In Table C.2, we present the results of comparing the RKHS norms of 1000 reward functions
and their associated Borda functions sampled as in Section 5.4.3. A ‘win’ was counted when the
Borda function had smaller RKHS norm and a ‘loss’ otherwise. The win margin is the average
difference in RKHS norms of the reward and Borda functions, with a positive value when the Borda
function was of smaller norm. It is clear here that in general (though not always) the RKHS norm
of the Borda function fr for a particular reward function r is smaller than the RKHS norm of the
reward function r itself. This relationship seems to grow stronger as the input dimensionality of the
reward function grows larger.

C.6 Additional Experiments for Kernelized Setting

In Figure C.1, we depict the progress of the AE-Bordamethod as it continually acquires data. One
can see that the estimated optimal policy (red, second row) converges to a function quite similar to
the ground truth (red, first row) as more data is collected. In addition, it is clear that the selection
criterion targets parts of the domain which are relevant to policy learning while avoiding obviously
bad regions. We also see in the fourth row that the uncertainty over the value function decreases
relatively smoothly across the context space, supporting the idea that our method controls max-regret
effectively.

C.7 The Jeopardy! preference dataset

We generated a set of plausible wrong answers for the Jeopardy! dataset from Huggingface [Wolf
et al., 2023] by asking GPT-3.5 for a plausible wrong answer given the question, category, and
answer. We found that both the category and correct answer were necessary to include to direct
GPT-3.5 to generate an answer which was appropriate for the category and to prevent it from
accidentally generating a correct answer. We give the prompt used for this process in Figure C.2.
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Time = 50 Time = 150 Time = 600

Figure C.1: Progress of AE-Borda across 50, 150, and 600 datapoints. From the top downwards,
the charts show the ground truth function, the mean of the posterior estimate of fr, the uncertainty
function, the estimate of the value function as well as the acquisition function given in (5.3), and the
regret over time.
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[System]
You are an assistant coming up with plausible but incorrect answers to
Jeopardy questions (just the answer, no "what is"). Here’s an example:\n
Q: ’For the last 8 years of his life, Galileo was under house arrest for
espousing this man’s theory’
Category: HISTORY
Correct Answer: Copernicus\n
Response: Brahe
[User]
Q: {question}
Category: {category}
Correct Answer: {answer}
Response:

Figure C.2: The prompt used to collect plausible wrong answers for Jeopardy! questions.

C.8 Related Work on Uncertainty Estimation in Large Language
Models

Estimating the epistemic uncertainty in large language models is still an active area of research and
there are few prior works on this topic. For example, Osband et al. [2022] augment existing models
with additional layers to model randomness, and subsequently the uncertainty. However performing
uncertainty quantification in a parallelized fashion requires a significant memory overhead. To be
more amenable to larger models, we instead use a dropout-augmented model to estimate uncertainty,
as detailed in Section 5.5.

C.9 Prompt templates

The prompt templates for GPT-4 as the pairwise comparison evaluation judge and GPT-3.5 as the
Jeopardy! single answer correctness judge are listed in Figures C.3 and C.4. We maintain the
standardized prompts proved to be effective by Zheng et al. [2023].

C.10 Additional Experiment Details

We train our initial SFT models for 1 epoch on the SHP and HH dataset and 2 epochs on the new
Jeopardy! dataset. We select the initial training period based on the amount of training after which
we obtained a validation loss which had plateaued. We also find it reasonable to add a dropout layer
before the penultimate linear layer since we find that adding a dropout layer not to negatively affect
the performance in the SFT phase. To aid in fitting the model on our GPUs, we use QLoRa [Hu et al.,
2021, Dettmers et al., 2023] with 4bit quantization for model weights and optimize using the 8-bit
Lion optimizer [Chen et al., 2023]. For the methods with a reference model, we put the policy and
the reference model on two separate GPUs. Further, we use dropout probability of p = 0.05, policy
constraint weight γ = 0.1, an uncertainty bonus β = 4, a learning rate of 5× 10−7, an unlabeled
batch size of 128, and a training batch size b of 32. We run all experiments with 3 random seeds.
Our implementation was built atop the one provided by the authors of the DPO paper [Rafailov
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[System]
Please act as an impartial judge and evaluate the quality of the
responses provided by two AI assistants to the user question displayed
below. You should choose the assistant that follows the user’s
instructions and answers the user’s question better. Your evaluation
should consider factors such as the helpfulness, relevance, accuracy,
depth, creativity, and level of detail of their responses. Avoid any
position biases and ensure that the order in which the responses were
presented does not influence your decision. Do not allow the length of
the responses to influence your evaluation. Do not favor certain names of
the assistants. Be as objective as possible. Output your final verdict

by strictly following this format: ’A’ if assistant A is better, ’B’ if
assistant B is better, and ’C’ for a tie. Output only that character and
do not include any other characters or spaces.

[User Question]
{question}

[The Start of Assistant A’s Answer]
{answer_a}
[The End of Assistant A’s Answer]

[The Start of Assistant B’s Answer]
{answer_b}
[The End of Assistant B’s Answer]

Figure C.3: The default prompt for pairwise comparison.

[System]
You are a judge on whether a contestant answer to Jeopardy is correct
given a correct answer. If you don’t see the correct answer it is not
correct. Answer ’Yes’ or ’No’ is sufficient. Please don’t use any other
words.

[The Start of Correct Answer]
{correct_answer}
[The End of Correct Answer]

[The Start of Contestant Answer]
{contestant_answer}
[The End of Contestant Answer]

Figure C.4: The default prompt for evaluating single Jeopardy! answer.
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Figure C.5: Rate of correct answers for Jeopardy! over time.

et al., 2023].

C.11 Experiment Runtimes

Jeopardy! SHP HH
Further SFT 2 | 3 4 | 4 3 | 7
DPO 7.5 | 25 10 | 14 10 | 15
US-DPO 8 | 12 79 | 85 31 | 85
AE-DPO 9 | 12 44 | 45 18 | 53

Table C.3: Runtimes (min | max) for each experiment rounded to nearest hour. Several experiments
require a significant amount of compute time to complete. Runtimes vary depending on current
loads on compute clusters.

C.12 Additional Experiments with LLM

Here, we plot the training curves for the Jeopardy! dataset below. For Jeopardy!, we plot the
correctness of the policy over time in Figure C.5. Though this is part of the goal of the agent in
the Jeopardy! dataset, note that it is not the entire optimization objective, as we show in Figure 5.4.
Here, it is clear that no policy is able to improve at predicting correct answers on the test set. This is
unsurprising as trivia is a difficult generalization problem.

146



C.12.1 Evaluating dropout-based LLM uncertainty estimation

We believe that in general the estimation of uncertainty for LLMs is an important topic of research
and progress there will facilitate a more efficient and informed use of this technology. As we
discussed in appendix C.8 and section 5.5, we use a dropout-based uncertainty estimation technique
to inform the active exploration in this work. Over the course of this study, we considered ensembles
and epistemic networks [Osband et al., 2022] as alternative methods for estimating the uncertainty
of LLMs. However, each of these methods comes with some additional GPU memory requirement.
For epistemic networks, the additional network parameters take GPU memory, while for ensembles,
the memory is required to store multiple copies of a network or at least mutiple LoRAs. In our
initial studies we found epistemic networks and dropout to perform comparably well and therefore
chose dropout due to its smaller memory consumption and good performance. In this section, we
explore whether the uncertainties predicted by our estimates differ when the model predicts the
correct, incorrect, or null answer and whether these predictions differ in the cases when the model
decides to predict null. To do this, we evaluated the log probabilities predicted by πSFT on a test
set of 20,560 Jeopardy! clues for the correct, incorrect, and null answer. We computed the sample
variances over the log probabilities σ2(a | x) =

∑
ti∈a σ

2(ti | x, t1, . . . , ti−1) and plotted their
densities in fig. C.6.

We see that the model predicts the highest variances for the log probabilities of incorrect answers.
We also see that the the model seems to predict especially low variances for the null token when it
decides to output it. The correct answer seems to have a lower variance when the model is willing to
predict an answer. We see that the log probabilities of incorrect answers always have a high variance,
indicating high uncertainty. We also see that the null token has a low variance when the model has
a non-null output indicating certainty that it should not abstain. The variance further drops when
it outputs null, indicating certainty about not knowing an answer. The correct answer has a lower
variance than the incorrect answer when the model does not abstain. The relative variances of these
two curves support that the model provides meaningful indications of uncertainty. Additionally, in
the case where the model abstains, even the correct answer has a high variance, indicating a high
uncertainty. We believe that these results support that the uncertainty function is at least correlated
with the model’s knowledge about the input. This offers support to the hypothesis that our estimates
of the variance are somewhat meaningful. However, we believe that this is an important research
topic and warrants substantial further study under a variety of lenses. We hope that this work will
encourage further research in this area.
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Figure C.6: Density of σ(a | x) conditioned on correct, incorrect, and null values for a. The
left hand plot depicts the variance distributions conditional on the model outputing a non-null
completion, while the right hand is conditional on a null completion.
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D | Appendix for part II

D.1 Experiment Details

D.1.1 Training Details

Each model takes 32 timesteps of state and control information as input and are trained on predictions
for the following 16 timesteps. The ODE-based models are integrated from the initial conditions
of the last given state. All neural networks are all trained with a learning rate of 3× 10−3, which
was seen to work well across models. We generated a training set of 100,000 trajectories, test set of
20,000 trajectories, and validation set of 10,000 trajectories. Training was halted if validation error
did not improve for 3 consecutive epochs.

D.1.2 Comparison Methods

We compare our models with other choices along the spectrum of structured to flexible models from
both machine learning and system identification. In our paper, we compared the following methods
in our experiments:

• Full NDS: A Neural Dynamical System with the full system dynamics for the problem being
analyzed. The full construction of this model is given by Equation 7.2. For the functions
hθ, cϑ, dτ , we use fully connected networks with 2 layers, Softplus activations, 64 hidden
nodes in each layer, and batch normalization.

• Partial NDS: A Neural Dynamical System with partial system dynamics for the problem
being analyzed. These follow Equation 7.5 as applied to Equation 7.2. For the Ballistic
system, we only provide equations for ẋ and ẍ, excluding the information about vertical
motion from our network. For the Lorenz system, we only provide equations for ẋ and ẏ,
excluding information about motion in the z direction. For the Cartpole system, we only
provide information about θ̇ and θ̈. These equations were chosen somewhat arbitrarily to
illustrate the partial NDS effectiveness. We use similar neural networks here as for the Full
NDS.

• NDS0: A Full NDS with residual terms removed. This serves as an ablation which shows the
use of the residual terms.

• Fully Connected (FC): A Fully-Connected Neural Network with 4 hidden layers containing
128 nodes with ReLU activations and batch normalization.

• Fully Connected Neural ODE (FC NODE): A larger version of the Neural ODE as given
in Chen et al. [2018], we use 3 hidden layers with 128 nodes, batch norm, and Softplus
activations for ṡ. This can be interpreted as a version of our NDS with no prior knowledge,
i.e. g(s) = 0.
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• LSTM: A stacked LSTM with 8 layers as in Graves [2013]. The data is fed in sequentially
and we regress the outputs of the LSTM against the true values of the trajectory.

• Gray Box Optimization (GBO): We use MATLAB’s gray-box system identification toolbox
[Ljung et al., 2009] along with the prior knowledge ODEs to fit the parameters ϕ̂ as an
alternative to using neural networks. This algorithm uses trust-region reflective nonlinear least
squares with finite differencing [Coleman and Li, 1996] to find the parameter values which
minimize the error of the model rollouts over the observed data.

• Sparse Identification of Nonlinear Systems (SR): We use the method from Brunton et al.
[2015] to identify the dynamical systems of interest. This method uses sparse symbolic
regression to learn a linear mapping from basis functions of the state xt and control ut to the
derivatives ẋt computed by finite differences. Our synthetic systems are in the span of the
polynomial basis that we used.

• APHYNITY: We use the method from Yin et al. [2021], which fits a min-error parameter but
then has an additional neural network component to model unknown dynamics.
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