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Abstract

We address the problem of large-scale and long-term neural map rep-
resentations. Maps provide valuable information for modern robotic
applications such as autonomous driving and AR/VR. In this thesis, we
explored two important perspectives of map design: size and richness.
First, we look into the map compression problem for image-to-LiDAR
map, LiDAR-to-LiDAR map, and image-to-SfM map registration. For
image-to-LiDAR map registration, we proposed a learning-based technique
to precompute and compress a voxelized LiDAR map before performing
image registration. For LiDAR-to-LiDAR map registration, we performed
map compression benchmarks for existing deep learning based and tradi-
tional methods. For image-to-SfM map registration, we proposed selecting
important keypoints from a SfM map through a heterogeneous graph
neural network. The outcomes of all the three works lead to significant
reduction of map size with offline preprocessing, and thus offloads the
data burden of online image registration.

Second, inspired by the promising results of recent NeRF works, we devel-
oped a LiDAR-assisted NeRF system that encodes the rich appearance
and geometry details of an outdoor environment into point-based neural
representation and performs novel view synthesis. Unlike most of the
previous NeRF works that focus on indoor or small scenes, our system
is designed for more challenging canonical autonomous driving datasets
such as Argoverse 2, which has scarcer training views and larger scene
complexity. We use a point-based NeRF framework with a conditional
GAN, and successfully outperformed state-of-the-art outdoor NeRF base-
lines. In addition, we explored several applications for outdoor NeRFs,
including data augmentation, object detection, and seasonal view synthe-
sis. Our experiments show the foreseeable potential of applying neural
representation for more practical outdoor applications in the future.
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Chapter 1

Introduction

Maps, as our prior understanding of the environment, play essential roles for many

modern robotic applications. A map is a task-oriented representation that provides

necessary information to facilitate the targeted task. Depending on the system design

and application, a map can carry geometric structures, appearance details, semantic

labels, landmarks, etc. For example, autonomous vehicles rely on the sign locations

and road lines in High-Definition (HD) maps to navigate through cities [24]. An

AR/VR device relies on the 3D geometry in a map to localize and enable the user to

interact with the environment [77]. Without the maps, a robot would have to rely on

limited instantaneous sensor inputs to operate and is prone to failure, especially in

large-scale and long-term applications due to error accumulation. The design of maps,

however, is a non-trivial art of balance between storage and richness. The richer

information a map carries, the more tasks it might support, but the more storage it

would require.

This thesis is a combination of our works on map design through my PhD, where we

looked into different sensor modalities and representations. It is structured as follows:

first, we introduce our efforts for developing compressive map representations for image-

to-LiDAR registration [26] (Chap. 3) and LiDAR-to-LiDAR map registration [25]

(Chap. 4). Second, we describe a method for reducing the map size (i.e. the number of

feature points) for long-term image-to-SfM map registration [27] (Chap. 5). Finally, we

present a LiDAR-assisted Neural Radiance Field system that encodes rich information

for outdoor environments (Chap. 6) for novel view synthesis. Summaries of each work

1



1. Introduction

are listed below:

1.1 Image-to-LiDAR map registration

This work addresses the problem of image registration to a compressed 3D map.

While this is most often performed by comparing LiDAR scans to the point cloud

based map [166], it depends on an expensive LiDAR sensor at run time and the large

point cloud based map creates overhead in data storage and transmission. Previously,

efforts have been underway to replace the expensive LiDAR sensor with cheaper

cameras and perform 2D-3D localization [19, 22, 67, 89].

In contrast to the previous work that learns relative pose by comparing projected

depth and camera images [22], we propose HyperMap [26], a paradigm shift from

online depth map feature extraction to offline 3D map feature computation for the

2D-3D camera registration task through end-to-end training. In the proposed pipeline,

we first perform offline 3D sparse convolution to extract and compress the voxelwise

hypercolumn features for the whole map. Then at run-time, we project and decode

the compressed map features to the rough initial camera pose to form a virtual feature

image. A Convolutional Neural Network (CNN) is then used to predict the relative

pose between the camera image and the virtual feature image. In addition, we propose

an efficient occlusion handling layer, specifically designed for large point clouds, to

remove occluded points in projection. Our experiments on synthetic and real datasets

show that, by moving the feature computation load offline and compressing, we

reduced map size by %87 – 94.

1.2 LiDAR-to-LiDAR map registration

Modern autonomous vehicles utilize pre-built HD (High-Definition) maps to perform

sensor-to-map registration, which recovers pose estimation failures and reduces drift

in a large-scale environment. However, sensor-to-map registration is usually realized

by registering the sensor to a dense 3D model that occupies massive storage space

in the HD map and requires much data processing overhead. Although smaller 3D

models are preferable, the optimal compressive map format for preservation of the
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best registration performance remains unclear.

Here we propose a novel and challenging benchmark to evaluate existing LiDAR-

to-map registration methods from three perspectives: map compressibility, robustness,

and precision [25]. We compared various map formats, including raw points, hier-

archical GMMs, and feature points, and show their performance trade-offs between

compressibility and robustnesson real-world LiDAR datasets: KITTI Odometry

Dataset [51] and Argoverse Tracking Dataset [24]. Our benchmark reveals that

state-of-the-art deep feature point based methods outperform traditional methods

significantly when the map size budget is high. However, when map size budget

is low, deep methods are outperformed by the methods using simpler models in

Argoverse Tracking Dataset due to poor spatial coverage. In addition, we observe

that TEASER++ [156] significantly outperforms RANSAC for the feature point

methods. Our analysis provides a valuable reference for the community to design

budgeted real-world systems and find potential research opportunities. We released

the benchmark for public use.

1.3 Image-to-SfM map registration

In this work, we address the problem of map sparsification for long-term visual

localization [27]. For map sparsification, a commonly employed assumption is that

the pre-build map and the later captured localization query are consistent. However,

this assumption can be easily violated in the dynamic world. Additionally, the map

size grows as new data accumulate through time, causing large data overhead in

the long term. In this work, we aim to overcome the environmental changes and

reduce the map size at the same time by selecting points that are valuable to future

localization.

Inspired by the recent progress in Graph Neural Network (GNN), we propose

the first work that models SfM maps as heterogeneous graphs and predicts 3D

point importance scores with a GNN, which enables us to directly exploit the rich

information in the SfM map graph. Two novel supervisions are proposed: 1) a

data-fitting term for selecting valuable points to future localization based on training

queries; 2) a K-Cover term for selecting sparse points with full-map coverage. The

experiments show that our method selected map points on stable and widely visible
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structures and outperformed baselines in localization performance.

1.4 LiDAR-assisted Neural Radiance Field

Existing NeRF methods usually require densely-sampled source views and do not per-

form well with the open source camera-LiDAR datasets. In this work, we demonstrate

that such datasets [17, 150] can be used to construct high quality neural renderings.

Our design leverages 1) LiDAR sensors for strong 3D geometry priors that signifi-

cantly improve the ray sampling locality, and 2) Conditional Adversarial Networks

(cGANs) [65] to recover image details since aggregating embeddings from imperfect

LiDAR maps causes artifacts. Our experiments show that while NeRF baselines

produce either noisy or blurry results on Argoverse 2 [150], our system not only

outperforms baselines in image quality metrics under both clean and noisy conditions,

but also obtains closer Detectron2 [153] results to the ground truth images. Further-

more, this system can be used in data augmentation for training a pose regression

network [12] and multi-season view synthesis. This work serves as a new LiDAR-based

NeRF baseline that pushes this research direction forward.

In summary, we looked into multiple sensors (camera, LiDAR), and map repre-

sentations (voxel, point cloud, neural radiance field), and also proposed methods to

improve the performance of specific tasks (map compression, novel view synthesis)

in each work. Importantly, I would like to point out that this document collects

contributions from my collaborators in the corresponding projects. By sharing our

experience, we hope this document can benefit future researchers–in robotics or

computer vision–in achieving better system design for map related applications.
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Chapter 2

Related Works

In this chapter, we list the related works to the methods described in the following

chapters. The scope of our related works is broad, so we categorized them into three

parts: sensor registration (Sec. 2.1), map compression (Sec. 2.2), and neural radiance

field (Sec. 2.3).

2.1 Sensor Registration

Sensor registration refers to the process of localizing a sensor measurement on a

pre-built map in this work. It can occur between different modality combinations for

the sensor and the map (e.g. images, LiDAR), but the spirit is all about matching the

common parts in the sensor measurement and the map that correspond to the same

geographical location. We focus on local registration, or local localization, approaches

that refine a rough initial pose estimate by matching online sensor measurement to a

map. In contrast to local registration, there are also global registration methods that

do not require an initial pose but are usually less accurate [21, 50, 66, 117, 130].

2.1.1 Image to LiDAR map

LiDAR sensors are more accurate than cameras for measuring scene geometry but

are also much more expensive. An economical compromise is to use the expensive

LiDAR in map building, and than perform localization with only cameras. In this
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way, only the devices used in mapping need to be equiped with LiDAR sensors.

Explicit Methods

Leveraging classical visual odometry methods, Caselitz at el. [19] used Structure-

from-Motion (SfM) to reconstruct sparse point clouds from video sequences and then

performed ICP to register the SfM point cloud to the LiDAR map, which requires

robust feature points and video sequences, not a single image. Kim et al. proposed to

register a stereo camera to a LiDAR map using the image feature correspondences in

stereo depth and projective LiDAR depth [67]. Mastin et al. proposed to use mutual

information to register an aerial image to LiDAR images [89].

In autonomous driving applications, the ground plane and road markings can

be especially useful. Lu et al. [82] used the chamfer distance to align the detected

road markings to a sparse 3D map. Wolcott and Eustice [151] proposed to use

reflectance information derived from the LiDAR ground map, containing mostly road

marking information, to solve the local registration problem. Their method generated

synthetic projective reflectance images and refined the initial pose by maximizing the

mutual information score to align the synthetic reflectance images with a monocular

camera onboard the vehicle. While the ground plane provides a distinctive set of

features for alignment, methods that depend on it fail when large portions of the

road are occluded or differ from the pre-built map, such as in the presence of snow or

after construction [152]. This dependence on the ground-plane can be overcome by

taking into account the 3D-volumetric information. In [152], Wolcott and Eustice

proposed the use of Gaussian-mixture-models (GMMs) to summarize map height

and reflectivity for efficient LiDAR-based localization. However, this method also

depends on having a LiDAR sensor on-board the vehicle at localization time. Some

works used 2D-3D line correspondences for registration, which only works when line

features exist [33, 162].

Deep Neural Networks

In 2019, CMRNet [20] and CMRNet++ [22] leveraged a CNN to solve the local

2D-3D registration problem in a way that both takes into account 3D-structure

information and only requires a monocular camera at localization time. It adopted a
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correlation filter, which is often used in the optical flow networks [129], to regress

the relative 6-DoF pose between a virtual LiDAR depth image and an RGB camera

image. The experiments showed that CMRNet reached centimeter-level translation

error in an unseen environment. EnforceNet [30] also used a CNN to regress pose

between projected depth and RGB images. In 2021, we proposed our method,

HyperMap [26], that first computes 3D on-map features, projecting the computed

features onto a virtual image plane, and than regresses the relative pose with a CNN.

We named this strategy “late projection” because the projection step happens after

3D feature computation. The late projection strategy can greatly reduce the map

size by preprocessing and storing the map as compressed features. To the extent

of our knowledge, CMRNet was the only existing method that, like our HyperMap,

was not trained in testing environment, making it more generalizable to maps other

than the ones on which it was trained. Thus we pick CMRNet as our baseline. Both

CMRNet and EnforceNet perform all feature computation after projection, we refer

to this design as “early projection”.

More recently, to solve this cross-modality matching problem, several learning-

based methods that support end-to-end training are developed. One can use a

rgb-to-depth network that transforms the image to depth domain for matching [74],

or an image-to-LiDAR correspondence flow estimation network [29] whose output can

be used by PnP to compute relative poses. In addition to the CNN with a correlation

module used by [20, 22, 26], a transformer can be added to regress the relative pose

from CNN outputs and position embeddings [92].

Occlusion Handling. Occlusion handling is an important module in the differential

renderers used in 3D shape learning to project 3D information to 2D. It is needed for

end-to-end learning when the training gradient propagates from 2D to 3D embeddings

on the LiDAR map. Lin et al. proposed using upsampling and max-pooling process

to build a pseudo-renderer [78]. In [137] and [64], the authors used a differentiable ray

tracing method with probabilistic voxel occupancy for occlusion reasoning. Sitzmann

et al. proposed an occlusion-aware projection that first transformed the voxelized

feature representation to the canonical view grid and then used a network to predict

the per-pixel visibility [127].

In our case, the outdoor LiDAR maps have much larger scale than the object-level

voxel grids used by the existing 3D representation learning methods. The existing
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methods are too expensive and memory consuming for our task. We thus proposed

to use a pyramid of max-pooling layers with different kernel sizes to overcome this

challenge [26].

2.1.2 LiDAR to LiDAR map

The LiDAR maps used in this work are in the form of point clouds, which are

built by accumulating and denoising individual LiDAR scans. In this section, we

categorize and discuss existing point cloud registration methods by the corresponding

compressive map formats. We refer to [15] for additional compression tools that focus

on reconstruction accuracy – they can be applied on top of the following compressive

maps, such as Octree [120] and bzip2 [1]. We also refer to [160] for global LiDAR

localization works.

Raw Point Clouds

Iterative Closest Point (ICP) [10] registers two point clouds by iteratively finding the

closest point pairs and computing the transformation matrix based on the found pairs.

Since its debut in the early 90s, researchers have proposed a tremendous amount

of ICP variants. ICP and its variants are still arguably the most widely adopted

point cloud registration method in practical systems nowadays, despite its well-known

drawback of being easily trapped in a local minimum.

The efficiency and accuracy of ICP variants mainly depend on the method of

point correspondence search between source and target point clouds, and the quality

of initialization. Greenspan and Yurick [56] proposed speeding up the correspondence

search using a k-D tree. Generalized ICP (G-ICP) provides a probabilistic formulation

that unifies point-to-point and point-to-plane ICP [124]. Modern off-the-shelf ICP

tools such as PCL (Point Cloud Library) [111] and Open3D [167] are still vulnerable

to local minima and require good initialization. Yang et al. [157] proposed Go-ICP

that performs a global search to avoid the local minima at the cost of slow speed.

As for reducing the size of the raw point cloud maps to improve efficiency, Yin

et al. [159] proposed to use the hit frequency as an indicator to prune LiDAR maps.

Dubé et al. [40] proposed SegMap, which compresses semantic map segments with a

3D auto-encoder network and reconstructs raw point clouds for registration.
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Feature Points

Compressing an input point cloud into representative key points with descriptors

can potentially reduce the map size and improve the robustness of correspondence

search. Feature point correspondences can be extracted by comparing the feature

descriptors and the registration can be solved globally in a closed form using the

Procrustes algorithm [32]. Rusu et al. [112] proposed Fast Point Feature Histograms

(FPFH) as the descriptor for finding robust point correspondences. The noisy initial

correspondences found by the descriptor matching can be filtered by robust methods

such as RANSAC and TEASER++ [156].

Deep networks can be used to detect feature points and extract descriptors from

raw point clouds. Wang et al. [147] used attention-based modules and the information

from the other point cloud to learn the feature descriptors and the correspondences.

Choy et al. [31] proposed Fully Convolutional Geometric Features (FCGF), which

uses a 3D sparse fully-convolutional network to extract per-point descriptors, and

a follow-up work [32] uses a 6-D sparse fully-convolutional network to predict point

correspondences. Bai et al. proposed D3Feat [7] that uses KPConv [132] to extract

dense point features, and trains point features by distance-learning losses for robust

matching and importance scores. Points with low importance scores are pruned to

compress the map. Fischer et al. proposed StickyPillars that uses a pillar encoder

and a positional encoder to extract local LiDAR descriptors, and learn the apply the

self and cross attention mechanism to obtain descriptors [46, 115].

Recently, transformers are used for learning LiDAR [73] or image-LiDAR fused [8,

165] features mostly for object detection and tracking. In contrast to the sparse

convolution methods that only consider local neighborhood for descriptor computation,

a transformer network increases the effective receptive field for point descriptors and

performs better for faraway LiDAR points [73] (where the point cloud is sparse and

not many neighboring point to compute descriptors from).

Shape Models

The local point cloud structure can be represented by compressive shape models,

and registration can be performed without recovering the raw points. GMM-based

methods use Gaussian models to approximate the local shape of point clouds and
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perform GMM-to-GMM or point-to-GMM registration using the EM algorithm [96].

Normal Distributions Transform (NDT) based methods perform efficient registration

between NDT models [11]. Eckart et al. [43] proposed a hierarchical, anisotropic

GMM tree for coarse-to-fine registration. Gao and Tedrake [49] proposed FilterReg

that accelerates the EM algorithm by formulating the E-Step as a 3D filtering problem.

Yuan et al. proposed DeepGMR [163] that replaces the E-Step using an end-to-end

trainable network. The NDT representation can be combined with semantic labels

to form a more expressive map representation [86]. If knowing the structure of

environment beforehand, pre-defined shapes such as planes [169] can be use (e.g.

align the ground planes from the scan and the map).

Without keeping the local structure, PointNetLK [5] compresses a whole point

cloud into a single feature embedding using PointNet and performs direct feature

registration with the feature embeddings. On the other hand, cylindrical range image

of LiDAR scans can also be used for registration [38]. The intensity information is

also proven to be useful in LiDAR-based localization [144]. It would be interesting to

explore the role of intensity in LiDAR map compression as a future work.

2.1.3 Image to SfM map

A common image localization pipeline consists of two main steps. First, image-

retrieval based global localization is performed to obtain an initial pose estimate, and

then local feature matching is used to get an accurate final pose [63].

Classical Pipeline

Traditionally, the key point descriptors extracted during mapping are reused for local

registration. After obtaining an initial pose from image-retrieval [53, 63, 140], we can

match the key point descriptors extracted from the query image to the those in the

nearby mapping images [63]. This approach avoid cross-modality (3D-2D) matching

with the cost of larger map size – a 3D position corresponds to multiple key point

descriptors that all need to be stored in the map. Also, if the scene changes after

map collection (e.g. for long-term localization), the mapping and query descriptors

might not match.
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Robust Feature Learning

Many previous works have attempted to solve the long-term visual localization

problem by finding robust feature descriptors against environmental changes [136]

(such as day-night, lighting conditions, and seasonal changes). Concrete examples

include R2D2 [108], SOSNet [133], PixLoc [116] and [2]. Some methods look into

the dynamics of visual features (and the corresponding physical environment) such

as persistency [42] and repeatability [37]. Besides learning robust features, some

works also attempt to overcome the environmental challenges by finding common

information in 2D and 3D, such as semantic information [134, 135] and predicting

depth from query images [103]. In our work [27], instead of finding robust features, we

focus on sparsifying the SfM map globally by taking the whole map graph structure

into consideration.

Graph Neural Networks

The SfM map is essentially a heterogeneous graph that contains 3D map points and

camera views as nodes, and the visibility links between camera views and 3D map

points as edges. This makes apply graph neural networks (GNNs) [58] a natural fit

for learning features from an SfM map.

Graph neural networks have been applied to a variety of learning tasks with

irregular data structures, such as citation graphs [139] and image visibility graphs

[125]. An important advantage of GNNs is the ability to handle heterogeneous

data [146]. In our work, we represent the various information in SfM maps with

heterogeneous graphs and extract features with a GNN. Recently, attention-based

networks have shown strong performance in feature extraction from not only sequential

data [138] but also graph structures such as 2D-3D matching [115]. Inspired by these

works, we investigate the combination of heterogeneous GNN and attention, and

demonstrated better final performance than the baselines [27].

2.2 Map Compression

For a map that contains redundant information of a world, the goal of map compression

is to select the most valuable subset by removing unimportant parts, or by representing

11



2. Related Works

existing data with more compact representation.

2.2.1 Feature Clustering

Clustering techniques have been used in compression for decades. In [99], Oehler and

Gray proposed to use Vector Quantization (VQ) to compress and classify medical

images. Agustsson et al. [4] proposed a learned VQ to compress and decode the

latent representation in an auto-encoder structure. Wei et al. applied task-orientation

compression to form a 2D binary map [148]. In our work, we performed K-means

clustering on the learned map features and only store the per-voxel centroid index as

the map feature [26]. This is more compact than the binary code used in [148]. Also,

the 2D to 3D registration problem we solve is more complicated and challenging than

the 2D to 2D registration setting in [148] since it requires backpropagation through

projection.

Besides feature compression, the clustering technique can al so be used to reduce

neural network model size. In [54], Gordon et al. presented that by applying K-means

clustering to NeRF weights, it largely reduces the network size with only small

performance loss.

2.2.2 Point Selection with K-Cover

In previous image localization works, it is common to assume that the map contains

all the possible camera positions, and formulate the map compression as a K-Cover

problem, which encourages each possible camera position (the key frame location in

the map) to observe enough 3D points for performing robust PnP during localization

under a total point number budget. The K-Cover problem is then solved using various

techniques: a probabilistic approach [16], Integer Linear Programming (ILP) [41, 84]

and Integer Quadratic Programming (IQP) [41, 91, 101]. A hybrid map and hand-

crafted heuristics were also used to determine the importance of map points [14,

83, 97]. Grid-based sparsification can be used together with K-Cover to improve

efficiency [165].

The existing K-Cover based methods work well in a static world but suffer from

performance degradation in vastly dynamic environments where many of the visibility

edges in the map are outdated and invalidated. We proposed using this K-Cover
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concept together with robust feature point selection to perform map point selection

for dynamic environments [27].

2.3 Neural Radiance Field

Neural Radiance Fields (NeRF) [93] is an implicit neural representation trained by

overfitting an MLP network to a set of posed 2D images, and can be used to render

novel views from complex 3D scenes. The MLP takes a camera view direction and

a 3D position as input and predicts the corresponding color and density. When

given a novel camera pose and intrinsics, a NeRF system draws rays from the query

camera center through its virtual image pixel positions into 3D space, sampling 3D

points along the rays, and accumulates the predicted color and density of the 3D

sample points for each ray to obtain color values for each pixel. Given proper training

data, a NeRF system can render high-quality synthetic images with realistic visual

appearance and reasonable depth [9, 47, 76, 87, 93, 95, 102].

2.3.1 Large-Scale NeRFs

Here we focus on large-scale outdoor environments. Since it is inefficient to use a

global MLP [93] to encode a large space, existing work leverages the divide-and-

conquer approach – dividing the space into small parts such as street blocks [131] or

voxels [59, 81, 106, 161], and assigning localized embeddings to represent the small

parts.

Existing methods have also shown that using depth priors can significantly reduce

the required number of source view images for NeRF [34, 76, 109]. Comparing to

predicted depth [76] and SfM point clouds [34], LiDAR measurements are more robust

and can better cover the geometry of texture-less regions where depth values are not

well-constrained by photometric information. Rematas et al. proposed using LiDAR

depth as supervision [107], and Carlson et al. proposed using trainable occupancy

grid to assist ray sampling locality [18], but both [107] and [18] still use global MLPs.

On the other hand, PointNeRF [154] proposed a point cloud based neural radiance

field with localized embeddings, and greatly improved NeRF sampling locality and

convergence speed. NPLF [100] aggregated point features into ray features with self-
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attention mechanism. In our work, we look into ways to improve [154] for challenging

outdoor datasets and explore more practical applications.

A potential alternative system design for LiDAR-assisted NeRF is to follow

NPLF [100]. NPLF aggregates point features into ray features with self-attention

mechanism instead of explicit distance-based weights and volume rendering like ours

and PointNeRF [154], and was trained without LiDAR depth loss. The attention

mechanism provides more flexibility than the explicit method, and could poten-

tially better overfit the training views. However, we expect the explicit method by

PointNeRF to follow LiDAR geometry more faithfully.

2.3.2 Conditional GANs

Generative Adversarial Networks (GANs) have been applied to support NeRF in

different ways [23, 72, 90, 98, 123]. For example, generative models were used to

represent individual objects that could be combined into a full image by controlling

object positions [98]. However, in general outdoor scenes, many objects are not labeled

and thus cannot be easily segmented and represented with individual generative

models. Previous works also attempted to perform novel view synthesis with 3D-

aware GANs [35, 72, 90, 123], while existing 3D-aware GANs are limited to simple

geometry such as small objects or faces and cannot be directly applied to general

scenes.

On the other hand, 2D conditional GANs can learn the image translation between

two distributions and produce visually realistic appearance [65, 168]. In contrast to

vanilla GANs that demands many training data, cGANs benefit from the conditional

input and can be trained on much fewer data, such as images captured by sonar

and tactile sensors [80, 128]. GANcraft [59] applied a cGAN to translate semantic

segmentation images into realistic images. In our work, the dense semantic labels

are not available, but we also leverage a 2D cGAN to refine the volume rendering

output [28].

The advantage of using cGANs to generate realistic-looking images from real-world

datasets has been well-proven in many previous works [59, 70, 75, 105, 143, 168]. On

the other hand, we would like to point out other potential alternatives. Recently,

diffusion models also showed impressive performance in image synthesis tasks [36, 113,
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114, 145]. Generally speaking, existing diffusion models require more training data and

higher computation cost than cGANs. In contrast to the one-step image refinement

cGAN used in our work [28], the application of iterative conditional diffusion models

to real-world image quality refinement would be an interesting direction to explore. It

is worth mentioning that InfiniCity [79] demonstrated a 2D-3D hybrid approach that

generates synthetic voxel grids to perform city-scale voxel-based neural rendering. It

would be interesting to see how this 2D-3D hybrid approach can interact with our

real-world LiDAR measurements in the future.
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Chapter 3

Map Compression for

Image-to-LiDAR Registration

In this section , we address the problem of image registration to a compressed 3D

map [26]. In contrast to LiDAR-to-LiDAR registration, camera sensors are much

cheaper and suitable for low-cost and on-device applications. Unlike the previous

work that learns relative pose by extracting 2D features and comparing projected

depth and camera images [20], we developed HyperMap (Fig. 3.1), which offloads

online depth map feature extraction to offline 3D map feature computation for the

2D-3D camera registration task through end-to-end training.

3.1 Introduction

In this work, we propose a novel strategy to learn on-map convolutional features to

compress the map and preserve the registration performance. Given a noisy initial

camera pose, our method predicts the relative 6 degree-of-freedom (DoF) pose of the

camera by comparing the image captured by the camera to a virtual feature image

created by projecting a 3D feature map to 2D. Although the methods that perform

localization by comparing LiDAR scans collected in real-time to the HD map usually

outperform the camera-based methods in terms of localization error [71], LiDAR

sensors are substantially more expensive than cameras. Our solution leverages the

robustness of LiDAR sensors in the offline map building process and then relies solely
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Figure 3.1: HyperMap workflow. Our network predicts the relative camera pose
by comparing the camera image to a high-dimensional feature image created by
projecting our feature map to 2D using the noisy initial pose.

on cameras to perform online pose registration. This design significantly reduces

the online system cost while still leveraging the strengths of LiDAR sensors. In this

work, we assume an approximate pose is known, which is reasonable since GPS is

very common in modern devices and the existing global localization or vehicle pose

estimation methods can be used as our input.

The registration of 2D camera images to a 3D point-cloud map is non-trivial

due to the inherent difference in the modalities. Prior works have tried to solve the

problem by projecting depth information from the 3D map into 2D to form a depth

image from which features are then extracted to enable comparison with the observed

camera image [20, 22, 30]. We refer to the decision to perform projection before

feature extraction as “early projection” in this work. We propose instead the use of

“late projection”, a method which precomputes and compresses the 3D features on the

voxelized point cloud map and then performs projection for subsequent alignment

with the captured 2D RGB image. Our approach utilizes sparse 3D convolutional

layers to extract features from the HD point cloud map [31, 32, 55, 167]. The sparse

convolutional layers enable us to process large point clouds efficiently. Compared

with current state-of-the-art methods [20, 22], which uses “early projection”, our

method compresses the learned features and reduces the required map voxel resolution
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significantly, and thus reduces 87− 94% of map size with comparable performance.

The primary contributions of this work is as follows:

• We propose “late projection” in contrast to “early projection” for the 2D-3D

registration task. Our late projection strategy precomputes and compresses

the 3D map features offline before online projection, which we refer to as a

“HyperMap” due to the use of hypercolumn features [60].

• The proposed HyperMap outperforms the baseline in map size significantly

while maintaining comparable or slightly better performance. Although we

focus 2D-3D registration in this work, we believe that the concept of “late

projection” can be extended to and potentially benefit other map-related tasks.

• In addition, we propose an efficient occlusion-handling layer that enables back-

propagation from a projected feature image to 3D convolutional layers on a

large-scale sparse point cloud map. This occlusion-handling layer is crucial to

the scalability of our proposed HyperMap.

3.2 Method

In the proposed pipeline (Fig. 3.2), we first perform offline 3D sparse convolution

to extract and compress the voxelwise hypercolumn features for the whole map.

Then at run-time, we project and decode the compressed map features to the rough

initial camera pose to form a virtual feature image. A Convolutional Neural Network

(CNN) is then used to predict the relative pose between the camera image and the

virtual feature image. In addition, we propose an efficient occlusion handling layer,

specifically designed for large point clouds, to remove occluded points in projection.

Our experiments on synthetic and real datasets show that, by moving the feature

computation load offline and compressing, we reduced map size by 87− 94% while

maintaining comparable or better accuracy.

3.2.1 Map Feature Extraction

To perform 3D feature extraction on the LiDAR map efficiently, we voxelize the 3D

point cloud map in high resolution to extract the 3D convolutional features and then
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Figure 3.2: System architecture. The sparse convolutional layers are shown by green
boxes. We only store the compressed map.

downsample, for which we adopt the 3D sparse convolutional filter [31, 32, 55, 167]

due to its great scability and efficiency. We extract the convolutional features using a

set of 3D sparse convolutional layers, which only operate on the occupied voxels and

are suitable for sparse point cloud data from sensors like LiDAR.

In order to capture features with different frequencies, we apply the hypercolumn

[60] concept to 3D feature extraction. We use stride 2 for the first 3D convolutional

block and 1 for all the other blocks. The receptive field of each layer expands as

more convolutional layers are applied, and the feature dimension also increases corre-

spondingly. Afterwards, we combine the multiple activations to form a hypercolumn

feature vector for each occupied voxel to preserve both the precision of earlier layers

and the capacity of later layers. The final voxel resolution was thus reduced by ratio

two due to the stride 2 in the first block.

At training time, we first voxelize the whole raw point cloud map, crop the

local map region using the initial pose, extract 3D features in the map coordinate

frame, and then transform the cropped feature map to the camera coordinate frame.

Afterwards, n layers of 3D sparse convolutional filters are applied to the voxelized

local map, and the feature output from the n convolutional layers are concatenated

to form a high-dimensional hypercolumn feature vector.

For a voxel vi in the map, the corresponding hypercolumn feature vector is first

compressed to a lower dimension feature fi ∈ Rm (dimension 72 → 16) using another

3D sparse convolutional layer. After trained end-to-end, we apply K-means algorithm

to all the fi in the map to obtain k centroids, and compute the cluster index di of

each voxel (As shown in Fig. 3.3, we use k = 16 in our experiments, so we only need

4 bits to represent the centroid index, di ∈ 0, 1, 2, ..., 15). We then project the cluster
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Figure 3.3: Accuracy plot of using different number of centroids in K-means with
CARLA dataset. We observed no obvious benefit of using more than 16 centroids.

index di to form a 2D virtual feature image, and recover the original feature fi from

di using the corresponding K-means centroids. Notice that map feature projection

required retrieving the map feature data from the storage and thus projecting di is

cheaper and faster than projecting fi due to its small size.

In the map projection step, we project the voxel grids to form a depth map and

concatenate the depth map to fi as an additional channel, so the final projective

virtual feature image has m+1-dimensions. This feature precomputation step reduces

the required voxel resolution while preventing the performance drop. We use kernel

size 3 for all the 3D sparse convolutional layers.

3.2.2 Occlusion Handling

The compressed map features are projected and decoded to form a virtual feature

image using the camera intrinsics and the given initial pose. However, because of

the nature of sparse point clouds, the occluded points may appear in the virtual

feature image if not handled. To remove the occluded points, we design a maxpooling

pyramid inspired by the point cloud occlusion filtering described in [20]. Our occlusion

handling layer is very efficient and is suitable for large-scale point clouds since it only

utilizes the max pooling layers.

We use the voxel size to approximate the occupied neighborhood of the map

points in 3D space, and projection of the occupied neighborhood should only contain

the projections of the map points that are closer to the camera than the voxel center
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(with smaller depth value). This means that if a projective map point has some

nearby pixels with smaller depth, it is likely that this voxel is occluded. We use

efficient maxpooling filters to simulate the 2D occupied neighborhood. In order to

apply the maxpooling layers, we first make the projective depth negative and set the

empty pixels to the maximum negative depth value. The pixels with smaller depth

values originally would be larger after this transformation, and thus will be kept after

the maxpooling operation. Afterwards, we recover the original image by setting the

empty pixels back to zero and inverting the sign of the depth map. The output,

maxpooled depth map, is noted as Mr(p) with kernel size r at pixel position p.

Let D(p) and R(p) be the depth map and its corresponding occlusion filter kernel

size map, and f be the focal length. The map of the occlusion filter kernel size (in

pixel) can be computed from the fixed voxel size in the map:

R(p) =
voxel size× f

D(p)
(3.1)

Afterwards, we find the pyramid level with smallest Mr(p) among all levels for each

pixel, denoted as:

rmin = arg min
r

Mr(p). (3.2)

If rmin is larger than the R(p) at this pixel, it means that this pixel is occluded by a

nearby pixel with smaller depth value and the corresponding feature value should be

set to zero. Let F (p) be the virtual feature image. The final virtual feature image is

computed by:

Ffinal(p) =

0, if arg minr Mr(p)−R(p) > δ

F (p), otherwise
(3.3)

We choose δ = 0.5 so the occlusion filter is only effective when the occluded points are

far away from the visible point. If several layers in Mr(p) have the same pixel value,

which happens when all the maxpooling layer outputs are dominated by a close-by

nearer point, we pick the smallest r among them. Results are shown in Figure 3.4.
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Figure 3.4: Occlusion handling. We use a max pooling pyramid to implement an
occlusion handling layer. The above figure shows the effect of applying a maxpooling
kernel with several different sizes, where the occluded pixels are set to zeros (shown
in black), and the input and output of the occlusion handling layer. Larger depth
values are shown in red and small depth values are shown in dark blue.

3.2.3 Camera Pose Prediction

Given the virtual feature image and the RGB camera image, we regress the relative

camera pose 4θ using a CNN following [20]. We use the image feature extraction

branch of PWCNet [129] for RGB feature extraction and simply replace the dimension

of the first convolutional block in the depth feature extraction branch with our pro-

jective map feature dimension. A correlation filter is then used to match the features

from the RGB image and the virtual map feature image. Several fully connected

layers are used to predict the translation in xyz directions and the quaternion for

rotation to represent 6-DoF camera pose. We add one additional tanh layer as an

output layer to constrain the range of predicted translation and rotation. For training,

we use Smooth L1 loss and quaternion angular distance loss as proposed in [20].

3.3 Experiments

In this section, we describe the evaluations on CARLA synthetic dataset [39], KITTI

Odometry dataset [51], and Argoverse Tracking dataset [24]. We choose CMRNet

[20] as our baseline and compare with it in 0.1m, 0.2m and 0.4m voxel resolutions.

We use n = 4, m = 16, k = 16, and a five-level occlusion pyramid (maxpooling

kernel r = 3, 5, 11, 15, 23) in all experiments (the details of the parameters are in

Section 3.2.1).
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3.3.1 Data Preparation

For the CARLA dataset, we used the official data collector to collect single camera

sequences with ground truth poses. We collected seven sequences for the training set

(14755 frames) and two sequences for the validation (4228 frames). The validation

set contains weather conditions that do not exist in training set, shown in Fig. 3.7.

The point cloud map (Town01) was downloaded from the official repository.

As for the KITTI Odometry dataset, we used the LiDAR maps, the ground truth

poses and the initial poses for validation set provided by the authors of CMRNet [20]

We used the sequences 03, 04, 05, 07, 08 and 09 in the KITTI Odometry dataset as

the training set (10581 frames) and the randomly downsampled sequence 00 as the

validation set (1500 frames). We excluded sequence 06 due to the artifacts in the

generated map. The validation map does not overlap with training maps except for

only 200 frames. We used SLAM poses from [20] as the ground truth since the KITTI

ground truth poses are noisy. As mentioned in [20], the ground truth poses in KITTI

dataset caused map inconsistency in loop closures, so we used the ground truth poses

provided by CMRNet authors as well, which was optimized by loop-closure SLAM

method as described in [19, 20].

We built the Argoverse maps by accumulating the LiDAR scans using the provided

ground truth poses. We uniformly downsampled the original train and validation

splits as the training set (9328 frames from 85 logs), and also downsampled the

original test split as the test set (1599 frames from 24 logs). We removed log 3373

and 7d37 from the training set because the ego vehicle was surrounded by large buses.

We downsampled the maps using voxel resolutions 0.1m, 0.2m, and 0.4m for the

baseline experiments, and used the 0.2m resolution as the input of our HyperMap.

The final HyperMap resolution is 0.4m. To simulate erroneous initial pose, we added

translation noise within [-2m, +2m] in xyz directions, and rotation noise of [-10◦,

+10◦] about xyz axes applied in xyz order following [20]. The initial poses were

generated online in training time and fixed in test time.

Implementation Details

Aiming for a fair comparison, we integrated the CMRNet into our pipeline, so that

the only difference in the experiments was the network itself. We added a scaled tanh
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(a) Initial pose (b) Baseline (0.1m voxel size)

(c) Baseline (0.2m voxel size) (d) Ours

(e) Initial pose (f) Baseline (0.1m voxel size)

(g) Baseline (0.2m voxel size) (h) Ours

Figure 3.5: Visualizations of the projected depth maps from KITTI Odometry dataset
(a)-(d) and Argoverse Tracking dataset (e)-(h). Further distance is represented by
red, closer distance is represented by blue. Best viewed in PDF file.
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CARLA KITTI 00 Argoverse c691

Figure 3.6: Visualization of maps

After rain Sunset

Rain Sunny

Figure 3.7: Visualization of the maps and the CARLA weathers.
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layer to the CMRNet implementation at output to leveraging the prior knowledge of

the known noise range, as we did in our HyperMap. We split the training process

into two stages. First, we cropped the local map around initial camera pose with

radius 50m and voxelized it and then applied the 3D sparse convolutional layer to

the local voxelized map to extract map features. Afterwards, the extracted map

feature was projected to form a virtual feature image for pose prediction and initial

training. Second, after the map feature is well-trained, we applied the pretrained

sparse convolutional layers to the whole voxelized map to get the map features fi,

using K-means to get the centroid index di for each voxel, and only store the di in

the map for the map size comparison. Afterwards, we fixed the map features, only

refining the pose prediction network until convergence. The refinement step helped

to compensate the compression error induced by K-means. Given the scale of our

maps and the efficiency of the sparse convolutional networks, we were able to process

the whole map offline on our lab server without splitting it into submaps for the

experiments. This approach is scalable to larger maps with a divide-and-conquer

approach since the convolutional filters are translationally invariant and the receptive

fields are limited.

We implemented all the models in PyTorch. All the models are trained and timed

on an Intel(R) Xeon(R) CPU E5-2660 v4 @ 2.00GHz machine with GeForce GTX

TITAN Xp GPU. We train all the models using learning rate 10−4 and batch size 40

with Adam optimizer. The occlusion handling layer takes about 1ms and the pose

prediction takes about 14ms on our machine for KITTI odometry dataset.

3.3.2 Performance

We observed that our HyperMap has comparable or better accuracy in both the

synthetic and real-world datasets, especially in translation, and much smaller map size

than the baseline. Our method, as shown in Tab. 3.1, outperforms the 0.4m baseline

significantly and even outperforms the 0.1m baseline in the Argoverse Tracking

dataset where the baseline map size is more than seven times larger. We adopt

a sparse representation to store the map. The map size is computed as the total

storage required to store all the 3-dimensional indice (2-byte integer coordinates) of

the occupied voxels (map points) and the corresponding voxel features (4-bit for the
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Table 3.1: Quantitative comparisons. Overall, we reduced the total map size by
87− 94% with comparable accuracy.

Dataset Model Voxel size(m) Trans.(m) Rot.(◦) Map size (bytes/m2)

CMRNet + tanh 0.1 0.16 0.30 524.2
CARLA CMRNet + tanh 0.2 0.18 0.29 193.5

CMRNet + tanh 0.4 0.24 0.24 52.5
HyperMap 0.4 0.15 0.24 56.7

CMRNet + tanh 0.1 0.45 1.35 1471.2
KITTI CMRNet + tanh 0.2 0.47 1.40 330.3

CMRNet + tanh 0.4 0.63 1.97 75.7
HyperMap 0.4 0.48 1.42 81.8

CMRNet + tanh 0.1 0.60 1.35 717.1
Argoverse CMRNet + tanh 0.2 0.61 0.95 282.7

CMRNet + tanh 0.4 0.65 0.95 89.0
HyperMap 0.4 0.58 0.93 96.0

16 K-means centroid indices). The baseline map only contains the voxel indices and

no feature. Although increasing the voxel size reduces the map size effectively, the

corresponding baseline performance drops, as shown in Tab. 3.1. We used bytes/m2

as the map size unit since the maps in our scenario are usually very flat. Our method

compressed the local statistics into voxel features, generated feature maps with voxel

size 0.4m, and reached comparable performance with the baselines using smaller voxel

sizes, at the cost of small storage overhead for storing the features.

3.4 Discussion and Conclusion

In this work, we demonstrated the valuable potential of the proposed offline map

feature preprocessing. It is possible to apply additional compression methods on

top of our results to further compress the maps. The map compression advantages

from our method would still be valid in this case. We have so far demonstrated

that the proposed approach is effective with voxel-based downsampling. It would be

interesting to explore different point cloud downsampling methods, such as uniform

downsampling or selective downsampling in the future. In addition, although not the

focus of this work, it is possible to further improve the performance of HyperMap
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(a) (b) (c) (d)

Figure 3.8: Visualizations of (a)(b) the raw point cloud map, (c) the K-means
centroids stored on the map, and (d) the reconstructed map features from the K-
means centroids and the stored indices in Hypermap. Notice that the LiDAR sweep
pattern from the point cloud map generation process is also captured by the feature
extractor.

using an iterative approach [20, 22]. In addition to the methods used in this work,

other types of features, such as semantic labels, loop-closure features, and other

3D representations (like PointNet [104], FCGF [31]), can be added to the offline

process and potentially improve performance. The advantage of the lowered voxel

resolution is obvious in reducing map storage and the online query and processing

time. Furthermore, the benefits enabled by the “late projection” paradigm opens

the door to many possibilities in algorithm and system design, such as iterative

optimization, high-speed localization, and cheaper on-board computers. We look

forward to investigating other applications and methods that take advantage of the

“late projection” way of thinking.
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Chapter 4

Map Compression for

LiDAR-to-LiDAR Map

Registration

In this chapter, we perform a map compression benchmark for deep-learning based

and classical LiDAR-to-LiDAR map registration methods [25]. Our results reveal the

trade-off between map size and registration accuracy of the evaluated methods.

4.1 Introduction

Maps are essential for modern autonomous driving systems. A map with rich prior

knowledge provides valuable, offline-refined information that is not observable by

online sensors, and thus improves the system performance. Modern maps, such as

the HD maps used by autonomous vehicles, mostly contain high-quality dense 3D

models and semantic labels. However, these dense 3D models require vast storage

space and cause extra online data processing overhead.

The dense 3D model is mainly used to achieve accurate sensor-to-map registration,

which is a crucial task for the autonomous vehicles to re-localize against the map

when pose estimation fails, and also to reduce pose drifting errors in large-scale

environments. Martinez et al. proposed a benchmark for retrieval-based localization

methods because the dense HD maps are too expensive to collect and build at
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scale [88]. However, without the prior knowledge from the map, such retrieval-based

methods require much training data and generalize poorly in unseen environments.

In practice, the dense 3D models are unnecessary for the essential tasks in

autonomous driving other than relocalization. For example, motion planning, motion

forecasting, object tracking, and obstacle avoidance only require the sensor input

and the semantic map labels with rough 3D information, such as lane directions and

the bounding boxes of the traffic lights. Since other information in the HD map is

much lighter in size, eliminating the need of dense 3D models in the sensor-to-map

registration process would reduce the total HD map size significantly.

Although eliminating the need of the dense 3D model is desirable, it deserves more

research attention. Most existing point cloud registration studies focused only on the

accuracy and speed of registering two scans with similar data distributions, while the

data distributions of a sensor scan and a map are very different. Relevant benchmarks

evaluate the point cloud compression performance by reconstruction accuracy, not by

sensor-to-map registration accuracy [15]. In fact, loading a perfectly reconstructed

dense 3D model is unnecessary if accurate sensor-to-map registration can be achieved

with a lighter map. Although some works have evaluated sensor-to-map registration

against map compression ratio [7, 159] for the proposed specific data formats, there

is no universal standard available for a fair quantitative comparison among different

compressive map formats.

In this work, we focus on a popular setting – registering a 3D LiDAR scan to a 3D

map, which is the most common configuration for the modern autonomous vehicles

to perform sensor-to-map registration. The raw map in this case is a high-quality,

dense, and large-scale point cloud built offline. We propose that a sensor-to-map

registration algorithm should operate directly on a certain compressive map format,

instead of the raw point cloud, to eliminate the need of storing and processing the

original large-scale point cloud. We refer to this pipeline as compressive registration

in the following. The proposed compressive registration pipeline, as shown in Fig. 4.1,

has several advantages over the methods using raw point cloud maps: 1) The map

feature can be pre-computed offline since it does not require any online input. 2) The

online map data decompression, if needed, takes less time since it does not need to

recover a dense 3D map. 3) It takes much less storage space and data transmission

time. As a result, we are interested in the sensor-to-map registration methods that
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(a)

(b)

Figure 4.1: (a) The system pipeline of the proposed compressive registration. We
compress the map offline, and register the online LiDAR input to the compressive
map. (b) The success rate trends of the evaluated methods under different map size
budgets on KITTI Odometry Dataset (left) and Argoverse Tracking Dataset (right).

directly operate on compressive formats.

We propose the first benchmark for compressive LiDAR-to-map registration.

Given initial inaccurate LiDAR pose estimations, we evaluated the LiDAR-to-map

registration performance on various compressive maps, including raw points, hierar-

chical GMMs, and feature points, under different map size budgets. Our benchmark

is challenging due to the different data distribution of the LiDAR scans and the maps.

We design universal map size based metrics for quantitative comparison. Our results

illustrate the different trade-off trends between map size and robustness of the recent

deep-learning based methods and classical methods. We show that the deep-learning

based methods performed the best under high map size budgets but might perform
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worse than the classical methods using simpler models under low map size budgets,

depending on the local map structure. As an additional contribution, we analyzed

the robust registration methods, RANSAC and TEASER++ [156] together with

various 3D features and show that TEASER++ in general outperforms RANSAC.

To summarize, our contributions are:

• We propose the first compressive LiDAR-to-map registration benchmark. Our

benchmark evaluates the map compressibility, robustness, and precision, and

can be applied to various map formats.

• We evaluated both recent deep learning based and classical point cloud regis-

tration methods, including raw point based, GMM based, and feature point

based methods. Our quantitative results reveal the trade-offs made by different

methods and provide a valuable reference for future research.

• We released the benchmark for the community to evaluate more methods

conveniently in the future.

4.2 Method

4.2.1 Overview

We propose a universal benchmark for compressive sensor-to-map registration for

various compressive map formats. The proposed compressive registration pipeline is

illustrated in Fig. 4.1. In the pipeline, we first perform offline map feature computation

and compression, crop the local map using a noisy initial pose, and then register an

input LiDAR scan to the cropped compressive map. The LiDAR scan is converted

into the corresponding format used in the evaluated registration methods, such as

feature points or GMMs. Let P be the source point cloud and the input LiDAR

scan, Q be the target point cloud and the cropped map, and T ∈ SE(3) be the

transformation matrix that comprises the rotation matrix and the translation. The

problem of point cloud registration can be defined as:

T∗ = arg min
T

L
(
f(T,P),Q

)
, (4.1)
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where f(.) denotes the point cloud transformation function, and L denotes the cost

function used in the point cloud registration method. The cost function L varies

among different methods. For example, point-to-point ICP uses Euclidean distances

between selected point pairs and point-to-plane ICP uses squared distance from a

point to a paired local plane patch. For methods that operate on other formats

instead of raw point clouds, denoting φ(.) as the general feature extraction function,

Eq. (4.1) becomes:

T∗ = arg min
T

L
(
f(T, φp(P)), φq(Q)

)
. (4.2)

Notice that φp(.) and φq(.) are not necessarily the same. For example, one can register

a raw point cloud to a GMM model.

We assume a noisy initial pose is available – in practice, an autonomous vehicle

receives the GPS signal and performs pose estimation on-the-go. The map is stored

in the world coordinate frame. Let the transformation from the local LiDAR frame

to the world frame be Tw
l and ideally f((Tw

l )−1,Q) would be aligned with P. And

the map feature extraction φq(Q) should happen in the world coordinate frame since

the initial pose is not available in the offline map preprocessing step. Letting Tini be

an initial noisy estimation of Tw
l , Eq. (4.2) can be rewritten as:

T∗ = arg min
T

L
(
f(T, φp(P)), f(T−1ini, φq(Q))

)
. (4.3)

4.2.2 Method Categories

We categorize registration methods by map data types and techniques used for

compression. A list of related methods is shown in Tab. 4.1, whose attributes are

explained as follows:

• Map type: the actual data format used for registration, such as raw points,

GMMs, and feature points.

• Data dimension: the dimension of the used data format. For example, point-

to-point ICP uses only xyz coordinates so the dimension is 3. Point-to-plane

ICP and GICP use the additional 3D normals thus the dimension is 3 + 3 = 6.
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Table 4.1: A list of related registration methods and the corresponding categories.

Map type Method Name Data Dim. Deep Global Scalable

ICP (pt2pt)1 [10] 3 X
raw points ICP (pt2pl)2 [155] 6 X

GICP [124] 6 X
Go-ICP [157] 3 X

CPD [96] 3
NDT [11] 9 X

GMMs HGMR[43] 10 X
FilterReg [49] 33 X

DeepGMR [163] 54 X X

FPFH [112] 36 X X
DCP [147] 515 X X

feature points FCGF [31] 35 X X X
D3Feat [7] 35 X X X
DGR [32] 35 X X

global embedding PointNetLK [5] 1024 X

hybrid LORAX [44] 10355 X X

• Global: the method does not require a good initial pose.

• Scalable: the method is feasible for building a large-scale compressive map.

• Deep: the method is deep learning based.

Some methods are not considered to be scalable for practical reasons: Go-ICP

[157] and CPD [96] are much slower than other methods when running with our

LiDAR point clouds. The feature dimensions of DCP [147] and LORAX [44] are very

high and lead to huge map size if we compute and store the features in the map. The

sparse 6-D convolutional network in DGR [32] is not applicable to very sparse inputs

when map size budget is slow. The PointNet backbones used by DeepGMR [163] and

PointNetLK [5] are only suitable for small object-scale point clouds.

1ICP (pt2pt) represents point-to-point ICP
2ICP (pt2pl) represents point-to-plane ICP, which requires normal input.
3We evaluated the FilterReg version with fixed covariance and equal weights [49], so the data

dimension is the same as raw points.
4DeepGMR uses weighted isotropic GMM formulation [163]
5This is the dimension of the super points used in LORAX. An additional ICP refinement with

the dense raw point cloud is required by LORAX besides the super points [44].
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(a) (b)

Figure 4.2: The maps and input LiDAR scans from (a) KITTI Odometry Dataset
and (b) Argoverse Tracking Dataset. The input noisy poses are shown in red, and the
ground truth poses are shown in green. We removed other vehicles using PV-RCNN
for (a) and the provided driveable region map for (b).

4.2.3 Benchmark on Compressive Registration

A major difference between our benchmark and other existing evaluations is the

asymmetry between the source (the LiDAR scan) and the target (the map). A LiDAR

scan is sparser, noisier and contains moving objects (e.g. other vehicles), while a map

is denser, pre-built, and refined by denoising and moving object removal. Please see

Fig. 4.2 for the visualizations of our LiDAR scans and the maps.

To cover the initial error range in the real environment, we applied uniformly

distributed noise within [−10, 10]m to the xyz dimensions of translation and [−10, 10]◦

to the roll, pitch, and yaw rotation angles. This error range covers most of the

possible GPS errors of a modern autonomous vehicle, according to [88]. To evaluate

the pipeline in Fig. 4.1 with large-scale maps, we first preprocess the dataset into

pairs of local maps and lidar scans. For each pair, We cropped a local map region

within a 40m range around the initial pose, and then compress the local the map

region to perform registration. The order of map cropping and compression does not

affect the compression result for the compression methods used in this work. For

the feature extraction methods such as FPFH [112], FCGF [31], and D3Feat [7], we

precomputed feature extraction in the world coordinate frame, since the initial pose

was not available when performing offline map compression.
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4.2.4 Data Preparation

For this work, we focus on the autonomous driving scenario and prepared data from

two real-world autonomous driving datasets: the KITTI Odometry Dataset [51] and

the Argoverse Tracking Dataset [24] (KITTI and Argoverse for short). We aggregated

the LiDAR scans to build a dense point cloud map. For KITTI, the provided ground

truth poses are noisy, so we used the the poses estimated by SLAM [69]. We used the

provided ground truth poses for the Argoverse. Considering that vehicles are the most

common moving objects in the autonomous driving scenario, we removed vehicles

form the maps. For KITTI, the vehicles were first detected by PV-RCNN [126] and

then removed from the input LiDAR scans before building the map. For Argoverse,

the vehicles were removed by pruning the driveable regions in the LiDAR scans before

building the maps.

As for source clouds, we used the LiDAR scans from sequence 00 of KITTI and

the test set from Argoverse. The KITTI sequences 03, 05, 07, 09 and the Argoverse

training set were used to train the deep learning based methods. We applied a simple

threshold-based ground removal to the input scans of Argoverse to match the map

point distribution, as visualized in Fig. 4.2. The KITTI data contains 2271 scans

and a map area of 4,678,598 m2. The Argoverse data contains 1545 scans and a map

area of 3,590,315 m2. The map area is computed by the area of occupied regions at

the m2 resolution. A LiDAR scan of both datasets contain 64 bins and the FoV of a

Argoverse LiDAR scan is wider (50◦) than a KITTI LiDAR scan (26.9◦).

4.2.5 Evaluation Metrics

We define evaluation metrics with the robustness and precision at different map

sizes. The robustness is measured by success rate (also referred to as recall), and the

precision is measured by the translation and rotation errors among successful samples.

Because the total map area varies, we quantify map size with density bytes/m2. Since

the actual speed evaluation largely depends on the implementations and varies across

different platforms, we refer the readers to the original papers for detailed speed

comparisons.

Let R ∈ SO(3) be a rotation matrix and t ∈ R3 be a translation vector from T.

We measure the precision by:
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KITTI Odometry Dataset

Argoverse Tracking Dataset

Figure 4.3: The success rate curves. We observed that FCGF (TEASER++) and
HGMR (L2) outperformed all other methods in the case of map size = 1 byte/m2 in
KITTI and Argoverse.

• Translation Error (TE): the median of the L2 distance between the transla-

tion vectors of the successful pairs:

TE = ||t− tgt||22. (4.4)

• Rotation Error (RE): the median of the rotation angle between the rotation

matrices of the successful pairs:

RE = arccos
tr(RRT

gt)− 1

2
. (4.5)

Here the subscript gt denotes the ground truth.

We measure the robustness by:

• Success Rate (SR): the ratio of the pairs with both translation and rotation

error lower than the assigned successful threshold. We choose the successful

thresholds to be 2m for TE and 5◦ for RE as [7, 158].

We attach numbers to the metrics to represent the value under a map size budget.
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Table 4.2: Results on the KITTI Odometry Dataset. Overall
FCGF (TEASER++) and D3Feat (TEASER++) outperformed all other
methods in robustness under all map size budgets.

Metric name SR01 TE01 RE01 SR03 TE03 RE03 SR10 TE10 RE10 SR30 TE30 RE30

map size(bytes/m2) 1 3 10 30

ICP (pt2pt) 0.19 1.11 2.28 0.31 0.82 1.38 0.30 0.74 1.22 0.27 0.76 1.12
ICP (pt2pl) 0.10 1.23 2.62 0.45 0.67 1.39 0.53 0.48 1.03 0.60 0.21 0.56

GICP 0.15 1.17 2.61 0.47 0.71 1.17 0.53 0.50 0.77 0.49 0.09 0.20
Go-ICP 0.22 1.23 2.66 0.62 0.68 1.34 0.67 0.51 1.02 0.64 0.27 0.60

HGMR (L2) 0.34 0.82 1.37 0.33 0.22 0.34 - - - - - -
HGMR (L3) 0.16 1.01 1.84 0.18 0.73 1.28 0.19 0.39 0.59 0.09 0.28 0.55
FilterReg 0.15 1.15 1.92 0.31 0.50 0.93 0.34 0.32 0.60 0.42 0.11 0.07

FCGF (RANSAC) 0.11 0.81 2.89 0.70 0.45 1.84 0.87 0.34 1.38 1.00 0.19 0.74
D3Feat (RANSAC) 0.02 0.80 3.09 0.24 0.59 2.76 0.46 0.49 2.34 0.97 0.23 1.00
FPFH (RANSAC) 0.00 - - 0.00 - - 0.01 0.59 3.44 0.11 0.46 2.63

FCGF (TEASER++) 0.38 0.48 1.94 0.86 0.33 1.54 0.95 0.28 1.32 1.00 0.20 0.92
D3Feat (TEASER++) 0.23 0.62 1.98 0.65 0.56 1.79 0.79 0.51 1.63 0.97 0.40 1.09
FPFH (TEASER++) 0.00 - - 0.00 - - 0.01 1.18 3.38 0.30 0.93 2.54

For example, SR10 refers to the success rate measured give map size budget 10

bytes/m2.

4.3 Evaluation

We evaluated the state-of-the-art point cloud registration methods using the proposed

benchmark. Overall our benchmark successfully spotted interesting trade-offs between

the map size and the success rate in real-world environments. Note that our benchmark

is very challenging due to the map size constraints and the different data distribution

between input LiDAR scans and the map. The detailed results are shown in Tab. 4.2

and 4.3. The success rate curves using different success thresholds are shown in

Fig. 4.3.

Since data dimensions of different methods vary as shown in Tab. 4.1, we used the

raw point format as the standard for feature point based methods. Let the number of

raw points be Nr, x be the name of a method, Fx be the data dimension of method

x. We computed the number of feature points Nx of method x by

Nx =
3Nr

Fx
. (4.6)
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Table 4.3: Results on the Argoverse Tracking Dataset. HGMR (L2) and HGMR (L3)
outperformed all the other methods significantly when map size is small.

Metric name SR01 TE01 RE01 SR03 TE03 RE03 SR10 TE10 RE10 SR30 TE30 RE30

map size(bytes/m2) 1 3 10 30

ICP (pt2pt) 0.19 1.26 3.57 0.39 0.77 2.17 0.39 0.73 1.96 0.33 0.63 1.36
ICP (pt2pl) 0.03 1.20 3.29 0.29 1.18 3.10 0.33 1.03 2.62 0.43 0.72 1.85

GICP 0.09 1.10 3.40 0.29 0.93 2.36 0.34 0.78 2.07 0.42 0.43 1.07
Go-ICP 0.19 1.30 3.39 0.62 0.68 1.34 0.67 0.51 1.02 0.64 0.27 0.60

HGMR (L2) 0.54 0.74 1.70 0.40 0.42 0.89 - - - - - -
HGMR (L3) 0.51 0.67 1.64 0.42 0.58 1.38 0.32 0.47 1.05 0.09 0.73 1.41
FilterReg 0.13 1.24 3.14 0.41 0.62 1.73 0.45 0.51 1.49 0.63 0.15 0.33

FCGF (RANSAC) 0.03 0.71 2.28 0.26 0.66 2.31 0.38 0.59 2.13 0.69 0.43 1.62
D3Feat (RANSAC) 0.01 0.79 1.76 0.11 0.59 2.05 0.21 0.55 1.99 0.80 0.38 1.45
FPFH (RANSAC) 0.00 - - 0.00 - - 0.00 - - 0.03 0.57 3.10

FCGF (TEASER++) 0.03 0.93 2.97 0.24 0.96 2.66 0.36 0.93 2.51 0.69 0.82 2.08
D3Feat (TEASER++) 0.05 0.82 2.44 0.22 0.75 2.50 0.38 0.75 2.32 0.86 0.72 1.82
FPFH (TEASER++) 0.00 - - 0.00 - - 0.01 1.26 3.47 0.12 1.14 2.78

(a) (b) (c)

Figure 4.4: Visualization of different compressive map formats (a) hierarchical GMM
tree from HGMR. The red, green, and blue colored ellipsoids represent a three-level
GMM tree (b) Randomly downsampled points (red) (c) score-based downsampling
used with D3Feat.

For example, corresponding to raw point based methods with 5000 raw points, a

feature point based method with feature descriptor dimension 32 has a total dimension

32 + 3 = 35, so the number of feature points corresponding to the 5000 raw points is

approximately 3×5000
35
≈ 429. For HGMR, constrained by the predefined tree structure,

we evaluated with tree levels 2 and 3, and spanning node numbers n ∈ [4, 6, 12, 16].

This generated the different map size range of HGMR (L2) and HGMR (L3) against

other methods in Fig. 4.1. See Tab. 4.4 for an intuitive data size comparison. Here

we computed the raw data size despite the possibility of using additional compression

tools, which can be applied on top of all the methods.
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4.3.1 Raw Points

Among the methods using raw points for registration, we evaluated the classical

point-to-point ICP, point-to-plane ICP, GICP, and the global method, Go-ICP. We

compressed the map by randomly downsampling the raw points. Note that we

computed the normals for GICP and point-to-plane on the raw dense map before

downsampling to maintain precision. Overall, the success rate dropped as map size

budget decreased. Go-ICP, as a global method, outperforms others by avoiding the

local minima, but took at least seconds for a registration [157] thus is less practical.

The global optimum found by Go-ICP was also not guaranteed to be the ground

truth, especially for the Argoverse, since the point distributions were different in the

source and the target point clouds.

4.3.2 GMMs

We evaluated the recent HGMR [43] and FilterReg [49] as the representatives of

the GMM-based methods. We found that HGMR with a level-2 tree outperformed

all the other evaluated methods significantly in the Argoverse when the map size

is small. Given a fixed map size budget, the Gaussian model by HGMR is much

smaller than the descriptors used by feature point based methods and thus allows

more components as shown in Tab. 4.4. Therefore, it had a better spatial coverage

than the feature point methods that used sparse feature point map. We also observed

that increasing the tree size for HGMR did not lead to better registration results, as

also shown in [43] for LiDAR datasets.

Table 4.4: Data size comparison and the corresponding average map sizes. The
methods with higher data dimension can afford less Nx.

unit dim. Nx

Raw point # points 3 100 1000 5000
Feature point # point 35 9 86 429

GMMs # weighted Gauss. 10 30 300 1500

KITTI bytes/m2 - 0.58 5.82 29.12
Argoverse bytes/m2 - 0.52 5.16 25.8
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(a) FPFH (b) FCGF (c) D3Feat

Figure 4.5: Cropped maps of feature point based methods. The features were projected
to three-dimensional space and visualized by the RGB colors. This visualization
was downsampled to contain 10000 points so that the difference between random
downsampling (FPFH and FCGF) and score-based downsampling (D3Feat) can be
observed.

4.3.3 Feature Points

We considered feature point based methods together with robust registration algo-

rithms, RANSAC and TEASER++ [156]. We first searched for the correspondence

candidates by the descriptor matching and then filtered out noisy correspondences

with RANSAC or TEASER++. In our experiments, the deep features, D3Feat [7] and

FCGF [31], when used with either RANSAC or TEASER++, significantly outper-

formed the hand-crafted FPFH [112] in both datasets. For D3Feat, we downsampled

the maps to fit the map size budgets by selecting points with higher learned scores.

For FCGF and FPFH, we randomly downsampled the maps. A visualization of the

downsampled maps for FPFH, FCGF, and D3Feat is shown in Fig. 4.5.

We observed that overall TEASER++ outperformed RANSAC. In addition, the

success rates of FCGF and D3Feat in Argoverse were much worse than KITTI with

smaller maps. As visualized in Fig. 4.6, the local cropped maps in KITTI overlap

better with the LiDAR scans than in Argoverse, because the latter contains large

regions that are invisible to the LiDAR scan. A severely downsampled feature point

based map in Argoverse is more unlikely to overlap with the LiDAR scan and leads

to lower success rate than the GMM-based method which covers more environment

under the same map size budget.
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(a) KITTI Odometry Dataset (b) Argoverse Tracking Dataset

Figure 4.6: An extremely downsampled case to show the differences between two
datasets. The cropped maps are in dark green, the LiDAR scans are in red, and
the downsampled maps are the light-green dots. (a) Many LiDAR scans overlap
well with the cropped map and the FCGF (TEASER++) method can successfully
find good correspondences (blue) in this case. The LiDAR scan is shown with the
estimated pose here. (b) The LiDAR scan only overlaps by relatively smaller regions,
and the downsampled cropped map does not overlap with the LiDAR scan well. This
is common in Argoverse. The LiDAR scan is shown with the ground truth pose.

4.4 Discussion

In our experiments, we used a cropped map as the target and a LiDAR scan as the

source. For the asymmetric methods, switching the source and the target might

impact the results. Among the asymmetric methods we evaluated, we used the

normals computed from the map for GICP and point-to-plane ICP because the map

is much denser and less noisy. For HGMR, we build a GMM tree on the map because

the compression ratio of GMM trees is more significant than downsampling the raw

points. We also swapped the source and target for FilterReg and found it performing

worse than the current configuration.

For the point based methods, we randomly downsampled the points if a score is not

provided by the registration method. It is also possible to apply other downsampling

techniques together with the evaluated methods to improve the performance. For

example, Yin et al. [159] used point repeatibility to prune the raw map for ICP.

Our results on feature point based methods suggest that, both the feature extrac-

tion and the correspondence filtering methods are crucial for the final performance.
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TEASER++ [156] in general outperforms the classical RANSAC, but works best only

when used together with the deep descriptors under our map size budget.

We also noticed that the deep learning based methods failed when map size is small

mostly because the target map is feature point based and too sparse after intensive

downsampling. A deep shape model based method might potentially increase the

spatial coverage of the downsampled map and improve the performance. Further

reducing the feature dimension without sacraficing the global feature matching

accuracy is also worth more research.

4.5 Conclusion

In this benchmark, we consider single-frame LiDAR-to-map registration, which is an

important module in a complex autonomous driving system. In real world conditions,

autonomous vehicle systems include complicated interaction between multiple module

and sensor modalities. Performance evaluation in this scenario remains an open

research question. Our potential future works include the evaluation of multimodal

registration algorithms such as registering an image to the LiDAR map.
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Chapter 5

Image Registration to Compressed

SfM Maps

In this chapter, we introduce our work on finding map representation for long-term

image-to-SfM map (visual map) registration [27]. Here we focus on the problem of

map sparsification: removing unimportant map parts to reduce map size without

degradating the end task performance.

Figure 5.1: Given a map built from SfM, our proposed approach leverages GNNs and
is able to identifies map points on stable structures (red points and blue squares),
while discarding points that are prone to seasonal change, such as tree foliage (black
points and orange squares).
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5.1 Introduction

In long-term visual localization, a common strategy is to build and accumulate

maps from the captured image streams, and then localize new incoming queries by

matching against the accumulated map. In the presence of environmental changes,

the accumulated map contains an increasing number of points and many of which

are outdated. This will affect both the computational cost and the performance of

localization in the long run. Therefore, the ability to identify and remove these invalid

points is important for many applications that target dynamic environments, such as

autonomous driving, field robotics, and Augmented Reality. Additionally, for devices

with limited on-board memory, it enables keeping a compact map that only contains

the most valuable information for future localization queries.

Existing works on map sparsification mostly fall into the category of subset

selection, i.e., treating the 3D map as an over-sampled representation of a static world

and aiming to select the most valuable point subset from them. The selection of point

subset is typically formulated as a K-Cover problem. Assuming the map keyframes

cover all the possible camera positions, the K-Cover algorithm encourages each

keyframe in the map to observe K points under a total point number constraint [41,

84, 91, 101]. These methods are purely based on the historical data stored in the

map, therefore lacking the ability to identify points invalidated due to environmental

changes. When the environment changes, the map can only be updated by collecting

new query data over the whole mapped area and solve the K-Cover problem again

with the new query data, which is inefficient and expensive. Apart from sparsifying

a 3D map, there are some works on selecting 2D key points, e.g., by predicting the

persistency [42] or the repeatability [37] of visual features. However, the predictors

proposed only take instantaneous measurements (such as local image patches) and

not exploit the full context stored in the accumulated map.

Graph Neural Networks (GNN) have shown promising results on data with different

structures, such as citation graphs [139], local feature matching [115] and visibility

graphs [125]. In this work, we exploit this flexibility of GNNs to formulate map

sparsification as a learning problem and overcome the limitations of previous methods.

First, by modeling the SfM map as a graph, we can directly employ the context-rich

SfM map as the GNN input in addition to instantaneous measurements. Second,
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in contrast to the K-Cover based methods that requires full-extent new queries to

update the map, we are able to train a GNN with only partial queries and use it to

sparsify the whole map. A main improvement from previous methods is the ability

to incorporate the partial new data and select important points from the whole map

according to the partial new data, as there is no trivial way for the baseline methods

to do this without collecting new data that covers the whole mapped area.

To this end, we propose the first work that extracts features from SfM maps

with a heterogeneous GNN. We first represent the SfM map with a heterogeneous

graph, where 3D points, 2D key points and images are modeled as graph nodes, and

the context such as the visibility between 2D and 3D points are modeled as graph

edges. Afterwards, we use a heterogeneous GNN to predict map point importance

scores based on the local appearance and the spatial context in the map graph. In

addition, we propose two novel losses to guide the training: 1) a data-fitting term that

selects points based on the appearance and the spatial distribution of the training

query data, and 2) a K-Cover loss term that drives to sparse point selection with

full-map coverage. When evaluated on an outdoor long-term dataset with significant

environmental changes (Extended CMU Seasons [118]), our approach can select map

points on stable and widely-visible structures (e.g., buildings/utility poles), while

discarding points on changing object (e.g., foliage) or with highly repetitive texture

(e.g., pavement). Compared with the K-Cover baseline [84], our approach outperforms

in visual localization performance with the same map size.

5.2 Method

Given an SfM map and a set of localization queries recorded at different times in

a large-scale dynamic environment, our goal is to select a subset of 3D map points

that are most informative, i.e. result in high localization performance. To achieve

this, we first turn the input SfM map into a heterogeneous graph (Sec. 5.2.1) and

train an attention-based GNN (Sec. 5.2.2, 5.2.3) to predict the importance scores for

3D map points, which are then used to sparsify the map. Finally, we localize the

testing query set against the sparsified map, and report the localization performance

(Sec. 5.3). An illustration of our overall system flow is shown in Fig. 5.2.
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Figure 5.2: Overall framework. The proposed GNN learns to predict a score for each
3D point in the map. The predicted scores are used to sparsify the map. We report
the performance of localizing a set of testing queries to the sparsified map.

(a) (b) (c)

Figure 5.3: An SfM map as a heterogeneous graph and the network structure. a)
A simplified graph: dark blue circles are image nodes Vm, light blue circles are key
point nodes Vk, and green circles are 3D point nodes Vp. The edges Ec, Ev, and En are
containing edges, visibility edges, and kNN edges, represented by black, light blue,
and green colors. (b) A real snapshot of the Extended CMU Seasons dataset. Image
nodes Vm and visibility edges Ev are as blue dots and lines. The key point nodes Vk
are not shown. The color on the 3D points Vp encodes the distance to the current
query image with green being low values and yellow high values. Three image node
positions corresponding to the images in (a) are labeled with with dark blue circles.
(c) In each training iteration, we sample an image node and trace the corresponding
edges to extract a subgraph to run our GNN. The Ev used to extract this subgraph
are shown as red lines.
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5.2.1 SfM Map as Heterogeneous Graph

A heterogeneous graph by definition is a graph structure that contains different types

of nodes or edges. To represent an SfM map, three types of nodes are defined: 3D

point nodes Vp, 2D key point nodes Vk, and image nodes Vm. We also define three

types of edges: visibility edges Ev connecting corresponding Vp and Vk, kNN edges

En connecting each Vp and its k nearest neighboring Vp, and containing edges Ec
connecting each Vk to the corresponding image Vm. Each Vp might be connected to

multiple Evs and Vks because it is observed by multiple mapping images. The SfM

map is then represented with a heterogeneous graph G = {Vp,Vk,Vm, Ev, En, Ec}. An

illustration of our map graph is shown in Fig. 5.3(a)(b).

The per-point importance score is predicted based on local appearance and spatial

context. We design our map graph to provide the information: first, the local

appearance data are stored in Vk by embedding the key point descriptors extracted

at the map building stage. Second, the spatial context is captured in kNN edges En,

which are derived from the 3D point positions stored in Vp. The image nodes Vm do

not carry features, but are used to trace connected Vk and Vp for ensuring the GNN

selects enough number of Vp in the field-of-view of each Vm, as shown in Fig. 5.3(c).

In practice, we store two sets of Vk, Vm, Ev, and Ec in the map graph: one set is

from the map and the other set is from localizing the query set on the map before

sparsification. The first set is fed to the proposed GNN to provide information for

score prediction. The second set is only available in the training area, and was only

used to generate the point selection labels Lgt stored in Vp (Sec. 5.2.4).

Note that all the graph edges described above are directional. To be specific, E jin
represents a kNN edge from a neighbor Vjp to the V ip, and Ewiv shows a visibility edge

from key point Vwk to map point V ip, where i, j, w are node indices. The directionality

of edges is useful in retrieving local subgraphs during network training (Sec. 5.2.3).

5.2.2 Graph Attention Network

To extract the spatial context from the map, we propose to aggregate the features from

locally connected 3D point nodes with a Graph Attention Network (GATConv) [139,

142]. For a 3D point node V ip, a GATConv layer is applied to fuse the input node
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Figure 5.4: Our network takes the key point descriptors fkpt and predicts a score s
for each map point. We define three network layers: g1 that aggregates descriptors to
3D points, g2 that collects 3D local information, and g3 as the final per-point MLP
(pink blocks). A dark pink block is an MLP layer, which contains a linear layer and a
LeakyReLU activation. The numbers above the arrows are feature dimensions

features and predict an output node feature. Formally, the GATConv operation is:

αhij = softmaxj(a(Whhi,W
hhj))

h+
i =

H∑
h=1

∑
j∈{1,...,k+1}

αhijW
hhj,

(5.1)

where hj ∈ RF is an input feature from Vjp to node V ip with feature dimension F . The

input features are from the V ip itself and the kNN nodes, where j ∈ {1, 2, . . . , k, i}
and k is the number of kNN nodes. The Wh ∈ RF+×F is a shared weight matrix,

αhij is the normalized attention coefficient, H is the number of attention heads,

a(.) : RF+ × RF+ → R computes the attention coefficients. We aggregate the multi-

head GATConv outputs by simple summation. The output h+
i ∈ RF+

is the output

feature with dimension F+ stored on V ip. Empirically, we found this GATConv

outperformed GraphConv [68] and SAGEConv [58] for our application.

5.2.3 Heterogeneous Graph Neural Network

We design a heterogeneous GNN to extract features and perform score prediction

from the aforementioned map graph. The motivation is that the key point descriptors,
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although not raw pixel values, still contain valuable appearance information, enabling

us to infer the 3D point scores from the connected 2D key point descriptors. The

heterogeneity here enables us to define different operations according to the node and

edge types.

Our GNN comprises three stages: 1) a descriptor gathering layer g1, 2) a local

feature extraction layer g2, and 3) a final Multilayer Perceptron (MLP) layer g3. In g1,

we trace the connected Ev for each Vp to collect the connected key point descriptors

stored in Vk. The collected descriptors are sent to a Graph Convolutional layer

(GraphConv) [68] with LeakyReLU activation and summation aggregation functions.

The output of g1 is an aggregated point feature fdesc carrying the local appearance

information. In g2, we use the GATConv layer (Sec. 5.2.2) to gather the nearby

point features from the kNN Vp, generating a local feature fknn that captures spatial

context. Finally, a 3-layer MLP g3 is used to convert the point feature dimension to

1 and a sigmoid layer is used to constrain the predicted score value s to [0, 1]. The

network structure is shown in Fig. 5.4.

Let i, j ∈ {1, 2, . . . , Np} denote the map point indices and w ∈ {1, 2, . . . , Nk} be a

key point index, where Np and Nk are the total number of map points and key points.

Let G denote the map graph, the score prediction steps are:

f idesc = g1({Vwk |Ewiv ∈ G})

f iknn = g2({f jdesc|E
ji
n ∈ G})

si = Sigmoid(g3(f
i
knn)),

(5.2)

where hi = f idesc and h+
i = f iknn in Eq. 5.1.

To facilitate GNN training on large-scale graphs, we sample a Vm to extract a

local subgraph for each training batch and only run our GNN on the local subgraph.

Given a Vm, we first extract the connected Vk by tracing Ec. Afterwards we trace Ev
and En to extract the corresponding V ip and its neighbors. Finally, we trace the Ev
connecting to the neighboring Vjp for computing the neighboring f jdesc.

53



5. Image Registration to Compressed SfM Maps

5.2.4 Training Losses

Our losses promote high scores on points with two properties: first, the descriptor

distribution of the selected points should align with the descriptors that are useful for

training query localization. Second, the selected points should cover all the possible

viewing poses, so that all the queries would observe a sufficient amount of points

within the field-of-view. We propose a training loss with two terms:

Data Fitting Term. Since the ILP baseline performs well in a static environ-

ment [84], we use it as an oracle to generate point selection labels. We first localize

the training queries on the map, collecting the 2D-3D matches between the training

queries and the map, and run the ILP baseline [84] to obtain the point selection

results, which is a binary vector Lgt. The ILP baseline in this setting, denoted as

ILP (query), factors out the environmental changes and performs well (Fig. 5.7(a)),

but cannot be achieved in the real world unless the training queries cover the whole

mapped area. The data fitting term is then computed by comparing the predicted

scores S and Lgt with a Binary Cross Entropy (BCE) loss LBCE:

LBCE = BCE(Lgt,S). (5.3)

For the maps we evaluated with, we found the computation of ILP formulation

is tractable to process the whole map. It is also possible to use IQP [101] for label

generation, but in practice IQP is computationally intractable to run on large-scale

maps without additional graph partition steps. The potential effect of graph partition

on localization performance is beyond the focus of this chapter.

K-Cover Term. Training the network with LBCE alone would only encourage point

selection that aligns with Lgt in the training set, but it does not guarantee map point

coverage across the whole map. To compensate this, leverage transductive learning

and additionally encourage the sum of all the scores of all the Vp connected to each

Vm to be close to a predefined positive integer K, which indicates the number of 3D

points each image should observe to support robust localization. Empirically, we

observed that this setup converges faster during training than the case not penalizing

the samples larger than K. Upon satisfying the K-Cover constraint, we also encourage

the score sparsity to select fewer points with an L1 norm loss. Letting l be the index
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of image node Vm, we define φl as the set of map point indices that selects the set

of Vp whose connected Vk is within V lm (as the red edges in Fig. 5.3(c)). The score

prediction of V ip is denoted as si. The final K-Cover loss is:

φl = {i|E lwc ∈ G ∩ Ewiv ∈ G},

LKC =
∑
l

|K −
∑
i∈φl

si|+ λ||S||1. (5.4)

By adding both terms, we propose the final loss as:

L = LBCE + LKC . (5.5)

The data split and usage is summarized in Tab. 5.1. Note that the training

and testing queries are spatially non-overlapping and the pre-built map covers both

the train and test areas. The role of the training queries is to provide up-to-date

appearance information that cannot be obtained from the outdated map data, as we

focus on the temporal appearance difference. In this case, the training and testing

data should not overlap spatially but can overlap temporally.

5.3 Evaluation

In this section, we describe the data preparation process, implementation details and

experimental results.

Data Preparation We evaluated our approach on Extended CMU Seasons dataset

(license CC-BY-NC-SA 3.0) [6, 118], which consists of 12 sessions recorded by two

cameras across months. To simulate the natural accumulation of map data, we used

sessions 0-5 to build a multi-session map, and used sessions 6-11 as the query set to

localize. The mapping and query sets have significantly different appearance. The

map was built with Kapture [63]. The localization performance was measured by

registering the query sets on the multi-session maps built from session 0-5 . We used

13 slices (scenes) for evaluation, including the Urban and Suburban slices (3-4, 6-16),

and discarded the Park slices and slice 2, 5 due to poor localization performance

on the raw multi-session map before sparsification. The 13 slices for evaluation

contained various objects such as vegetation, buildings, and moving objects, and
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(a) Example images from slice 3

(b) Example images from slice 11

(c) Training set map example (camera 0 of slice 4)

(d) Test set map example (camera 1 of slice 4)

Figure 5.5: Example images from Extended CMU Seasons dataset. We observed large
seasonal changes across the whole dataset. In (a)(b), on the left are the mapping
image examples and on the right are query image examples recorded at similar
locations. In addition, the Extended CMU Seasons dataset was recorded by two
cameras. We used camera 0 (c) for training and camera 1 (d) for validation/testing.
The training and test sets capture two sides of the road with no spatial overlap. The
red dots at the bottom are the mapping image locations.
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Table 5.1: The data splits by type and usage. There are two cameras in the Extended
CMU Seasons dataset, noted by c0 and c1. We separated the 12 sessions temporally
and used the old sessions (0-5) for mapping, the new sessions as queries (6-11).

Data Type
Spatial Temporal

Used for
train test old new

map (G) X(c0) X(c1) X LKC , LBCE
query (train) X(c0) X LBCE
query (test) X(c1) X not used

multiple weathers like sunny, cloudy, and snowy. An example of seasonal appearance

changes is shown in Fig. 5.5(a)(b).

We further split the data from the two cameras (camera 0, camera 1), and used

camera 0 of all the 13 slices for training, the camera 1 of slice 3 for validation, and

the camera 1 of the other 12 slices for testing. The number of mapping/query images

in each data set split are 17837/16077 for training, 1333/1428 for validation, and

16498/15627 for testing. Note that the camera 0 and camera 1 point towards two

sides of the road and have no overlap as Fig. 5.5(c)(d).

Implementation Details The proposed GNN is implemented with PyTorch and

Deep Graph Library (DGL) [142]. During the training process, we loop through the

mapping image nodes Vm in the training set to extract subgraphs to run GNN on. A

four-layer DGL node sampler (Vm ← Vk ← Vp ← knn Vp ← Vk of knn Vp) was used

to extract the subgraph in each training iteration to provide necessary information.

It took about 3.97s to process a map graph in average (with average 4.12× 105 map

points) on an Nvidia Quadro RTX 3000 GPU and an i7-10850H CPU @ 2.70GHz.

As for parameters, we used k = 9 to build kNN edges among 3D points, K = 30

and λ = 0.01 in the K-Cover loss. The ILPs [84] were implemented using Gurobi[57],

and is configured with b = 30. We used ndesired = 500 to generate Lgt. The network

was trained with an AdamW optimizer with learning rate 0.001 and βs (0.9, 0.999)

for 20 epochs. For each compared case, we selected the epoch with the best validation

performance for testing.

Final evaluation is conducted with the Kapture localization pipeline [63]. Given a

query image, it first retrieves the mapping images with similar global features, and

then performs 2D-2D key point descriptor matching between the query image and
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the retrieved mapping images. The 3D points corresponding to the matched map

key points are used for PnP with the matched query key points. The Kapture’s

R2D2 [108] descriptor is used in map building, localization, and as our input fkpt.

5.3.1 Localization Performance on Sparsified Maps

We compared the localization performance of our proposed heterogeneous GNN

against a set of baselines. For each map sparsification method, we first obtained its

point selection result, and reconstructed the multi-session map in Kapture format

with only the the key points and descriptors that correspond to the selected points.

We used the number of point descriptors remaining in the map (#kpts) as map size

proxy, since these high-dimension descriptors (e.g., 128 for R2D2) occupied most of

the map storage space. Three baselines were compared:

• Random : randomly select a subset of map points up to the allowed budget.

• ILP (map) : the conventional ILP [84], which assembles the K-Cover problem

with 1) the visibility edges stored in the map, and 2) the per-point weight based

on number of observations in the map.

• ILP (query) : the ideal ILP [84] that has access to test queries. The K-Cover

problem is constructed using visibility edges from localizing the test queries on

the map before sparsification, and points are weighted according to the number

of observations during the test query localization. This approach indicates the

ideal performance of ILP approach without environmental changes and cannot

be achieved in the real world.

We obtained data points by sweeping the desired total point number ndesired[84].

For our method, we randomly selected points with predicted scores larger than 0.1.

If there were not enough points with scores larger than 0.1 to satisfy ndesired, we

randomly selected from the rest of the points. We observed that predicted score

distribution is close to binary (due to the L1 norm sparsity loss) and the point

selection result is not sensitive to the score threshold.

Overall, our proposed approach outperformed the ILP (map) baseline in all the

testing slices by achieving higher localization recall (success rate) under the same map

sizes, as shown in Tab. 5.2 and Fig. 5.7. Qualitatively, we observed that compared
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Figure 5.6: The density histogram of 2D-3D matching number for each testing query
image during localization. After applying LKC we observed less images with extreme
number of matches, which is preferred for consistent localization performance under a
map size budget. Both histograms are generated under the same budget (total #kpt
from the 13 slices is ∼ 6.3× 105).

with the ILP (map) baseline, the proposed method selects map points on static

structures that are more useful for query set localization, as in Fig. 5.8 and Fig. 5.9.

Network structures. We also compared the following configurations for the g2

GNN layer: GraphConv [68], SAGEConv (with mean aggregation function) [58], and

GATConv (with H = 4) [139]. The compared networks had the same feature dimen-

sions and the LeakyReLU (slope = 0.1) activations. Our results showed GATConv

outperformed GraphConv and SAGEConv significantly in terms of not only localiza-

tion recall (Tab. 5.2) under the same map sizes, but also classification performance

with respect to ILP (query) as shown in Fig. 5.7(b).

Training losses. Finally, the network trained without either LBCE or LKC performed

worse than the one with combined loss, as shown in Tab. 5.2 and Fig. 5.7(b). The

LBCE was only trained in the training area, since no labels are available in the testing

area. The LKC were trained with the whole input map graph (which covers both

the training and testing areas). Interestingly, although the LBCE only configuration

got the lowest training LBCE, adding LKC improved the classification performance

in the test set. We further observed that when localizing testing queries, the map

sparsified with LKC obtained less extreme numbers of matched key points (Fig. 5.6).

This is favorable because each query obtained enough matches, but not too many

that caused a waste in map storage.
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(a) The recall vs. map size curves for each slice in the test set

(b) Classification performance

Figure 5.7: Localization and classification recall comparisons. (a) Our approach
outperformed the ILP (map) and the random baselines in all test slices, achieving
higher recalls (success rate) under the same map size budgets. On the other hand,
the ILP (query) also significantly outperformed ILP (map), showing the impact of
environmental changes on baselines. The recall error thresholds here are 0.25m and
2.0◦. (b) Compared with ILP (query), the GATConv trained with the full proposed
loss achieved the highest classification recall (ratio of selected positive labels) under
the same coverage (ratio of the number of selected points against total number of
points).
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Table 5.2: Average recall under different map sizes. For each slice (a sequence in The
Extended CMU Seasons dataset), we linearly interpolated the recall curves to obtain
the recall numbers under the same number of key point descriptors, and computed
the average recalls with respect to the number of images. Three recall thresholds were
compared. The recall number represents the ratio of image samples with localization
pose errors less than the corresponding recall threshold. As a reference, the average
key point number before sparsification is ∼ 2.8× 106.

Recall threshold 0.25m, 2.0◦ 0.5m, 5.0◦ 5.0m, 10.0◦

Avg. map size (104 #kpts) 3 5 10 20 3 5 10 20 3 5 10 20

Random 0.07 0.18 0.41 0.59 0.07 0.20 0.44 0.63 0.09 0.23 0.49 0.70
ILP (map) 0.15 0.31 0.53 0.64 0.19 0.36 0.59 0.69 0.25 0.43 0.66 0.76

GraphConv 0.31 0.48 0.64 0.73 0.34 0.52 0.69 0.77 0.39 0.58 0.76 0.85
SAGEConv 0.27 0.42 0.58 0.68 0.30 0.46 0.62 0.72 0.34 0.51 0.68 0.79

GATConv (ours) 0.35 0.52 0.67 0.73 0.40 0.57 0.72 0.78 0.46 0.64 0.80 0.86

GATConv (LBCE only) 0.25 0.38 0.53 0.65 0.28 0.42 0.57 0.70 0.32 0.47 0.64 0.77
GATConv (LKC only) 0.09 0.23 0.42 0.60 0.10 0.25 0.45 0.64 0.12 0.29 0.52 0.71

ILP (query) 0.24 0.46 0.69 0.80 0.30 0.53 0.75 0.85 0.38 0.60 0.83 0.92

5.4 Discussion and Limitations

The heterogeneous graph used in this work is so flexible that it is easy to include

more information as additional node or edge features. This implies a great potential

for future works. Choices of additional information include timestamps (for capturing

periodic environmental change) or the data from other sensors. It is also easy to apply

other training losses to sparsify the map for different tasks other than conventional

localization. Furthermore, we observed that certain objects, such as buildings and

utility poles. are more likely to get higher scores. This implies the possibility of

using semantic labels to assist point score prediction. It is also worth mentioning

that the heterogeneous GNN framework can potentially be applied to other practical

graphs, such as the factor graph for in SLAM. Comparing the GNN-based method

with the existing factor graph sparsification works [13] is another interesting future

direction. On the other hand, one important factor affecting the result is the point

sampling strategy. Given the same set of predicted scores, different point selection

strategies would lead to different performance. In our system, we used simple random

down-sampling and a score threshold that achieved outstanding performance, but
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exploring different point sampling strategies can be an interesting future work.

As for limitations, typically the key in map sparsification is to compress a map

of a given scene, thus the generalization to an unseen scene has not been our focus.

For the K-Cover setup to work, the camera trajectories at query time should be a

subset of the camera trajectories in the map. This applies to ours and the related

works. Besides, we only focused on removing points from an existing map, so the

result is limited by the localization performance on the raw map. How to add/merge

new information to the map is also worth exploring in the future. Finally, naive data

splits (by camera and by slice) is used in our experiments, but in practice it is better

to minimize the training set size to reduce the map update workload.

5.5 Conclusion

In conclusion, we proposed a heterogeneous GNN for visual map sparsification and

proved its effectiveness in real-world environment. This work opens a new avenue for

applying the abundant GNN related techniques to SfM applications.
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(a) slice 3

(b) slice 11

Figure 5.8: Large-scale point selection results. The upper row is the results from ILP
(map) and the lower row is ours with a 0.1 score threshold. The black points are the
map 3D points before sparsification and the red points are the selected points. Our
method selects points on static structures, such as building walls, utility poles, and
tree stems and avoids foliage that changes across seasons.
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(a) images (b) ILP (map) (c) GATConv (ours) (d) ILP (query)

Figure 5.9: Qualitative visualizations. The camera positions are at the bottoms of
the point cloud visualizations (b)(c)(d). The corresponding parts in each row are
labels by red boxes. Overall, we observe that the point selection of ILP (map) is less
discriminative in selecting static points than ILP (query) and ours. We compared the
cases with similar numbers of key points so the total 3D point number varies.
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Chapter 6

Neural Radiance Field with

LiDAR maps

In this chapter, we will focus on exploring neural representation as a novel map format.

Since published in 2020, 3D implicit neural representation such as Neural Radiance

Field (NeRF) [93], has gained major popularity in the computer vision community [48].

This powerful representation can encode the geometry and appearance of 3D objects

or scenes in detail, and performs novel view synthesis (NVS) with high visual quality.

More recently, it also attracts certain interests in robotics field, and has been applied

to robotic applications such as path planning [3], localization [85], dense visual

SLAM [110], and active mapping and planning [164] .

This brings up two important questions to answer: 1) how to build a NeRF

in a practical setting? The majority of existing NeRF systems only handles small

scenes because a NeRF [93] requires densely-sampled images to build, but here we

are interested in large-scale outdoor scenes. We combine LiDAR sensors with images

to overcome this challenge. 2) How to make the built neural useful? Considering

the potential use as a realistic simulator, we explored data augmentation, object

detection, and season change applications to demonstrate the rich future possibility

of neural maps in the robotics field.
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(a) LiDAR (b) BN+depth (c) Point-based (d) Ours (e) Ground truth

Figure 6.1: We design a novel view synthesis system from outdoor camera-LiDAR
datasets with a point-based NeRF framework and 2D conditional GANs. (a) A LiDAR
map (gray points) and queried novel view (blue). (b)-(e) Our method outperforms
previous BlockNeRF (with LiDAR depth supervision) and point-based NeRF on
Argoverse 2 dataset.

6.1 Introduction

Despite the fact that recent works have made massive improvements in novel view

synthesis (NVS) for small scenes [9, 47, 76, 87, 93, 95, 102], large-scale outdoor scenes

– such as street views and parks – are still challenging. Improving the NeRF results

on large-scale outdoor scenes would greatly benefit multiple applications, such as

realistic simulators for robot navigation [3], localization [85], active mapping and

planning [164], and novel view augmentation [94].

The transition from indoor to outdoor presents a non-trivial challenge. Typically,

the training of NeRF models demands densely sampled views to achieve good accu-

racy [34]. However, collecting densely sampled training views in outdoor scenarios

requires much labor and storage space, and the camera trajectories in outdoor settings

are typically biased (straight and along the lane). Many parts of the scene are often

only observed by a limited number of views and range of view angles. This lack

of data coverage issue of common outdoor datasets [45, 51, 150] is also addressed

by previous works [107, 131], where specially collected datasets instead of common

public outdoor datasets were used.
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Furthermore, previous methods using simple MLPs to represent large blocks tend

to generate blurry results (Fig. 5.1 (b)). On the other hand, it has been demonstrated

that the demand of dense training views can be effectively reduced by geometry

priors [34, 149], and modern outdoor robots – such as autonomous vehicles – are

often equipped with LiDAR sensors in addition to cameras. In contrast to previous

LiDAR-assisted works [18, 107] that used LiDAR scans only as supervision or as a

guidance for ray sampling, our approach treats the LiDAR map as sparse samples of

the environment and directly distributes localized embeddings on it.

Using localized embeddings instead of global representation can ease the burden of

memorizing the whole scene with a single MLP in NeRF, leading to better embedding

locality and convergence speed [59, 81, 154]. PointNeRF [154] embedded per-point

features to 3D point clouds (from CNN prediction or COLMAP [121, 122]) and

aggregated these point cloud embeddings along ray samples for volume rendering.

However, the method in [154] is not directly applicable to the common camera-LiDAR

datasets we target. The real-world LiDAR maps are prone to noise due to imperfect

conditions such as bad weather. Simply using the point-based NeRF on outdoor

LiDAR maps leads to noisy and unsatisfactory image quality, as in Fig. 5.1 (c). The

3D point cloud refinement techniques proposed in [154] requires the photometric

constraints from the texture of dense training views, and thus are not suitable for

the outdoor datasets where the views are sparser and the scenes are more complex.

Instead of 3D point cloud refinement as [154], we propose to leverage strong 2D image

refinement in this work.

The proposed pipeline takes a neural 3D point cloud (i.e. the LiDAR map with

embeddings) as input and aggregates the LiDAR embeddings to perform volume

rendering. In addition, we propose a tight sampling strategy in contrast to the naive

radius-based counterpart in [154] to make samples better align with the LiDAR

geometry prior. Finally, we refine the quality of synthesized views in 2D with a

conditional GAN (cGAN) [65]. The proposed cGAN module can be trained end-to-

end without additional data, and largely improves the final image quality. Besides

common image metrics, we also show that the Detectron2 [153] detection results

from our rendered images are closer to the results from ground truth images than

the baselines. Last but not least, the proposed system can serve several interesting

applications, including data augmentation for training a pose regression network [12]
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and seasonal appearance rendering.

In summary, our pipeline amalgamates the strengths of neural radiance field (for

deep implicit 3D representation), LiDAR maps (for geometric priors), and cGAN

(for deep realistic appearance rendering). The demonstrated applications also show

foreseeable potential of our system to benefit tasks that require a richer neural map

representation.

6.2 Method

Given a camera-LiDAR data sequence with known poses, we first build a LiDAR map

P by accumulating the LiDAR scans, and then assign trainable per-point embeddings

to the LiDAR map as our localized neural radiance field representation (Fig. 6.2).

These neural LiDAR points represent sparse samples of the underlying neural radiance

field.

For a queried novel view pose, we perform volume rendering that interpolates

and aggregates LiDAR point embeddings to generate pixel colors (Sec. 6.2.1). This

volume rendering step generates an initial image X, which is refined with a cGAN to

generate a final image Y′ (Sec. 6.2.2). We train the whole pipeline in an end-to-end

fashion with supervision from training source views Y, conditional adversarial losses

(Sec. 6.2.2), and LiDAR map geometry (Sec. 6.2.3).

6.2.1 Point-based Volume Rendering

We follow the conventional volume rendering method and compute the per-pixel

radiance via ray marching [93, 154]. First, a ray is drawn from the camera center to

the pixel center in 3D space, and M ray sample positions {xj ∈ R3|j = 1, . . . ,M} are

selected along the ray. Afterwards, the sample color cj , and density σj are computed

at each of the M points. Finally, samples along the ray are accumulated to compute

the pixel color C:

C =
M∑
j=1

τj(1− exp(−σjδj))cj,

τj = exp(−
j−1∑
t=1

σtδt),

(6.1)
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(a) System pipeline

(b) Network structure

Figure 6.2: (a) We perform spatial interpolation to aggregate the LiDAR map
embeddings (smaller dots pi) onto volume rendering ray samples (larger blue dots
xj). A cGAN is used to refine the volume rendering output X, where the generator
G contains volume rendering parameters and a CNN H that translates the volume
rendering output image X to a refined image Y′. The discriminator D aims to predict
real or fake based on feeding the ground truth image Y or the generated image Y′.
(b) We process the per-LiDAR point information with an MLP F and aggregate
the processed embeddings by spatial interpolation with weights ωi,j. View-based
appearance embeddings tj can be incorporated (blue block). Finally we predict
sample color cj and density αj with the other two MLPs Fσ and Fc.
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where δj and δt are the intervals between adjacent ray samples, and τj is the transmit-

tance accumulated from the density of the ray samples between xj and the camera

center.

Point Sampling with Priors

A main challenge in large-scale volume rendering is to determine the positions of

ray samples xj. Ideally, xj should cover the potentially occupied regions, but in

practical systems, the number of samples and their coverage is limited. The geometry

prior from LiDAR maps provides important guidance for sampling at the occupied

locations and skipping the large empty space.

Specifically, we first uniformly sample M0 positions along a camera ray and

compute the distances ρ from each sample to its nearest LiDAR point. Among the

samples with ρ < ζ, where ζ is an assigned radius threshold, we select the first M

samples that are closest to the camera center. To collect local information from our

point-based neural radiance field, we query the k-nearest LiDAR point neighbor set

φkNN
j for the M selected ray samples xj:

φkNN
j = {pi ∈ R3| ||pi − xj|| < ζ and pi ∈ P}. (6.2)

In practice, k varies among samples but is upper-bounded by an assigned parameter

K. The radius threshold ζ depends on the noise and density of the LiDAR map.

The above radius-based selection simply dilates the 3D extent of LiDAR point

distribution. However, for datasets with good LiDAR quality (such as autonomous

driving datasets), the LiDAR points are usually tightly distributed near object

boundary, and we only need to fill the holes without dilation. The dilated regions are

most likely to be empty, and we would place unnecessary ray samples in those empty

regions (Fig. 6.4 (b2)) if using naive radius based selection like [154].

To solve this issue, we propose to trust the LiDAR geometry more by tightening

the extent of xj. This can be achieved by removing the xjs that are not surrounded

by the LiDAR points in φkNN
j as in Fig. 6.4 (a1)(a2). Let p0 be the nearest LiDAR

point in φkNN
j , we discard the sample xj if

(xj − p0) · (xj − pi) > 0, ∀i ∈ {1, . . . , k}. (6.3)
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A visualization of the tightened ray samples is in Fig. 6.4 (b3). A quantitative

comparison is in Tab 6.4.

Feature Aggregation

After collecting pi ∈ φkNN
j , we aggregate their map embeddings to predict the color and

density for sample xj . Specifically, we first concatenate the LiDAR point embeddings

fi ∈ RFm with spatial offsets oi,j = pi−xj , and then pass the concatenated embeddings

through a light-weight MLP F to obtain processed embeddings f ′i,j. Afterwards, we

aggregate f ′i,j onto xj via spatial interpolation to obtain the sample embedding

hj ∈ RFh :

f ′i,j = F(concat(fi, γ(oi,j))),

hj =

∑k
i=1 ωi,jf

′
i,j∑k

i=1 ωi,j
,

(6.4)

where γ(.) represents the positional encoding function. Using the spatial offset

oi,j ∈ R3 instead of simple distance makes f ′i,j anisotropic and richer. The weights

ωi,j are designed to favor embeddings from closer LiDAR points:

ωi,j = exp(−β||pi − xj||). (6.5)

The choice of weighting function should depend on the LiDAR sensor and map

characteristics. In our case, LiDAR points are locally dense around the object surface,

and we found Eq. 6.5 works well in our experiments. Finally, the per-sample color

and density, cj and αj, are predicted from hj with two other MLPs, Fα and Fc, as

shown in Fig. 6.2 (b).

We also make Lambertian assumption and discard view direction dependency

since modeling reflective surfaces is not our focus (see Sec. 6.5). Although one can

also include view direction as in [131, 154] or model the lighting for specific objects

with object shape priors as in [141], we found this setup suffice the applications we

explored (Sec. 6.4).
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Additional Appearance Embeddings

Additional latent variables can be incorporated to manipulate synthesized image

appearance. Here we use view-based embeddings tj (Fig. 6.2 (b)). A season change

demonstration with timestamps as tj is presented in Sec. 6.4.3.

6.2.2 Image Refinement with cGAN

Conditional Adversarial Networks (cGANs) have been known for the ability to perform

image translation that generates visually pleasant details [59, 65, 168], and is trainable

from small datasets [80, 128]. Overall, we follow the pix2pix framework [65]. For a

training pair (Y, θ) consisting of a training source view image and its pose, we perform

volume rendering from the neural LiDAR map to generate an initial image X from θ,

and use a CNN H (Fig. 6.2 (a) and Fig. 6.3) to translate X into a realistic domain

image Y′ = H(X, z), where z is the introduced noise vector described in [65]. We

train the whole pipeline in an end-to-end fashion, so our generator G not only contains

parameters from H , but also the volume rendering MLPs, F ,Fσ,Fc, and the neural

map point embeddings fi (Sec. 6.2.1). A discriminator D takes the concatenation of

X and Y′, X and Y as input, and predicts high scores for Y and low scores for Y′.

The cGAN loss contains an adversarial term and a L1 norm term:

LcGAN =Ex,y[logD(X,Y)] + Ex,z[log(1−D(X,Y′)],

L1 =||Y −Y′||1.
(6.6)

Finally, we solve the following optimization problem:

argmin
G

max
D
LcGAN(G,D) + λL1(G). (6.7)

In practice, we discard the noise vector z to obtain consistent image outputs for

natural video rendering. The same strategy is also used in CycleGAN [168]. The

application of CNN H also enables us to slightly dilate the RGB coverage on the

cGAN output (see the difference in black area in Fig. 6.9 (d) and (e)). We use a small

6-layer autoencoder with three ResNet blocks [61] in the middle as H. A relevant

observation of advocating small receptive field for refinement CNNs is also mentioned

by GANCraft [59], indicating that small receptive field is beneficial for generating
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Figure 6.3: Our image refinement network H. The downsampling 2D convolutional
layers with stride 2 is represented by blue arrows, and the upsampling transposed
2D convolutional layers are represented by green arrows. The ResNet blocks in the
middle are represented by red arrows. Two 2D convolutional layers (black arrows)
with stride 1 are used at input and output. LeakyReLU activations are appended to
each layer except for the output layer.

view-consistent results. Interestingly, we can further control the output image style

of cGAN with the strength of LcGAN. Stronger LcGAN adds more fine details to Y′,

leading to lower PSNR but higher LPIPS (Sec. 6.3.5). This system can be trained

with only the log sequence (∼155 images (Sec. 6.3)) without additional data.

6.2.3 LiDAR Depth Loss

Here we present an example to further demonstrate the importance of LiDAR depth

loss, especially in the environment lacking photometric constraints. Given a camera

frame t, we computed the photometric errors along the epipolar lines in its consecutive

frames t− 1 and t+ 1. In Fig. 6.5, we can observe the flat bottom in the photometric

curves with respect to depth, showing there is no unique minimum to find the optimal

depth in this condition.

We introduce this LiDAR depth loss to constrain the estimated depth to be close

to the LiDAR measurements. To achieve this, we render pseudo ground truth depth

from the LiDAR geometry as supervision. We assume the LiDAR measurements form

a thin layer of opaque material on object surfaces to render the pseudo ground truth

depth image, denoted as Dl. Specifically, for each ray sample xj , if its distance to the

closest LiDAR point is less than an assigned threshold µ, we consider it opaque (i.e.

exp(−σjδj) = 0 in Eq. 6.1), otherwise transparent (σj = 0). Next, we accumulate the

samples to obtain the pseudo ground truth depth image Dl with Eq. 6.1. Let D be
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(a1) (a2) (b1) 3D view

(b2) Loose (b3) Tight (b4) RGB

(c1) BN (c2) BN + depth (c3) Ours (c4) LiDAR

Figure 6.4: (a) Examples of the proposed tight sampling strategy. The LiDAR points
pi in φkNNj are in light orange, and the nearest LiDAR point p0 is in dark orange.
The white sample xj in (a1) is discarded because all the pis are in the same side as
p0, meaning xj is not surrounded by LiDAR points. The blue sample in (a2) remains
because its surrounded by LiDAR points. (b1) The LiDAR map points are in gray,
and the loose and tight ray samples are in red and blue. (b2)(b3) Overlaid initial
depth projection and the rgb of loose and tight sampling strategies. (b4) Artifact
around object boundary due to mismatch between depth and rgb (upper right). The
object boundary from the tight sampling strategy (lower right) is better aligned with
rgb. (c) The proposed depth loss pulls rendered depth in (c2)(c3) closer to the LiDAR
depth (c4).
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(a)

(b)

(c) (d)

Figure 6.5: The effect of LiDAR depth loss. (a) The trunk region (blue dot on frame
t) does not contain distinguished photometric information for determining depth. (b)
The photometric error curves (within depth range 3− 20m) of the frame t blue dot
in (a) on frame t− 1 and frame t+ 1 are shown in green and red. The corresponding
epipolar line segments are denoted by blue line segments on the frame t− 1 and frame
t+ 1 images in (a). Note that the photometric error curves in (b) contain large flat
regions and no unique minimum for determining the optimal depth. The validation
depths at this region w/o and w/ the LiDAR depth loss are shown in (c) and (d).
We observed that the LiDAR depth provides guidance for correct depth on the trunk
in (d).
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the depth map output from Sec. 6.2.1, our LiDAR depth loss is:

Ll =
1

|φvalid|
∑

n∈φvalid

|Dn −Dl
n|,

φvalid = {n|Dl
n > 0},

(6.8)

where φvalid is the set of pixels with valid LiDAR depth.

A potential alternative way is to apply an additional loss term that enforces σj of

the ray samples close to LiDAR points to be large. However, the LiDAR sensor only

returns measurements on object surfaces. Ray samples inside objects might be far

away from LiDAR points but still have high density, and thus their density cannot

be constrained by the nearest distance to LiDAR points. In our case, the ray samples

inside objects are not constrained because they are occluded by the opaque samples

on the object surfaces (close to LiDAR points) along the same ray.

6.2.4 Moving Object Removal

Our focus is to render static scenes, and the neural LiDAR maps are also assumed

static. The dynamic objects captured by training views and LiDAR scans would

introduce unwanted inconsistent appearance information and cause blurry shadows

in the rendered images. To overcome this issue, we use the 3D semantic labels [150]

to filter out dynamic objects. We first extract the provided 3D bounding boxes

of dynamic objects by thresholding the trajectory length of each labeled object.

Afterwards, we extract the LiDAR points within the bounding boxes of dynamic

objects from each LiDAR scan. For each training image, we project the extracted

dynamic LiDAR points from its temporally nearest LiDAR scans onto the image

space to form a binary mask, which indicates the pixels occupied by the dynamic

objects. We also removed the dynamic LiDAR points from our LiDAR maps. Finally,

we apply the mask to the training loss in Eq. 6.6. The results are shown in Fig. 6.6.
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(a) W/o mask (b) W/ mask (c) GT

Figure 6.6: The results of w/o, w/ the moving object masks, and the ground truth.
We observed the blurry shadows from moving objects in (a) and their removal in (b).

6.3 Experiments

6.3.1 Datasets

We extracted 8 sequences from the Argoverse 2 dataset [150]. Each sequence contains

3 cameras (front, front-left, front-right). The sequences were selected to avoid crowded

scenes and scenes with large number of moving objects. The image contents are

mostly city scenes with different ratio of artificial buildings and natural textures. We

accumulated the LiDAR scans of the training images with provided ground truth

poses to form the LiDAR maps. The LiDAR scans were collected at 10 Hz by two

VLP-32C LiDARs with 64 beams in total. Since the original Argoverse 2 dataset

only provides 10 Hz LiDAR poses and 20 Hz imagery without assigned poses, we

first extracted the 10 Hz posed imagery by using the temporally closest LiDAR poses

as image poses to reconstruct a visual map. And then we registered the other half

of unposed images to the visual map with COLMAP to obtain totally 20 Hz image

poses that match the LiDAR pose scale.

We subsampled one in every four images from the original 10Hz posed imagery

for validation, and added the images with COLMAP poses to the training set. In

total we have 155 training images and 22 validation images for each sequence. The
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Table 6.1: Dataset statistics for Argoverse 2 sequences

Argoverse 2 dataset

log id # train #val traj. (m) # LiDAR points

0a13 155 22 22.9 502,567
2aea 155 22 26.3 517,136
2b04 155 22 6.5 338,572
3e7c 155 22 31.0 547,837
4d7b 155 22 19.9 298,121
4d32 155 22 28.4 415,469
42c8 155 22 31.6 580,788
4690 155 22 28.4 546,343

number of points in our LiDAR maps range from 3.0 × 105 to 5.8 × 105 and the

camera trajectory lengths span from 6.49m to 31.6m. Note that we collected images

from 3 front-facing cameras in contrast to the 12 ring camera setting in [131], and

our LiDAR point cloud is much sparser than [107]’s. These makes our dataset more

challenging than previous works. Some statistics of the collect Argoverse 2 sequences,

including the number of train/val images, trajectory length, and number of LiDAR

points in the map, are shown in Tab. 6.1. Visualizations of the LiDAR maps are

shown in Fig. 6.7.

To form a more challenging case, we added LiDAR rain noise to individual scans

according to [52] before building the map. We used R = 8 and zmax = 200 as the

parameters. This noise model consists of two parts: 1) a threshold that removes

faraway LiDAR measurements in the rain with minimum detectable power and a

LiDAR intensity decaying model in the rain. 2) a rain noise model for LiDAR range

measurement. The resulting maps are shown in Fig. 6.8.

6.3.2 Baselines, Metrics, and Implementation

We compared with the point-based NeRF [154] and the outdoor state-of-the-art

BlockNeRF [131].

Point-based NeRF. We compared our final results with our volume rendering

pipeline output, which is based on [154], but with view direction dependency and

point cloud refinement module removed. We kept the rest of the pipeline (e.g. point
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(a) 0a13 (b) 2aea

(c) 2b04 (d) 3e7c

(e) 4d7b (f) 4d32

(g) 42c8 (h) 4690

Figure 6.7: Visualization of the collected LiDAR maps from Argoverse 2 dataset.
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(a) Clean (b) Noisy

Figure 6.8: The LiDAR maps before (a) and after (b) adding rain noise. The LiDAR
measurements affected by the rain noise has shorter and noisier range.

(a) (b) (c) (d) (e) (f) (g)

Figure 6.9: Visual comparison with baselines. (a) BlockNeRF (b) BlockNeRF +
depth (c) our depth (d) point-based (e) our RGB (f) GT (g) enlarged patches. From
the enlarged image patches (g) we can observe that our results (e) have better image
quality and are visually closer to the ground truth patches (f).
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sampling, weighting functions) the same as our system except for the refinement

module for fair comparison. We applied the same LiDAR depth and L1 losses to

the point-based NeRF output. Each model was trained with Adam optimizer using

one whole image as one batch and learning rate 1 × 10−4 for 10000 epochs until

convergence.

BlockNeRF [131] + depth [107]. For the image-only baseline, we compared

with [131], the state-of-the-art outdoor large-scale NeRF. The longest camera tra-

jectory of our collected Argoverse 2 sequences (31.6m) is within a reasonable range

of block size in [131], so we used one block for each sequence. Furthermore, we

also compared with the BlockNeRF with LiDAR depth supervision [107] for fair

comparison. Because the original code of both [131] and [107] are not available, we

ran experiments with an unofficial BlockNeRF implementation, and incorporated the

depth loss as described in URF [107]. Each model was trained with Adam optimizer

with learning rate 5× 10−4 and batch size 1024 for 500 epochs, where the validation

error converged.

Metrics. We compared PSNR, SSIM, LPIPS as in [93]. We masked out the regions

without LiDAR depth (the black regions in the volume rendering outout) since our

pipeline does not focus on generating those pixels (Sec. 6.5). The same masks were

applied to all the compared results when computing the metrics for fair comparison.

Otherwise the evaluation result would be diluted by the large black regions. Note

that our numbers are not directly comparable to the numbers reported by previous

works due to these masks.

Implementation details. We first built a k-d tree from our LiDAR maps, and

queried the nearby LiDAR points to ray samples with the k-d tree. After obtaining

the set of ray samples and kNN LiDAR points, we implemented our volume rendering

with DGL [142] and PyTorch. A heterogeneous local graph was built with pixels,

ray samples and LiDAR points as nodes. Different types of edges connect pixels to

the corresponding ray samples, and ray samples to the nearby LiDAR points. The

MLPs and the aggregation function were implemented as graph functions. We used

K = 10, M0 = 1000, M = 16, ζ = 0.15m, β = 10, µ = 0.05m, λ = 100, Fm = 8, and

Fh = 32 as design parameters. The numbers of MLP layers in F , Fσ, and Fc are

all 3. The parameters and network structures here are tuned with clean Argoverse

2 sequences and applied to all the datasets. Our current system takes about 5s to
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render an image. For each sequence, we trained independent models with the whole

pipeline in an end-to-end fashion for 1000 epochs with Adam optimizer, using one

whole image as a batch and learning rate 1× 10−4. It takes about 0.5 days to train a

model on a single GeForce RTX 3090 GPU at image resolution of 256× 256.

6.3.3 Comparison with Baselines

We observed that the proposed 2D refinement strategy outperformed point-based

NeRF by a large margin in every sequence tested (Fig. 6.10). From the rendered

images in Fig. 6.9 (d)(e), we observed significant image quality improvement with

the proposed image refinement stage. The refinement module not only reduced the

noise but also rendered details better. Besides, we obtained very blurry results from

BlockNeRF even with LiDAR depth supervision, as shown by the metrics in Fig. 6.10

and the visualizations in Fig. 6.9 (a)(b). Incorporating the LiDAR depth supervision

significantly improved the depth map quality from BlockNeRF (Fig. 6.4 (c2)) but

the rgb result is still blurry. Although the rendered image area of BlockNeRF is not

as limited as ours (e.g. the sky), it would require specially collected datasets with

better view coverage to improve this result. This drawback of image-only NeRF was

also pointed out by [34, 107, 109].

6.3.4 Resistance to Noise

Although the LiDAR measurements are relatively more accurate than SfM, they can

degrade greatly in bad weather conditions. We simulated such LiDAR noise in rainy

days [52] before accumulating single LiDAR scans into LiDAR maps, to evaluate

the resistance to noise (Fig. 6.8). Quantitative evaluation for these harder cases

are shown in Fig. 6.10. We observed that our method still outperformed the purely

point-based baseline in the evaluated metrics and also recovered reasonable visual

details as shown in Fig. 6.11.

6.3.5 Ablation Study for cGAN Loss

The proposed cGAN refinement module not only significantly improves the rendered

image quality, but also provides the flexibility for users to select desired level of image
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(a)

(b)

Figure 6.10: Quantitative comparisons. (a) Our method significantly outperformed
the baselines. The BlockNeRF results are very blurry, as reflected by the high LPIPS
scores. (b) Results with noisy LiDAR maps.

details. In this experiment, we applied different weights ωcGAN to LcGAN in Eq. 6.6

to observe the effect of cGAN loss to image quality. The quantitative results and

visualizations are shown in Fig. 6.12 and 6.13. The results reveal interesting trade-off

between PSNR and LPIPS: when increasing ωcGAN, the PSNR decreases but LPIPS

improves (decreases). This leads to several open research questions: what is the

best image metric to use and how to find the optimal balance among multiple image

metrics? How to design the training losses to obtain the most desirable balance of

image metrics? The answer could be application-oriented and is worth more future

research.

6.4 Applications

Although many NeRF works have been published since 2020, most of the advancements

were for improving image quality. Recently, more and more researchers start to explore

wider uses such as robot navigation and SLAM [3, 110]. This trend implies the great

yet not well-explored potential of using NeRF in more applications. From this

application-oriented standpoint, we should evaluate the NeRF outputs not only based

on image quality, but also the performance in targeted applications, as it is what

matters in the end.
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(a) Point-based (noisy) (b) Ours (noisy) (c) Ours (clean) (d) GT (noisy)

Figure 6.11: Visual comparison with baselines on noisy LiDAR maps.
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Figure 6.12: Ablation study for cGAN loss strength. We observed a trade-off between
PSNR and LPIPS. Stronger cGAN loss adds more details to the output image,
potentially making the image more perceptually pleasant with respect to LPIPS, but
not necessary faithful with respect to PSNR.

6.4.1 Object Detection Simulator

We compared the detection results on our synthetic images and the ground truth

images using Detectron2 [153]. Considering that the car class usually dominates

autonomous driving applications, we performed this comparison on two logs with

more visible vehicles (log 0a13 and 4d7b). Our results show that the detected object

masks are visually similar on synthetic and ground truth images, and our mean IoU

for the car class among the validation images outperformed the baselines (Fig. 6.14

and 6.15 (a)). This result indicates that the synthetic images rendered by our system

can potentially be used to further simulate the detection-related robot behaviors, such

as object tracking when robot is moving, or path-planning considering the existence

of other objects.

6.4.2 Data Augmentation

Data collection is essential for many deep neural network applications. However,

collecting real-world data can be an expensive and time-consuming process, because it

typically requires driving a mobile robot across the desired environment for multiple

passes. One possible way to lighten the burden is to first train a NeRF with some

collected images, and augment the dataset with synthetic images rendered by NeRF.

This is especially useful for data-hungry deep networks such as pose regression

networks, whose performance largely depend on the training set size [119]. Inspired

by [94], we augmented our collected Argoverse 2 sequences (Sec. 6.3.1), and compared

the MapNet [12] performance with the same real validation set before and after the

augmentation. The MapNet network takes a RGB image as input and predicts a
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(a) ωcGAN = 10−6 (b) ωcGAN = 10−5 (c) ωcGAN = 10−4 (d) GT

Figure 6.13: The effect of cGAN loss strength. The results applying different cGAN
loss strength are shown in (a)-(c). We can observe that the images with larger ωcGAN

contain more details but not necessary faithful to the ground truth.
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(a) Left: ours/ right: GT (log 4d7b) (b) Left: Ours/ right: GT (log 0a13)

Figure 6.14: Side-by-side comparisons of the Detectron2 results on our synthetic
images and ground truth images from the validation set.
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(a) Car IoU (b) Pose prediction errors

Figure 6.15: (a) Our rendered images get higher car IoU against GT than the
baselines. (b) Data augmentation with our synthetic images significantly reduced the
pose prediction errors of MapNet.

6-DoF camera pose. For augmentation, we added uniformly random noises within

range [−0.5,+0.5]m in xz for translation, and [−3,+3] degree in yaw for rotation.

The results in Fig. 6.15 (b) show significantly lower pose errors in the cases with data

augmentation, indicating that our synthetic images provide useful information for

MapNet despite the black regions.

We compared three cases in this experiment: 1) 52 real images per sequence,

2) 52 real images + 96 synthetic images, 3) 52 real images + 160 synthetic images.

For each case we trained MapNet [12] until the validation loss stopped improving

for 8000 epochs. The detailed quantatitive results are shown in Tab. 6.2 and the

corresponding mean validation loss curve is shown in Fig. 6.16. The validation loss

in Fig. 6.16 is a combination of translation and rotation losses, as described in [12].

The results show that training with more synthetic images improves the results with

less pose errors and validation loss. One exception we observed is that the log 2b04

got the best result in case 2 instead of case 3 unlike other sequences, which is caused

by the training process of case 3 stuck in a local minimum. Overall, the results show

significant benefit of this realistic and geometry-based data augmentation for pose

regression.

6.4.3 Changing Seasons

If trained with seasonal information, the proposed system can perform season changing

visual effect. With this ability, we can potentially use our system as a simulator with

the control of seasonal appearance. We performed this experiment with the NCLT
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Table 6.2: MapNet results with different levels of data augmentation, where the
median and mean for translation and rotation pose prediction errors are represented
as tmed(m), tmean(m), and rmed(

◦), rmean(◦). The cases with augmented images
significantly outperformed the case trained with only real images.

52 real 52 real + 96 syn. 52 real + 160 syn.

log id tmed tmean rmed rmean tmed tmean rmed rmean tmed tmean rmed rmean

0a13 0.03 0.05 1.01 1.2 0.02 0.03 0.17 0.37 0.03 0.04 0.2 0.2
2aea 0.02 0.04 0.42 0.63 0.02 0.03 0.34 0.35 0.02 0.03 0.15 0.2
2b04 0.04 0.05 0.24 0.28 0.01 0.03 0.21 0.21 0.02 0.04 0.44 0.42
3e7c 0.04 0.07 1.82 2.2 0.04 0.04 0.12 0.24 0.03 0.03 0.18 0.21
4d7b 0.02 0.03 0.23 0.24 0.02 0.03 0.29 0.44 0.02 0.02 0.16 0.21
4d32 0.04 0.07 0.45 0.44 0.05 0.07 0.29 0.4 0.04 0.06 0.2 0.22
42c8 0.03 0.04 0.35 0.44 0.03 0.05 0.31 0.33 0.03 0.04 0.24 0.29
4690 0.03 0.04 0.36 0.34 0.04 0.04 0.3 0.29 0.04 0.04 0.15 0.18

Figure 6.16: Mean validation loss for different data augmentation setups. Increasing
the amount of augmented data significantly reduces the validation loss.
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Table 6.3: Dataset statistics for NCLT sequences

NCLT dataset

log id # train #val traj. (m) # LiDAR points

area 1 159 75 22.0 841,587
area 2 137 67 17.8 721,461
area 3 167 78 23.1 1,352,948

dataset [17], a long-term camera-LiDAR dataset that was collected through different

seasons. The multi-season camera-LiDAR sequences were extracted from NCLT, each

with multiple passes of similar trajectories in different seasons. We used the 5Hz

imagery from one front-facing camera, and selected one in every three frames for

validation. Three sequences were extracted in total, with each containing 137-167

training images and 67-78 validation images.

The LiDAR scans were collected with a Velodyne HDL-32E LiDAR. The number

of points in the LiDAR maps range from 7.2 × 105 to 1.4 × 106, and the camera

trajectory lengths span from 17.8m to 23.1m (Tab. 6.3). For each training image, we

extracted the LiDAR scan with closets timestamp and used the extracted LiDAR

scans to build the LiDAR map (Fig. 6.17). Visualizations of the results from the

three collected sequences are shown in Fig. 6.18. One can observe that the noise level

is lower in Argoverse 2 maps (Fig. 6.7) than NCLT dataset (Fig. 6.17). This was

caused by more accurate LiDAR pose estimation and has motivated us for using the

tight sampling strategy in the Argoverse 2 dataset.

For the appearance embedding, we used a scalar t ∈ [0, 1] to represent the

normalized timestamp when the data was recorded (e.g. t = 0.33, 0.66, 1 means

spring, summer and winter). We first encoded t with positional encoding, and used

the encoded t, tj with an AdaIN [62] module to incorporate tj into hj (the blue box

in Fig. 6.2 (b)). After training, we applied different t values to a given validation

view pose to obtain different seasonal appearances (Fig. 6.18).

6.5 Limitations
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(a) Area 1 (a) Area 2 (c) Area 3

Figure 6.17: Visualization of the collected LiDAR maps from NCLT dataset. LiDAR
points collected in different seasons are shown by different colors. The LiDAR maps
from NCLT consist of LiDAR points collected from different seasons. One can also
observe the seasonal foliage shape change. For example, the green points in (c) were
collected in August and spread wider than the points collected in other seasons,
reflecting the fact that the shape of seasonal foliage is larger in summer.

(a) Season 1 (b) Season 2 (c) Season 3 (d) GT

Figure 6.18: Visualization of changing season results for the corresponding LiDAR
maps in Fig. 6.17. From top to bottom are the results from area 1, 2, and 3.
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Our pipeline skips and returns black color at the pixels where the LiDAR depth

is unavailable. The same limitation was presented in PointNeRF [154]. The black

regions are mostly on the sky, top of tall buildings, and objects too far away. Another

current limitation is that non-lambertian surfaces, such as transparent and reflective

objects, are currently unmodeled. This can potentially be improved by introducing

latent variables to model these materials in the volume rendering MLPs.

For now our implementation relies on accurate camera-LiDAR calibration, there-

fore optimizing the calibration parameters with NeRF can also be a future work.

Also, here we focus on offline image rendering quality but runtime still has room to

improve. For example, we expect the point embeddings to be repetitive and can be

pruned and compressed. Besides, large moving objects with inaccurate 3D labels

might cause bad results.

Finally, we visualize some failure cases for future research reference (Fig. 6.19).

Our system can produce unsatisfactory results when given inaccurate 3D labels and

LiDAR depth. Also, thin objects are still challenging to render.

6.6 More Results

In this section, we show more visualizations from our method and the baselines.

The depth and RGB outputs from BlockNeRF with URF LiDAR depth loss, the

point-based baseline, and our method are show in Fig. 6.20, 6.21, 6.22, and 6.23.

Resonating the findings of previous NeRF works, our study also showed that the

positional encoding module is helpful (Tab. 6.4). The contribution of the proposed

point-sampling strategy is shown quantitatively and qualitatively in Tab. 6.4 and

Fig. 6.24.

6.7 Conclusion

The proposed pipeline performs high-quality NVS from outdoor camera-LiDAR

datasets. Our system combines the strength of LiDAR sensors, NeRF, and cGAN,

and outperforms the baselines significantly. We believe that the practical use of NeRF

is an uprising research area, and look forward to future developments in this field.
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Table 6.4: Ablation study. We show the contribution of each component quantitatively.
The use of cGAN significantly improved results with all image metrics. The proposed
tight point sampling strategy and the positional encoding module also helped. Note
that the noisy and clean versions have different black regions and the numbers are
not directly comparable.

map type cGAN tight sampling γ(.) ωcGAN PSNR (↑) SSIM (↑) LPIPS (↓)

clean

X 1e− 5 22.60 0.65 0.28
X X 1e− 5 25.02 0.74 0.19

X 1e− 5 23.02 0.67 0.25
X X 1e− 5 25.19 0.74 0.18

X X 1e− 5 23.14 0.67 0.25
X X X 1e− 5 25.24 0.75 0.18
X X X 1e− 4 24.94 0.72 0.13
X X X 1e− 6 25.28 0.75 0.18

noisy
X X 1e− 5 23.79 0.70 0.24

X X X 1e− 5 25.93 0.76 0.17

Table 6.5: Quantitative number comparison for the Argoverse 2 sequences

map type method metric
log ID

4d7b 2b04 4690 0a13 2aea 42c8 4d32 3e7c

clean

point-based [154]
PSNR 23.73 22.39 23.07 20.01 24.67 23.49 22.97 24.87
SSIM 0.67 0.64 0.68 0.63 0.73 0.68 0.66 0.69
LPIPS 0.25 0.23 0.24 0.28 0.21 0.26 0.28 0.27

BlockNeRF [131]
PSNR 22.03 22.50 24.78 19.50 23.59 23.41 23.45 24.66
SSIM 0.58 0.55 0.70 0.56 0.67 0.68 0.64 0.70
LPIPS 0.44 0.44 0.26 0.39 0.34 0.38 0.37 0.35

BlockNeRF+depth [107, 131]
PSNR 22.90 22.32 24.67 20.32 24.23 23.88 23.93 24.23
SSIM 0.62 0.55 0.71 0.61 0.69 0.70 0.68 0.70
LPIPS 0.44 0.48 0.31 0.41 0.36 0.39 0.39 0.39

ours
PSNR 25.38 23.23 27.34 21.24 25.88 24.68 26.43 27.78
SSIM 0.72 0.67 0.78 0.70 0.77 0.76 0.76 0.79
LPIPS 0.19 0.18 0.16 0.19 0.17 0.19 0.19 0.18

noisy

point-based
PSNR 24.24 22.15 23.44 20.37 25.47 25.66 23.15 25.87
SSIM 0.68 0.63 0.69 0.63 0.75 0.76 0.70 0.73
LPIPS 0.24 0.25 0.23 0.30 0.19 0.21 0.26 0.24

ours
PSNR 25.98 23.40 27.34 21.77 26.75 27.01 26.37 28.79
SSIM 0.73 0.68 0.79 0.70 0.79 0.82 0.77 0.80
LPIPS 0.17 0.18 0.16 0.20 0.16 0.17 0.19 0.16
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6. Neural Radiance Field with LiDAR maps

(a) Ours (b) LiDAR depth (c) GT

Figure 6.19: Some failure cases. (Top) Incomplete dynamic object removal caused
by inaccurate 3D label. It leaves ghosts in the LiDAR map and affect our output.
(Bottom) Thin objects with color similar to the background.
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(a) Point-based (b) Ours (c) BN + depth (d) GT

Figure 6.20: Additional visual comparison with baselines
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(a) Point-based (b) Ours (c) BN + depth (d) GT

Figure 6.21: Additional visual comparison with baselines
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(a) Point-based (b) Ours (c) BN + depth (d) GT

Figure 6.22: Additional visual comparison with baselines
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(a) Point-based (b) Ours (c) BN + depth (d) GT

Figure 6.23: Additional visual comparison with baselines
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(a) Point-based (naive) (b) Naive (c) Ours (d) GT

Figure 6.24: Visual comparison for point sampling strategy. The proposed point
sampling strategy gives more accurate depth than the naive radius based baseline.
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Chapter 7

Conclusion and Future Works

In this thesis, we explored the map design problem from several perspectives: compres-

sion, sensor-fusion, and the combination of neural representation. We have described

our works about map compression for image-to-LiDAR map, LiDAR-to-LiDAR map,

and image-to-SfM map registration, and a LiDAR-assisted NeRF system for outdoor

novel view synthesis. Our works combine deep learning techniques (end-to-end opti-

mization on voxel grids, graph neural networks, NeRF) and classical knowledge (image

and LiDAR registration, sensor fusion), and outperformed the corresponding baselines

significantly. With deep appreciation to all of our collaborators, we shared our expe-

riences in this thesis document and the corresponding publications [25, 26, 27, 28]

with the hope of further bridging modern deep learning research and practical robot

applications.

A common find in our works is the advantage of using multiple sensor modalities

(e.g. camera, LiDAR). For example, the LiDAR maps used in Chap. 6 largely

compensate the weakness of camera-only systems in low-textured, sparsely-sampled

regions. The camera-to-LiDAR registration design described in Chap 3 greatly reduces

the expected system hardware cost. In addition, the combination of learning-based and

classical techniques generally exploits the strengths from both. Learned descriptors

are shown to perform much better than hand-crafted descriptors (Chap. 4, 5), while

the non-learning-based registration methods, such as ICP and PnP, are more robust

and generalize better than end-to-end learned registration methods, and are used

widely in real-world applications.
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7. Conclusion and Future Works

There are remaining problems to solve in the fields touched by this thesis. For

the map compression problem, although we can achieve significant map compression

ratio through offline post-processing, the real world is dynamic. If the environment

changed, the map needs to be updated and the updated map parts need to be

stored in a compatible format to the existing compressed map. If an implicit map

format is used (e.g. a foundation model), handling the map compression and update

simultaneously can be challenging. For the large-scale NeRF, industrial companies

have constructed large simulation environments with the abundant data collected

by vehicle fleets. Digesting the large amount of new data into the NeRF system

efficiently, while handling the real-world changes at the same time, is also still very

challenging.
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and Patrick Mäder. Stickypillars: Robust and efficient feature matching on

106



Bibliography

point clouds using graph neural networks. In IEEE Conf. Comput. Vis. Pattern
Recog., 2021. 2.1.2

[47] Guy Gafni, Justus Thies, Michael Zollhöfer, and Matthias Nießner. Dynamic
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