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Abstract

Fast and reliable non-destructive phenotyping of plants plays an important
role in precision agriculture, as the information enables farmers to make
real-time crop management decisions without affecting yield. These
decisions encompass a wide range of tasks, including harvesting, disease
and pest management, quality control, and scientific breeding.

To non-destructively phenotype crops, computer and stereo-vision based
methods are commonly used, as they are low-cost and resolve finer details
compared to other systems such as LiDAR. However, most approaches are
targeted towards large and sparsely populated crops, where occlusions,
wind, and sensor error pose less of a challenge.

In this thesis, we tackle the problem of using computer vision to non-
destructively phenotype smaller crops by leveraging semantic information.
First, we present a method for creating 3D models of sorghum panicles
by using seeds as semantic 3D landmarks. To evaluate performance,
we develop an unsupervised metric to assess point cloud reconstruction
quality in the absence of ground truth. We then use the model to estimate
seed count, and demonstrate that this method outperforms extrapolating
counts from 2D images, a common approach used in similar applications.

Next, we present a computer vision-based method to measure sizes and
growth rates of apple fruitlets. With images collected by a hand-held stereo
camera, our system fits ellipses to fruitlets to measure their diameters. To
measure growth rates, we utilize an Attentional Graph Neural Network
to associate fruitlets across days. We provide quantitative results on data
collected in an apple orchard, and demonstrate that our system is able
to predict abscise rates within 3% of the current method with a 7 times
improvement in speed, while requiring significantly less manual effort.

Finally, we build upon our sizing pipeline by designing a robotic system
to make the sizing process fully autonomous. We present a next-best-
view planning approach targeted towards sizing smaller fruit. We utilize
semantically labeled regions of interest to sample viewpoint candidates,
along with an attention-guided information gain mechanism to generate
optimal camera poses. Additionally, a dual-map representation is used to
improve speed. When sizing, a robust estimation and clustering approach
is introduced to associate fruit detections across images. We demonstrate
that our system can effectively size small fruit in occluded environments.
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Chapter 1

Introduction

1.1 Background and Motivation

Recent advancements in computer vision have allowed farmers to deploy autonomous

plant monitoring solutions to more efficiently inspect vast quantities of crops. Com-

puter vision-based systems provide fast and reliable information for downstream tasks,

such as harvesting [25, 63], phenotyping [11, 81], and yield prediction [15, 19, 73],

ultimately allowing farmers to make real-time crop management decisions.

Phenotyping is particularly important because it enables agricultural specialists

to observe specific characteristics of plants and assess their overall quality and health.

In agriculture, a phenotype refers to the observable characteristics of a plant as a

result of the interaction between its genetic makeup and the environment. Phenotypes

encompass various traits such as size, shape, color, internal temperature, and many

other quantitatively measurable features. By analyzing phenotypes, agriculturalists

can make faster and more informed decisions for a variety of tasks, including disease

and pest management, quality control, and scientific breeding.

Because many phenotypes are observable, agriculturalists have set out to integrate

computer vision-based systems to automate the labor-intensive tasks required to

collect phenotyping data. Examples include fruit and seed counting [57, 82], measuring

plant height and stalk size [1, 111], biomass prediction [101], and disease classification

[33], which otherwise would be completed by teams of people using visual inspection

or manual tools. However, most of these automated phenotyping systems are either
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1. Introduction

dedicated to larger crops or are destructive. Non-destructive phenotyping is often

preferred, as it is a non-invasive approach that preserves genetic material, allows

researchers to track plant development over time, and does not interrupt growth.

Yet it is challenging to non-destructively phenotype smaller, more densely populated

crops. This is because they are more difficult to detect and track as a result of their

small size and occlusions from the surrounding environment. As well, wind and sensor

error have a more significant effect, making the tasks of data association and 3D

modelling much more challenging.

In this thesis, we evaluate automated computer vision-based methods for the

purpose of non-destructively measuring phenotypes of smaller grains and fruit, specif-

ically sorghum seed counts and apple fruitlet sizes. We do this by leveraging semantic

information to improve tasks such as global registration, association, and viewpoint

planning. Although we focus on these two crops, the presented methods could be

used to phenotype other fruits and grains of comparable size.

1.2 Contributions

In Chapter 4, we present a computer vision pipeline for non-destructive seed counting

of sorghum panicles for early forecasting of yield. Accurate forecasting is valuable

for sorghum breeding programs, as it would allow faster decision-making on variant

suitability, which could expedite the current five-year breeding process [42]. Seed count

would be a valuable phenotypic trait, but it is currently not possible to sample in a

non-destructive way. In contrast to the large and separated fruits typically inspected,

sorghum seed counting is more challenging from a computer vision perspective. This

is because the seeds are much smaller than typically studied crops, averaging 3.3mm in

diameter, making them difficult to detect and track. In addition, there is significantly

more occlusion due to the dense packing and clutter from husks. Although there

has been work on 2D image-based instance counts for other crops [24, 48, 57], it is

still difficult to obtain a high accuracy count with sorghum. To address these issues,

we create an accurate 3D model of a sorghum panicle from multiple stereo views

using seeds as semantic 3D landmarks in reconstruction. To evaluate the model in

the absence of ground truth, we present an unsupervised metric for assessing point

cloud reconstruction quality. We then use the model to estimate seed count. Using

2



1. Introduction

our proposed method, we acquire a more realistic count than using 2D image-based

approximations. Our specific contributions are

• A novel 3D reconstruction method that utilizes seeds as semantic 3D landmarks

to produce an accurate model of a sorghum panicle.

• A new metric for assessing point cloud reconstruction quality in the absence of

ground truth.

• A novel method for extracting seed counts from point clouds, which involves

extending 2D image processing techniques into 3D to identify local maxima in

a density map.

In Chapter 5, we introduce a computer vision-based system for measuring the sizes

and growth rates of apple fruitlets from single stereo-image pairs. Measuring growth

rates of apple fruitlets is important because it allows apple growers to determine

when to apply chemical thinners to their crops in order to optimize yield. The current

practice of obtaining growth rates involves using calipers to manually record sizes

of hundreds to thousands of fruitlets across multiple days. Due to the number of

fruitlets that need to be sized, this method is laborious, time-consuming, and highly

subject to human error. With images collected by a hand-held stereo camera, our

system segments and fits ellipses to fruitlets to measure their diameters. To automate

the measurement of growth rates, we develop a novel Graph Neural Network [29]

approach that uses semantic features for temporal fruit association, which, to the

best of our knowledge, is the first of its kind used in agriculture. We demonstrate

that our method produces measurements comparable to those taken by using calipers,

with the ability to reduce manual effort and significantly improve speed. Our key

contributions are

• A computer vision-based system to detect, segment, and size apple fruitlets.

• An Attentional Graph Neural Network approach for temporal fruit association.

• Experiments on data collected in a commercial apple orchard.

Despite the improved speed and reduced effort, there are some limitations with

this approach. For one, it is not fully autonomous. Human effort is still required to

capture reasonable, unoccluded images of the fruitlets. As well, only a single image is

used to size the fruit, whereas using information from multiple images may lead to

improved results. In Chapter 6, we address these issues by designing a robotic system
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to make the sizing process fully autonomous. This task is challenging because fruitlets

grow in very occluded environments. There are leaves, branches, and wind, and often

fruitlets will occlude one another. The robot needs to be able to reason about the

environment and determine the optimal viewpoints to capture images. We achieve this

using a next-best-view (NBV) planning approach targeted towards sizing smaller fruit.

Previous NBV planners in agriculture are designed to size larger fruit that are sparsely

populated. They rely on low-resolution maps and naive association methods that do

not generalize across smaller fruit sizes. To overcome these limitations, we present

an NBV planning approach that utilizes regions of interest for viewpoint sampling

and an attention-guided mechanism for calculating information gain. In addition, we

integrate a dual-map representation of the environment that significantly speeds up

expensive ray casting operations while maintaining finer occupancy information. To

address the challenges of data association in the presence of wind and sensor error, we

introduce a robust estimation and graph clustering approach. We demonstrate that

our planning method improves sizing accuracy compared to another state-of-the-art

planner used in agriculture. Our main contributions are

• A novel next-best-view planner that uses coarse and fine occupancy maps with

an attention-guided information gain metric to capture images of smaller fruit.

• A robust estimation and graph clustering approach to associate fruitlet detec-

tions across images in the presence of wind and sensor error.

• Quantitative evaluation on data collected by a real robotic system in a com-

mercial apple orchard.
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Chapter 2

Related Work

2.1 3D Reconstruction of Plants

For 3D reconstruction in agriculture, most works have been dedicated towards

mapping larger fields and rows [13, 83] as opposed to single plants. Orchard rows

are reconstructed in [90] by merging views using cylinders fit to trunks. This does

not adapt well to sorghum as the stems are too small to fit geometric shapes to.

Additionally, localized views of flowers and vines are captured in [74, 94], but they do

not get a complete 360◦ scan. For single plant modelling, reconstructed point clouds

have been used to phenotype plants in [12, 37, 61, 79]. However, the datasets used

were captured using a high-precision laser scanner which is not available for sorghum

nor adaptable to work in the field.

2.2 Fruit and Seed Counting

There has been a significant amount of work dedicated towards counting in agricultural

settings. Mapping and estimating the yield of mangoes in occluded environments with

a Faster R-CNN [86] detector is presented in [96] and [60]. Mapping and counting

grapes by fitting spheres to point clouds in 3D is presented in [71]. While these

methods work in their respective domains, they do not extend well to sorghum, where

the seeds are smaller and the levels of density and occlusions are much higher, making
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them harder to consistently segment and fit shapes to.

There has also been relevant work in estimating seed counts for smaller crops from

single 2D images. Counting rice and soybeans with density maps using convolutional

neural networks is addressed in [24] and [57] respectively. However, the rice and beans

have been stripped from the plant and laid out such that there are few occlusions.

Density maps have also been used to count corn kernels on the cob, where the

final count is proportional to the density map count as a result of corn’s symmetric

shape [48]. Similarly, [72] uses a KD-Forest approach to detect grapes in clusters

using keypoint-based features and subsequently estimates yield using a scale factor.

These methods do not adapt well to counting sorghum seeds because of the panicle’s

asymmetric shape. Additionally, the authors of [69] use a YOLOv4 [4] network to

count sorghum heads in a field in aerial drone images, but do not count seeds on

individual panicles.

2.3 Fruit Sizing

There has been significant work dedicated towards sizing fruit in agriculture. In

the work of [15], calibration spheres are placed on trees and used as reference scales

to estimate the sizes of segmented apples. Similarly, Wang et al. [107] are able to

size fruits in the field with a smartphone by placing a reference circle of known size

behind the fruit. While these methods only require simple segmentation and sizing

algorithms, they do not extend well to fruitlets as it is impractical to place reference

objects behind hundreds of fruit in occluded environments.

Approaches have also been developed to size fruits in 3D. Reconstruction-based

methods are used by [46, 104], where 3D models are created from multiple sensor

measurements. However, these methods are computationally expensive and do not

perform well with occlusions where reconstructions are often incomplete. To address

these issues, automated shape completion methods have been implemented by [54, 62]

which fit superellipsoids to accumulated point clouds. These methods either rely on

successive frame alignment algorithms, such as Iterative Closest Point, which fail in

agricultural environments due to the dynamic structure of plants, or use expensive

ray casting operations which are slow when performed at finer resolutions. 3D sizing

is performed by [28] where the major-axis of an apple is fit to 3D points collected
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from a single camera image and time-of-flight sensor. However, the performance is

poor, achieving an accuracy of 69.1%. The work of [31] also sizes apples from single

images by fitting spheres in 3D. This would not adapt well to apple fruitlets due their

small size making it challenging to capture enough of the fruit’s surface.

As an alternative to 3D sizing, 2D photogrammetric methods have been adopted

in agriculture. These methods either directly estimate the widths of fruits [28] or

fit ellipses to measure the heights and widths [82, 106]. This is advantageous as

sizes are able to be extracted quickly from 2D images without the need to aggregate

information from multiple views. However, the presented approaches use simple

detection and segmentation modules, relying on color information and non-deep

features. While these methods work well in their respective domains, they would fail

when trying to detect and segment fruitlets. This is because the proximity of fruitlets

are much closer together, and their colors blend in with the surrounding leaves.

2.4 Spatio-Temporal Fruit Association

There has been limited work on spatio-temporal association in agriculture, which

is required to track growth rates. Temporal plant association methods have been

proposed for large rows of crops [10, 14, 21]. However, these methods assume static

scenes during data collection and take advantage of the structural similarity of rows

across days, which does not hold for apple fruitlets which move, grow, and fall off.

For spatio-temporal association of individual fruit, there has been effort dedicated

towards both fruit tracking [60, 114] and identification from different camera views

[27]. However, these methods either rely on images taken from consecutive frames, or

maintain 3D knowledge about the current scene. Hondo et al. [40] develop a deep

learning approach to size apples and track their growth over time. However, images

are captured from a camera fixed in place, and fruit identification is performed by

comparing center coordinates of segmented apples. This does not extend well to

apple fruitlets as a result of their small size, close proximity, and number of fruit

needed to be sized. The works of [12, 37, 61, 79] focus on the 4D registration of

individual plant components. However, the datasets were acquired in a lab setting

using a high-precision laser scanner, which does not adapt well to the field.

Recently, a method was proposed for temporal fruit registration of strawberries
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using a new feature descriptor that takes into account the position of neighboring

fruit [87]. This method, however, assumes a similar depth structure of the point

clouds as a result of the captured images being taken by a robot driving down a row

of crops. This is not the case for apple fruitlets, where a robotic arm would have to

reach in and capture images, resulting in vastly different camera poses.

2.5 Next-Best-View Planning

Next-best-view (NBV) planners are used to determine the next best camera pose

that maximizes information gain. Alternative to coverage path planners, which rely

on prior information to compute optimal camera poses to cover the area of known

static maps [22, 47, 65, 75, 78, 84], NBV planners are used to explore unknown and

dynamic environments. They rely on information gain metrics [20, 44] to evaluate

candidate viewpoints to effectively explore unknown areas of interest.

There have been previous works dedicated towards NBV planning in agriculture,

where approaches either use only current sensor information or build a volumetric

map of the environment to determine the next-best-view. Examples of the former

include the work of [53], who use a 3D camera array to capture images to size a target

fruit of interest. The next best camera pose is selected by computing a gradient

to determine the optimal direction in which the visibility of the target is increased.

While this method is effective at avoiding local occlusions, it cannot extend globally

when multiple targets need to be imaged. As well, in [89], a viewpoint planning

approach is presented to count the number of apples in a cluster. They determine the

optimal camera pose by maximizing entropy of a set of world hypotheses informed by

previous images. However, the method makes simplified occlusion assumptions that

do not extend well when sizing smaller fruit.

More commonly, volumetric-based planning approaches have been adopted in

agriculture, where occupancy information stored inside a volumetric map is used to

guide the planning process. These methods often combine occupancy and region

of interest (ROI) information when determining the next best camera pose. In the

work of [97], detected ROIs in the form of segmented apples are used to evaluate

viewpoints based on a weighted sum of exploration information. This information is

then used as input into a Decentralized Monte Carlo Tree Search [3] planner to plan
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a sequence of viewpoints for multiple robot arms. However, computing a sequence of

viewpoints can be computationally expensive. Zaenker et al. [112] address this issue

by using ROIs to more informatively sample viewpoints. The information gain for

each viewpoint is then approximated by casting rays through the volumetric map.

While this is a more greedy approach, as only single points are evaluated instead

of a complete path, the computational cost is much less. The authors of [64] try to

further reduce the computational complexity by using automated shape completion

along with a viewpoint dissimilarity metric to estimate information gain, replacing

the need for ray casting. However, this does not extend well to smaller fruit, where

shape completion methods traditionally fail as a result of the inability to capture

enough of the fruit’s surface.

An attention-guided NBV planning approach is presented by Burusa et al. [8],

where attention regions defined around different plant components are used to restrict

which voxels contribute to the information gain. The authors demonstrate that thid

led to improved results regarding both reconstruction accuracy and speed. However,

the location and size of the attention regions were assumed to be prior knowledge,

which is not the case when sizing unknown fruit. As well, they did not consider ROI

information when viewpoint sampling, and sample viewpoints on a cylindrical sector

which was also assumed to be known beforehand.
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Chapter 3

Preliminaries

3.1 Illumination-Invariant Flash Stereo Camera

Object detection and semantic segmentation are traditionally challenging in agri-

cultural environments due to varying illumination conditions. The appearance of

fruits and plants in images taken at different times of day may be significantly altered

as a result of inconsistent sun position, brightness of day, and shadows caused by

moving clouds and neighboring branches and leaves. As a result, it is difficult for

networks to generalize, as they are required to have large amounts of training data,

which is often difficult to obtain. While data augmentation, transfer learning, and

visual pre-training [88] help reduce the amount of data needed to reliably train these

networks, having consistent lighting across images significantly boosts performance.

To address these issues, and make the trained networks more robust, all acquired

stereo images used throughout this thesis were captured using an in-hand version of

the illumination-invariant flash stereo camera presented by Silwal et al. [93]. This

is an active lighting-based camera system that is able to generate uniform images

across varying lighting conditions. Two images taken in our most recent field test can

be seen in Fig. 3.1, with one taken in the dark around midnight and one in bright

daylight around noon.

A flash-based stereo camera system is used to extract 3D information because

of its reliability and low cost. This is common practice in agriculture, as stereo

cameras resolve finer details compared to other systems such as LiDAR [99, 100, 109].
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Figure 3.1: Two images taken with the in-hand illumination-invariant flash stereo
camera from [93], spaced approximately 12 hours apart. Images were taken on
05/19/2023 around midnight (left) and noon (right).

In addition, flash-based stereo systems are more resilient to varying illumination

conditions, where RGB-D sensors inconsistently perform [28, 106].

3.2 Stereo Re-Projection

Throughout this thesis, we assume a pinhole camera model to describe the projection

of 3D points onto the image plane. A pinhole camera is a mapping P between a

homogeneous 3D world coordinate X = [X Y Z 1]T and a 2D image coordinate

x = [x y 1]T represented as

sx = PX

P = KTc

K =

fx 0 cx 0

0 fy cy 0

0 0 0 0


(3.1)
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Here, K is the intrinsic camera matrix with focal lengths fx and fy along the x and

y axes respectively and with principal point (cx, cy). Tc ∈ SE(3) is the pose of the

camera in the world frame, and s is a scaling factor.

Prior to data collection, the stereo camera is calibrated to find the left and

right intrinsic matrices Kl and Kr, in addition to Tl
r ∈ SE(3) which represents the

geometric relationship between the left and right cameras. When a stereo image

is captured, distortion is removed using a simple radial and tangential distortion

model. The images are then rectified using Kl, Kr, and Tl
r to make the epipolar lines

horizontal. The relationship between a homogeneous 3D world coordinate X and its

corresponding 2D image coordinates in the rectified left and right images xl and xr

can be described as

slx
′
l = KlTcX

srx
′
r = KrTcX

Kl =

f
′
x 0 c′x 0

0 f ′
y c′y 0

0 0 0 0



Kr =

f
′
x 0 c′x −f ′

xb

0 f ′
y c′y 0

0 0 0 0


(3.2)

where f ′
x, f

′
y, and (c′x, c

′
y) are the focal lengths and principal point after rectification,

and b is the baseline of the rectified stereo cameras. Because the epipolar lines are

horizontal, x′
l = [x′

l y′ 1] and x′
r = [x′

r y′ 1], and the disparity d is x′
l − x′

r.

To re-project a point in a stereo image, we estimate the disparity using RAFT-

Stereo [59]. RAFT-Stereo is a state-of-the-art deep learning-based stereo matching

network that outperforms traditional disparity generation methods, such as SGBM

[38], and does not require fine-tuning. This is advantageous as the network does not

need to be retrained between datasets. After the disparity is estimated, the point’s

3D world coordinate X can be calculated asXY
Z

 =
b

d

x
′
l − c′x

y′ − c′y

f ′
x

 (3.3)
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Chapter 4

Sorghum Seed Counting

All work in this chapter was done in collaboration with Eric Schneider.

4.1 Motivation

Non-destructive sorghum seed counting would be beneficial towards experimental

plant breeding, as it would enable farmers to rank variants earlier in the growing

season without disturbing growth. In this work, we reconstruct a 3D model of a

sorghum panicle using multiple viewpoints that span 360◦ around the stalk. The

model is then used to estimate seed count. Due to the small scale of seeds, the model

must achieve a high level of accuracy in order to obtain a reasonable count estimate.

4.2 Reconstruction and Seed Counting

4.2.1 System Overview

In order to generate a high-quality 3D model of a sorghum panicle, we set up an

automatic data collection process by attaching the flash stereo camera from Section

3.1 to the wrist of a UR5 robot arm. The robot follows a circular trajectory around the

panicle as shown in Fig. 4.1, which results in 360◦ images of each panicle as illustrated

in Fig. 4.2. From all images taken, we spatially downsample to only consider images

Ii ∈ I and poses Ti ∈ T in the shape of a double ring, spaced 5cm apart, leaving
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Figure 4.1: 3D Reconstruction pipeline for the sorghum stalk.

roughly 85 images per panicle. A double ring was used because the camera field of

view could not capture the entire panicle height. We then use RAFT-Stereo [59]

to construct point clouds for each frame. Using Iterative Closest Point (ICP) on

segmented seeds, we construct a pose graph that is then optimized to create the final

high quality point cloud C. Lastly seed masks are combined between all images Ii ∈ I
to obtain a final seed count.

4.2.2 Instance Segmentation

Given a stereo-image pair, we acquire a 3D point cloud semantically labeled with

individual sorghum seeds. This is achieved through instance segmentation on 2D

images, and re-projecting the masks onto the 3D points. Because of the time-

consuming nature of hand-segmenting individual seeds, ten 1440 × 1080 sorghum

images across different species were used to train the network. To augment the

dataset and improve inference, each image was split into 120× 90 smaller tiles with

50% overlap. An ImageNet-1K pretrained CenterMask [52] network was fine-tuned

on the resulting data. Centermask was selected because it qualitatively outperformed

Mask R-CNN [36] on our dataset.

During inference, instance segmentation is performed on the 120× 90 tiles which

are then merged. Masks with low confidence scores are immediately dropped, as well

as masks that are at the boundary of the tiles. The remaining masks across tiles

are merged if the intersection over union (IOU) is high enough. If not, the higher

16



4. Sorghum Seed Counting

90◦ 90◦ 90◦

90◦ 90◦ 90◦

Figure 4.2: Example of a subset of images separated by 90◦ for both the top and
bottom rings.

confidence mask is chosen. After inference, seed masks are re-projected onto the 3D

point cloud.

In order to choose high-quality seed points, the re-projected seeds are filtered.

First, seeds where more than 15% of the segmented pixels have invalid disparity

are removed. Then, seeds which have more than 15% of their points dropped by a

radial outlier filter are discarded. The remaining seed points are used as semantic 3D

landmarks throughout reconstruction and counting, and the median point of each

seed cloud is treated as the seed center.

4.2.3 Global Registration

We jointly register point clouds of a sorghum panicle imaged from different viewpoints

via pose graph optimization [16]. One challenge is that the clouds are dense, and

ICP on the full cloud performs poorly due to bad correspondences, an example of

ICP falling into local minima. Instead, we choose a limited set of high-quality points
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in the cloud and run ICP only on those points, somewhat analogous to performing

optical flow on higher quality landmarks like SIFT features. The set of good seeds

from image Ii are used as node Pi in the pose graph. Edges are created between

neighboring frames by finding the local transform between the two point clouds of

seed centers using ICP. Pose graph optimization is then performed to refine the

final camera poses using the Levenberg-Marquardt algorithm [55]. An example of a

reconstructed panicle is shown in Fig. 4.3(b).

(a) (b) (c)

Figure 4.3: Example reconstruction results. (a) one of the original RGB images, (b)
the colorized point cloud, (c) zoomed view of the colorized point cloud at the stem,
mid-body, and tip. Some points of interest include the “8” on the stem label, and
the body outline which matches the RGB outline well.

We observe that using camera poses from arm kinematics to initialize ICP yields

poor results on the scale of seeds. This is due to error in extrinsic camera parameters,
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despite using a standard hand-eye calibration process. Hence, we refine the camera

pose priors by maximizing seed mask overlap. The seed masks of two neighboring

nodes Pi and Pj are projected into a common image frame, at the average pose

between Ti and Tj. We search for the pixel shifts that yield the maximum IOU of

seed masks as shown in Fig. 4.4. The No Shift Maximize ablation test in Fig. 4.14

shows that this IOU maximization improves reconstruction.

Figure 4.4: Matching mask structure with maximum IOU. Seed masks 1, seed masks
2, and their intersection are colored blue, yellow, and green in respective order.

4.2.4 Counting

In order to obtain a final seed count, we use the 3D model to ensure that a single

true seed segmented in multiple images will be counted only once. The following 3D

counting method performs this combination of 2D counts while handling the close

proximity of neighboring seeds, spurious detections, and noise in the point cloud.

First, 3D seed centers are clustered using density-based spatial clustering (DB-

SCAN) [23], as shown in Fig. 4.5(d). To count the seeds in each cluster, we adopt the

concept of 2D image smoothing and apply it to 3D point clouds. In image processing,

a 2D Gaussian filter smooths an image by calculating a weighted average around each

pixel’s neighborhood. We take this idea and extend it to 3D. In our method, each

seed center in the cluster is treated as a unit-impulse, and each impulse is smoothed

around a volume of space using a 3D Gaussian sphere. Areas of space near multiple

centers will have a higher density than those that are further away or near fewer

centers. An example of this density map can be seen in Fig. 4.6(c).

Once the density values are calculated for the cloud points, the final step to
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(a)

(b) (c)

(d) (e)

Figure 4.5: (a) An example of a final point cloud seed mask, (b) zoomed seeds, (c)
seed centers, (d) seed centers clustered with DBSCAN, and (e) final seed sites.

(a) (b)

(c) (d)

Figure 4.6: (a) Seed point cloud that has been put in a single cluster by DBSCAN, (b)
seed centers from individual images, (c) seed points weighted by seed-center density,
and (d) local maxima (pink) that have been chosen as seeds.
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calculate the number of seeds in each cluster is to find the local maxima within a

defined radius. This is a type of non-maximal suppression (NMS) on the density

values. Each local maximum corresponds to a unique seed and is treated as the

location of the seed’s center, as shown in Fig. 4.6(d). Once all local maxima are found

for each cluster, the total number of maxima becomes the final seed count. Fig. 4.7

gives an example of this seed-detection process on an entire panicle.

Figure 4.7: From the cloud of masked seed instances (left), we find detected seed
centers from all views (middle). After identifying maxima in the density cloud, the
final filtered seed positions are given (right).
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4.3 Unsupervised 3D Reconstruction Metric

Several prior works [113, 115] discuss quantitative reconstruction evaluation in the

absence of ground truth, but they require that the final output to evaluate against is

a mesh. Our reconstruction method produces a dense point cloud, so we developed

and validated a novel cloud-only rendering-based method for assessing reconstruction

quality in the absence of ground truth. We compare a small circle of pixels sampled

from an RGB image Ii ∈ I, centered on a sampled seed against a projected render of

the same seed made using the full reconstructed point cloud. A sampling function λ

is defined so that K seeds are sampled per image along the center of the vertical axis

where the projections are cleanest. This method experimentally indicates relative

levels of noise in the reconstructed point clouds by comparing rendered sections to

the original RGB images. Fig. 4.8 visualizes the point sampling process, and example

renders are displayed in Fig. 4.9.

To validate this framework, noise was purposefully introduced in the refined

camera poses after global registration when creating the reconstructed cloud. This

noise in the final transforms effectively simulates poor reconstruction quality. A

variety of comparisons were then run on pairs of RGB image patches and the

corresponding rendered patches. We evaluated all combinations of RGB/grayscale

and normalized/un-normalized patches with respect to their intensities, gradients,

and Laplacians. Example outputs can be seen in Fig. 4.9.

The two metrics that responded the best to the introduced noise were the mean-

squared error (MSE) on normalized grayscale gradients and the Structural Similarity

[108] (SSIM) on normalized grayscale Laplacians, as shown in Fig. 4.10. Two examples

of our image-to-render comparison with their corresponding MSE and SSIM scores

are shown in Fig. 4.11.

Our reconstruction quality metrics “αβ-MSE” and “αβ-SSIM” are defined as

follows. For each image, λ samples K seeds from Si, where Si are the seeds in image

Ii. For a sampled seed sik ∈ Si, the image patch αik and rendered patch of the point

cloud βik are generated, both of which are grayscaled and normalized. The MSE and

SSIM of αik and βik are calculated and then averaged over all seeds and panicles.
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(a) (b)

Figure 4.8: (a) RGB image of a sorghum panicle, where a single seed (highlighted in
red) has been selected by the sampling function λ. (b) Visualization of the render
projection, where a cone (blue) reaching out from the render origin selects only the
points around the chosen seed.
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RGB (original) Rendered from cloud Normalized RGB

Grayscale

Normalized GrayscaleGrayscale LaplacianGrayscale Gradient

Figure 4.9: Examples of the image operations that were explored when finding patch
comparisons most sensitive to reconstruction noise.

Figure 4.10: Response of chosen metrics to introduced noise. Noise took the form of
homogeneous transforms, with translational noise drawn from a Gaussian N (0, σ =
scale ∗ 0.4mm) and rotational angle noise drawn from a Gaussian N (0, σ = scale ∗
0.5mrad). After the random transforms the cloud was recalculated and rendered.
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MSE: 0.160, SSIM: 0.210

MSE: 0.823, SSIM: 0.053

Figure 4.11: Qualitative examples of the reconstruction metrics. On the left are
image patches, on the right are patches rendered from the reconstructed point cloud.
Patches are normalized so each channel has min/max values of 0/255.

MSEik =
1

N

∑
pixels

[
∇αik −∇βik

]2
(4.1)
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p

1

IK
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i
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MSEik (4.2)

SSIMik = SSIM
(
L
(
αik

)
,L
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1

P

∑
p

1

IK

∑
i

∑
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SSIMik (4.4)

Here ∇ is the image gradient, L is the image Laplacian, 1
IK

∑
i

∑
k∈λ(Si) indicates

an average over sampled seeds in all images, and 1
P

∑
p indicates an average over all

panicles.
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4.4 Experiments and Results

4.4.1 Dataset

Our dataset consists of stereo images of 100 sorghum panicles. There were 10 panicles

from 10 different species as seen in Fig. 4.12(a). To evaluate our proposed method,

we manually stripped panicles (Fig. 4.12(c)) and counted all seeds using an automatic

seed counting machine1 (Fig. 4.12(d)), which serves as ground truth. The process

of stripping seeds, removing husks, and counting took significant effort, on average

40 minutes per panicle, which reinforces the usefulness of an automated method for

yield estimation.

Random errors in the seed count include some lost seeds that fell off panicles

between image collection and hand-counting. Affecting the count in the opposite

direction, some unremoved husks were counted as seeds by the counting machine,

despite manual efforts to separate seeds from husks. We expect the effect on the

ground truth to be small. The stereo images, camera poses, human-labeled seed

segmentations, panicle weights, and ground truth seed counts can be found in our

dataset2. Fig. 4.13 provides an example of the images, depth data, and segmentation

results from our dataset.

4.4.2 Reconstruction Results

We assess the effectiveness of our approach with ablation tests using the reconstruction

metrics described in Section 4.3. Below references to “αβ-MSE” and “αβ-SSIM”

are referring to these specific operations on image and rendered patches. Note that

growing αβ-MSE (error) and dropping αβ-SSIM (similarity) both indicate a worse

match. Fig. 4.14 shows results of ablation tests on reconstruction quality.

1. Our Method : Our final method. All experiments below are modifications to

this approach. This had the best average αβ-MSE and αβ-SSIM scores.

2. No Shift Maximize: The mask overlap maximization discussed in Section 4.2.3

1Wadoy Automatic Seeds Counter, Sly-C
2High-Resolution Stereo Scans and Segmentation Data of 100 Sorghum Panicles at https:

//labs.ri.cmu.edu/aiira/resources/
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(a)

(b)

(c)

(d)

Figure 4.12: (a) 100 sorghum panicles from 10 different sorghum species. (b) Our
data collection system, a stereo camera attached to the UR5 robot arm. (c) Seeds
were manually stripped and (d) counted using a seed counting machine.

is not used. This resulted in a slight decrease in reconstruction quality.

3. No Final Optimize: The pair-wise ICP transformations discussed in Section

4.2.3 are still used to adjust cameras relative to the first frame, but the final

optimization is not applied.

4. Full-Cloud ICP : Instead of running pair-wise ICP on masked seed points,

ICP was run on the full point clouds. This test showed a significant drop in

27



4. Sorghum Seed Counting

Figure 4.13: Visualized example of the images, depth data, and hand-segmentations
in our sorghum dataset.

Figure 4.14: Noise metric results showing growing error and dropping similarity for
reconstruction experiments. The vertical bars are the 95% confidence intervals for
the mean of the per-panicle scores.

reconstruction quality.

5. Arm Kinematics : Views were combined using the arm kinematics, with no pose

optimization. Although kinematically reconstructed panicles could be used for
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applications like collision avoidance, they had the worst reconstruction scores

and could not be used for counting. Single seeds were clearly represented in

multiple 3D locations, “smeared” cylindrically around the panicle.

The best reconstruction results came from pose graph optimization using ICP on

points determined to be high-quality seeds. This did better than ICP naively done

using the full cloud from each image. Our hypothesis on why full-cloud ICP is worse

is that sorghum is very organic and complex, and picking out meaningful, high-quality

areas for ICP to operate on reduces the likelihood of ICP falling into local minima.

The required quality of reconstruction depends on the application. When using 3D

structure to identify overlaps in 2D segmentation, decreasing reconstruction quality

will lead to counting errors as identifications of the same seed drift apart in space.

4.4.3 Counting Results

As shown in Fig. 4.15, the count produced by our method has a strong linear fit

to the ground truth count, with an R2 of 0.875. The 10-fold RMSE using a 75/25

train/test split calculates an average prediction error of 295 seeds. There will always

be some error in non-destructive counts, since sorghum panicles have internal, hidden

seeds that cannot be seen from an outside view. The only way to expose all seeds is

to strip them off the panicles, a destructive and time-consuming process.

Another characteristic worth measuring for sorghum is its yield weight, which

represents a sellable quantity of the crop. The fit between count and seed weight

is still reasonably representative, with an R2 linear fit of 0.819 in Fig. 4.16, but it

fits slightly less well than seed count, likely due to variations in seed density across

panicles. The 10-fold RMSE using a 75/25 train/test split calculates an average

prediction error of 8.5 grams per panicle.

4.4.4 Benefits of 3D Data over 2D

In [48], it was shown that it is sufficient to take a 2D count of one side of an ear of

corn and scale that to a full kernel count. To test this, ears were rotated around

their long axis by 90◦ increments and imaged, and it was found that single-image

kernel counts had low variation because kernels were generally evenly distributed. In
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Figure 4.15: Fit between our method’s count (Computer Vision/CV Count) and the
ground truth count as described in Section 4.4.1.
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Figure 4.16: Fit between counted seeds and seed weight, which is the weight of seeds
after they have been stripped off a panicle and cleaned of husks.
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contrast, sorghum is more complex in shape, and therefore has more variation when a

full count is extrapolated from a single image. In Fig. 4.17 and Fig. 4.18 we compare

the predictiveness of 2D and 3D counts.

Figure 4.17: Comparison of 2D and 3D counts fit to ground truth. 2D count comes
from a single image per available panicle and has a lower R2 score, indicating worse
predictive performance for linear regression. The 10-fold RMSE for these 2D and 3D
counts are 353 and 204 respectively.

It may seem unfair to compare 2D and 3D extrapolation because 3D methods

have more data available (dozens of images vs. a single image), but it is important

to evaluate for hardware considerations. Getting images surrounding a plant for 3D

reconstruction is more costly in terms of system complexity, requiring the camera to

be actuated rather than fixed to a mobile base such as a tractor, so it is important to

assess what relative benefit the 3D method brings.

In order to test the extrapolation principle, we obtained 2D segment counts from

images spaced 90◦ apart. This was complicated by the fact that some panicles were

too tall to be captured in a single frame. To avoid trying to combine segmentation

counts from multiple images, we only use counts where the full panicle is visible in

four 2D views. 36 out of the 100 panicles met this criteria, enough to get a reasonable

representation.

As seen in Fig. 4.17, 3D counts have a significantly better linear fit to the ground

truth counts, with an R2 of 0.885 compared to 0.596 for 2D counts (sampled randomly

from the 90◦ separated views), demonstrating that 3D count is a better predictor of

the desired feature. The variation in 2D count within each panicle can be seen in

Fig. 4.18. There are significant variations in extrapolated counts within each panicle,
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often stretching to 20-40% of the ground truth value.

Figure 4.18: Variation across viewpoints among the 36 panicles, using a linear fit to
extrapolate from 2D count to an estimated full count. Linear fit parameters have
been recalculated to use all four 90◦ separated images per panicle instead of a random
one as in Fig. 4.17. R2 on the increased views was 0.634.

4.5 Discussion

One of the benefits of this approach is the integration of segmentation counts across

multiple 2D views, using the 3D model to determine which detections are unique.

Future detection and segmentation improvements could be folded in to improve

estimates while still getting the benefit of view combination. However, the use of

multiple views is an intensive process, and uses many images of each panicle. It would

be worthwhile to find the minimal image set that could reliably create a high-quality

model, reducing runtime and resource requirements. Dense panicle models could also

be put to other uses - in addition to extracting counts and volumetric information,

other phenotyping or health characteristics could be evaluated, perhaps based on
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color, or texture. The model could also be used to plan physical interactions between

robots and the modelled crop.

Although these images were captured in a lab setting, in-field image capture from

an arm mounted on a mobile base would also be possible. Because sorghum panicles

often grow close together, future work would have to be dedicated towards stalk

isolation through manipulation or model reconstruction without a full 360◦ scan. As

well, we took images with a black background to simplify color-based foreground

segmentation. To work in the field, the system would have to be able to reason about

which instances belong to the panicle of interest.
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Chapter 5

Apple Fruitlet Sizing and Growth

Rate Tracking

5.1 Motivation

Measuring growth rates of apple fruitlets is important because it enables farmers to

better control their annual yield. It is standard practice to thin apple trees to prevent

them from developing a pattern of alternative year bearing in order to produce a

more consistent yearly harvest. To predict the effect thinning application has when

applied to trees, the Fruitlet Growth Model developed by Greene et al. [30] is used to

determine how often farmers need to spray. The model takes into account the growth

rates of a subset of fruitlets over multiple days. The fruitlets with growth rates

greater than 50% of the fastest growing fruits are predicted to persist the thinning.

Farmers calculate the percentage expected to abscise and use this information to

determine when to apply thinning application. Therefore, increasing the sampling

size and producing more consistent measurements will lead to more accurate and

reliable yield predictions.

The sizing method most commonly used in practice involves identifying each

individual fruitlet, using a digital caliper to hand-measure sizes, and manually

entering the data into a spreadsheet so that growth rates can be tracked. We will

refer to this sizing process as the caliper method. The number of fruitlets typically
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sized using the caliper method lies in the range of high hundreds to low thousands.

Sizing is performed twice on each fruitlet per thinning application: once three to four

days after application, and again seven to eight days after application. Taking this

many hand-measurements is not only labor-intensive, but highly subject to human

error. It is inefficient and time-consuming for a human to record caliper readings

for hundreds to thousands of fruitlets across multiple days, making some farmers

hesitant to adopt the approach. Manually associating fruitlets across different days

is also very challenging; fruitlets are likely to have moved or fallen off, resulting in

them being mis-identified which negatively affects growth estimates. Moreover, using

calipers creates variability when measuring asymmetrically shaped fruit, leading to

inaccurate measurements which become more pronounced as different workers are

employed to collect data. As a result, there is a need to automate this process to

make sizing faster, more repeatable, and more accurate.

5.2 Sizing and Growth Rate Tracking

5.2.1 Tagging Methodology

The Fruitlet Growth Model requires growers to determine the number of trees and

the number of clusters per tree they want to size. A cluster is a group of fruitlets that

grow out of the same bud (Fig. 5.1), with typically two to six fruitlets per cluster.

The diameters of each fruitlet in every selected cluster are measured two to three

times per thinning application.

We hang AprilTags [77] next to each cluster to identify the selected fruitlets.

AprilTags were selected because they allow for fast cluster identification in computer

vision systems. They are easy to detect, and can be used as additional semantic

information for fruitlet association as demonstrated in Section 5.2.4.2. Each fruitlet

in the cluster is assigned a unique id for identification and tracking its size (Fig. 5.1).

5.2.2 Camera Setup

To facilitate data collection, we designed a custom setup that consists of the stereo

camera from Section 3.1 connected via USB to a laptop to save the captured images.
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Figure 5.1: An example of a fruitlet cluster. An AprilTag is hung next to the cluster,
and each fruitlet receives a unique id which is written on the back for identification.

A phone is mounted on the back and connected via USB-C to the same laptop to

allow the user to visualize and assess the quality of the images in real-time, as shown

in Fig. 5.2.

5.2.3 Fruitlet Sizing

Our apple fruitlet sizing pipeline is based on the one presented by Qadri [85]. Fruitlets

are detected, segmented, and sized by fitting an ellipse. The diameter of each fruitlet

is calculated using the baseline of the stereo camera, the minor axis of the fit ellipse,

and the extracted disparities. An overview of our system is shown in Fig. 5.3.

The main difference in our approach and the one in [85] is we replace the MADNet

[98] network with RAFT-Stereo [59]. We also replace the Faster R-CNN [86] network

with Mask R-CNN [36] to predict bounding boxes around all fruitlets in the image.

This is because Mask R-CNN can also be used for tag segmentation, as discussed in

Section 5.2.4.2, without requiring an additional network pass. Only the bounding

box classification head is used for fruitlet detection, and the mask segmentation head

is ignored. We use a customized detectron2 [110] Mask R-CNN implementation.
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(a) (b)

(c) (d)

Figure 5.2: (a) Hand-held flash stereo camera. (b) Phone is mounted and connected
via USB-C to display images to the user in real-time. Captured left (c) and right (d)
stereo images are shown.

Left Stereo Image

Right Stereo Image

Sized Fruitlets

Figure 5.3: Fruitlet sizing pipeline. Fruitlets are detected using Mask R-CNN
bounding box classification head and segmented using pix2pix. Ellipses are fit to the
segmented fruitlets and sized using disparity values extracted by RAFT-Stereo.
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To segment, we train a pix2pix [45] Conditional Generative Adversarial Network

(CGAN). Each individual bounding box is cropped and passed to the pix2pix generator,

which outputs a single segmentation mask for the fruitlet (Fig. 5.4).

The reason the proposed detection and segmentation networks are used, instead

of a single instance segmentation Mask R-CNN network, is because of the challenges

of obtaining labelled ground truth data, which is a common issue in agriculture

[2]. Hand-segmenting fruitlets for the required number of images to train is a time-

consuming task, and is difficult to outsource as a result of the required domain-specific

knowledge. It is more data-efficient to train a network to semantically label individual

fruitlets [85]. A CGAN architecture was chosen as the segmentation network because

CGANs have demonstrated previous success in operating in agricultural environments

[76, 80, 85]. As well, pix2pix qualitatively performed better than Mask R-CNN for

fruitlet segmentation when trained on low amounts of labelled data.

(a) (b) (c) (d) (e)

Figure 5.4: Segmentation of apple fruitlets. Detected fruitlets (a) are cropped (b)
and passed to the pix2pix generator which outputs a segmentation mask (c) and (d)
to be used for ellipse fitting (e).

An ellipse is fit to the segmented image following the process demonstrated in

Fig. 5.5. First, a binary threshold is applied to the pix2pix output. Next, the contour
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surrounding the segmented points is extracted. Lastly, an ellipse is fit using the

OpenCV [5] fitEllipse function, which uses a constrained least squares formulation.

The result is each ellipses’ canonical parameters, including the length of the minor

axis ma. The size is calculated as

size =
ma× b

d
(5.1)

where b is the baseline of the stereo camera and d is the max disparity value found

in a square region around the center of the segmented fruitlet. The derivation of

Equation 5.1 can be found in [85].

(a) (b) (c) (d) (e) (f)

Figure 5.5: Fruitlet ellipse fitting. The pix2pix output (b) is thresholded (c) and a
contour is fit around the segmented image (d). An ellipse is fit using the OpenCV
fitEllipse function to produce (e) and (f).
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Figure 5.6: Temporal fruit association network architecture. Local features are
mapped to deep vectors using visual and positional descriptor encoders, and the
result is concatenated with node classification scores and tag information to build
the initial node feature vectors. The feature vectors are updated through a series
of L alternating self and cross attention layers, and the result is passed through an
optimal matching layer to find the optimal partial assignment.

5.2.4 Temporal Fruit Association

While the system presented in Section 5.2.3 helps automate the fruitlet sizing process

by removing the need for hand caliper measurements, very little research has been

done to compare sizes across different days. As a result, human effort is still required

to determine which fruitlets in one image match to fruitlets in the other so that

growth rates can be properly tracked. This task is time-consuming and requires great

attention to detail. If we wish to move towards full automation of the fruitlet sizing

process, alternative solutions must be found.

It is challenging to accurately associate fruitlets in images taken on different days.

This is because the fruitlets may have moved, fallen off, or changed appearance,

and the images are unlikely to have been taken from the same camera pose. To

address these issues, we introduce a Graph Neural Network (GNN) [29] based system

for temporal fruit association. Given two images of the same cluster taken on

different days, the task is to identify which fruitlets in one image match to those in

the other. We use a GNN over traditional Convolutional Neural Network (CNN)

based architectures because CNNs assume the input to be a grid-like structure,

where convolutions are performed on neighboring pixels. This assumption does not

accurately represent fruitlet association as there is no guarantee of spatial locality

between fruitlets, especially across images. GNNs have shown impressive results when

operating on unstructured data, where node feature embeddings are propagated along
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edges in a process known as feature aggregation. They have successfully been applied

to multi-object tracking tasks [7, 105] and feature matching from different camera

poses [91, 92]. There have been several GNN architectures introduced [32, 49, 68]

each with their own unique feature aggregation methods designed for their desired

tasks. Particularly, Graph Attention Networks (GATs) [103] have gained a lot of

traction as they are more generalizable and are able to employ attention mechanisms

in order to assign importance to neighboring nodes without requiring knowledge

about the graph structure upfront.

To perform cluster association, we utilize an Attentional Graph Neural Network,

a type of GAT introduced by Sarlin et al. [91]. The main difference in our problem

formulation and the one in [91] is that instead of matching keypoints consisting of

single pixels, we are matching fruitlet detections which span multiple pixels. The

novelty in our approach lies in i) our local feature extractor (Section 5.2.4.3), which

extracts visual and positional descriptors from fruitlet and tag detections; ii) our

node feature vector initialization (Section 5.2.4.4), which encodes the local features

using CNNs and directly injects classification score and tag information onto the

resulting feature vector; and iii) our mechanism to apply loss to exclusively clustered

fruitlets (Sections 5.2.4.2 and 5.2.4.8) due to the difficulties in labelling ground truth

data. The temporal fruit association network can be seen in Fig. 5.6.

5.2.4.1 Formulation

Consider images A and B taken on different days with detected fruitlets FA and FB

belonging to the same cluster C. FA and FB have M and N fruitlets respectively,

index by A := {1, ...,M} and B := {1, ..., N}. The objective is to match fruitlets

in FA with fruitlets in FB. Similar to [91], each fruitlet must adhere to a set of

constraints: i) must have at most a single correspondence in the other image; ii)

may be unmatched as a result of fruitlets falling off, occlusions, missed detections, or

incorrectly detected fruitlets.

5.2.4.2 Detection, Segmentation, and Feature Map Extraction

An image I ∈ {A,B} of target cluster C is passed through a Mask R-CNN network

to detect fruitlet bounding boxes BI and detect and segment tags TI. As in Section
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5.2.3, only the bounding box classification head is used to detect fruitlets, whereas

the mask segmentation head is also used to segment the AprilTag. An additional

class output is added to identify fruitlets that belong to the imaged cluster. In other

words, the network identifies the clustered fruitlets FI by determining which bi ∈ BI

belong to C. This is necessary for three reasons: first, the Fruitlet Growth Model

requires only the fruitlets belonging to the tagged cluster to be measured; second,

our ground truth data contains only measured growth rates for clustered fruitlets;

and third, for network training it is infeasible to accurately label fruitlet matches for

every fruitlet in hundreds of images, and is it much more labor and time-efficient to

focus on only clustered fruitlets. An example of the AprilTag identification and Mask

R-CNN output can be seen in Fig. 5.7.

Fruitlets are segmented using pix2pix, and tag τ ∈ TI associated with C is

identified by AprilTag id. The resulting feature maps from the ResNet-101 [35]

Feature Pyramid Network (FPN) [58] are later used for local feature extraction

(Section 5.2.4.3).

Figure 5.7: Example fruitlet and tag detection. Fruitlets are classified as cluster (red)
or non-cluster (green). The cluster tag (orange) is identified by AprilTag id.
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5.2.4.3 Local Feature Extraction

Contrary to [91], whose local features are a combination of visual descriptors and

keypoint positions, we embed additional disparity and segmentation information onto

the keypoints. As a result, our local features consist of both visual and positional

descriptors. We denote AI = {BI ∪ τ} as the association set. For an ai ∈ AI with

visual descriptor di and positional descriptor pi, the local feature is (di, pi).

For each ai ∈ AI, visual descriptors di are constructed using the extracted feature

maps from Section 5.2.4.2 and the ROIAlign [36] operation. ROIAlign is used because

it is able to output a feature vector of fixed size regardless of the size of the detected

bounding box, while maintaining important semantic information. The feature map

at the appropriate pyramid level, determined by the bounding box size, is passed to

ROIAlign which outputs an R256×7×7 feature vector. To extract positional descriptors

pi, the disparities, segmentations, and x and y pixel locations of the bounding

boxes are normalized, stacked, and resized, resulting in an R4×64×64 positional vector.

Disparity values are used to allow the network to reason about 3D information in the

image, without requiring the need to re-project points onto 3D space. Segmentations

provide semantic information regarding which pixels in the bounding box are of

greater importance. A visualization of our local feature extractor is shown in Fig. 5.8.

FPN

disparities

ai

di

pi
rows
cols

Figure 5.8: Local Feature Extractor. The Mask R-CNN feature maps are cropped
and passed to ROIAlign to build the visual descriptor. Positional descriptors are
built by stacking the bounding box pixel locations with the cropped disparity values
and segmentations, and are resized to a fixed shape.
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5.2.4.4 Feature Vector Initialization

The local features for each detection consist of visual and spatial information across

multiple pixels. We use CNNs to both reduce the spatial dimensionality and embed

the information into deeper features. This allows the network to simultaneously

reason about both appearance and 3D position. The initial node feature vectors are

defined as
(0)xi = [CNNdenc(di) + CNNpenc(pi) ∥ si ∥ ti] (5.2)

where si is the Mask R-CNN cluster prediction score from Section 5.2.4.2 and allows

the network to reason about the importance node i. ti indicates if the node corresponds

to a fruitlet bi ∈ BI or tag τ . Directly injecting ti into the initial feature vector

enables the network to better reason about the spatial relationship between fruitlet

and tag nodes.

ti =

1, if ai ≡ τ

0, otherwise
(5.3)

5.2.4.5 Attentional Graph Neural Network

Drawing inspiration from [91], we build a multiplex graph [70] whose nodes are

ai ∈ {AA ∪AB} with initial feature vectors (0)xi ∈ (0)X. The graph has two types

of edges: self-edges Eself that connect all nodes to all other nodes from the same

image; and cross-edges Ecross that connect all nodes to all nodes from the other image.

Message Passing Neural Networks [26] are used to propagate information across edges.

For each layer ℓ ∈ {0, 1, ..., L}, the node feature vectors are updated as

(ℓ+1)xi =
(ℓ)xi +

(ℓ) MLP([(ℓ)xi∥mE→i]) (5.4)

where mE→i is the aggregation of messages arriving from edges {j : (i, j) ∈ E} with

E ∈ {Eself, Ecross}. Edges alternate each layer between Eself and Ecross, and each layer

ℓ has its own learned MLP.
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5.2.4.6 Self-Attentional Aggregation

Messages are aggregated using the Self-Scaled Dot Product Attention mechanism

presented in [102]. Scaled Dot-Product Attention is faster and more space efficient

than traditional additive attention, and has demonstrated great success in sequence-

based relational tasks. Following the notion of retrieval systems, for each edge

{j : (i, j) ∈ E}, queries qi are mapped against a set of keys kj to assign weights to

values vj. The message is then the sum of the weighted values

mE→i =
∑

{j:(i,j)∈E}

αijvj (5.5)

where αij is the softmax over query-key similarity scores

αij = Softmaxj(q
T
i kj) (5.6)

The queries, keys, and values are learned linear projections, with each layer having

its own projection parameters. Multi-head attention is used as presented in [102].

The final matching descriptors are calculated from learned linear projections

fAi = W ·(L) xA
i + b, ∀i ∈ A

fBj = W ·(L) xB
j + b, ∀j ∈ B

(5.7)

5.2.4.7 Optimal Matching Layer

Once final matching descriptors fAi and fBj are calculated, the partial assignment

problem must be solved. We use the same optimal transport method as [91] to solve

for the partial sum assignment matrix P ∈ [0, 1]M×N . A score matrix S ∈ RM×N is

built representing the pairwise score similarity of matching features

Sij =< fAi , f
B
j > , ∀(i, j) ∈ A× B (5.8)

where < ·, · > denotes the inner product. Dustbins are then added to allow for

the assignment of unmatched keypoints. The score matrix S is augmented to S ∈
R(M+1)×(N+1) by appending a new row and column filled with a single learnable
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parameter:

Si,N+1 = SM+1,j = SM+1,N+1 = z ∈ R (5.9)

We define the constraints for the augmented partial assignment matrix P as

P1N+1 = [1T
M N ]T

P1M+1 = [1T
N M ]T

(5.10)

where M and N are appended because each dustbin should have as many matches

as there are detections in the other set. We attempt to maximize the total score∑
(i,j) Si,jPi,j while satisfying the constraints in Equation 5.10. The above optimal

transport problem is solved using the Sinkhorn algorithm [18]. After T Sinkhorn

iterations, P = P1:M,1:N is recovered and fruitlet nodes FA and FB identified by the

Mask R-CNN class outputs are matched.

5.2.4.8 Loss

As a result of the Attentional Graph Neural Network and Optimal Matching Layer

being fully differentiable, partial assignment predictions can be backpropagated all

the way to the local features. Using the same negative log-likelihood loss as [91] with

ground truth matched labels M = {(i, j)} ⊂ A × B and unmatched labels I ⊆ A,

J ⊆ B, we calculate the partial assignment loss as

L =−
∑

(i,j)∈M

logPi,j

−
∑
i∈I

logPi,N+1 −
∑
j∈J

logPM+1,j

(5.11)

Unlike in [91], where datasets are created by applying homographies and each keypoint

is well-defined in either M , I, or J , our ground truth labels only consist of fruitlets

belonging to the target cluster. Therefore, M, I, and J only consist of clustered

fruitlet correspondences, and as a result not all nodes contribute to the loss.
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5.3 Experiments and Results

5.3.1 Dataset

5.3.1.1 Data Collection

Our dataset consists of stereo images taken of 252 clusters along with their caliper

measurements. The data was collected at the University of Massachusetts Amherst

Cold Spring Orchard. The clusters were evenly distributed between three apple

varieties of Fuji, Gala, and Honeycrisp. Each cluster was imaged on four different

days spread out over an eight day period: 05/18/2021, 05/21/2021, 05/23/2021, and

05/25/2021, which we refer to as Day 1, Day 4, Day 6, and Day 8 respectively. During

data collection, the clusters were tagged with an AprilTag, and each fruitlet was

assigned a unique id to track across multiple days. A human manually operated the

hand-held stereo camera (Fig. 5.2), collecting a sequence of images of each cluster

(Fig. 5.9). Data from 42 clusters was used to train the detection, segmentation, and

association networks. For the remaining 210 clusters, a single image from each cluster

per day was manually selected and used for evaluation. This was done to simulate a

human taking a single image in the field. Hand measurements were collected for each

cluster using a digital caliper (Fig. 5.10).

Figure 5.9: Example subset of an image sequence of a cluster captured in the field.

Taking measurements with hand calipers naturally results in random errors. This

is because measurements will vary as the caliper is rotated around the fruitlet as a

result of its asymmetrical shape. As well, the measurements depend on how tightly

the caliper is closed around the fruitlet, which can easily change across days. With no

exact quantifiable number to express this variation, we asked apple growers how much
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this measurement can vary. Their response was between 1-1.5mm for two separate

measurements of the same fruit taken on the same day. This is significant, as the

sizing process specified by the Fruitlet Growth Model begins when fruitlets are as

small as 6mm. This further demonstrates the need for alternative solutions.

Figure 5.10: Example hand caliper measurement of a fruitlet.

5.3.1.2 Annotation Labelling

To train the Mask R-CNN network, 600 images were labelled with bounding boxes

around every fruitlet and polygons around each tag. For the pix2pix network, 300

cropped fruitlets were hand-segmented with a binary mask. Both labelled datasets

were divided into training, validation, and test sets with a 70/15/15 split respectively.

When labelling bounding boxes, each fruitlet was classified as either a cluster or

non-cluster fruitlet to be used when training Mask R-CNN.

5.3.1.3 Association Labelling

To label the data used to train the fruitlet association network, a custom tool was

developed (Fig. 5.11). Two images of annotated fruitlets and tags on different days

are placed side by side, and the user matches the clustered fruitlets by assigning

ids. 400 images were labelled to train the network, and datasets were divided into

70/15/15 training, validation, and test splits.

Due to the limited size of the dataset, the data was augmented in several ways.

Images were randomly flipped horizontally, and labelled bounding boxes were randomly
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Figure 5.11: Custom tool for fruitlet association labelling. (a) Images of the same
cluster taken on different days are placed side by side with bounding boxes displayed
and clustered fruitlets outlined. (b) The user is able to select and assign matching
ids to each fruitlet in the cluster.

shifted and scaled without requiring the width-height aspect ratio to be maintained.

To make the network more robust to various graph structures, in each training batch

nodes were randomly dropped from the graph and cluster prediction scores randomly

shifted. Augmenting the data had a significant improvement on the performance of

our network, as demonstrated in Fig. 5.15.

5.3.2 Fruitlet Sizing

We evaluate our fruitlet sizing approach presented in Section 5.2.3. After all fruitlets

are sized, outliers are removed from both the caliper measurements and the outputs

from our pipeline using a Z-score threshold of 3. This was necessary to mitigate both

substantially incorrect caliper recordings and cases where the trained networks failed

to generalize. The number of outliers removed were less than 0.5% of all fruitlets

sized. The distribution of measured sizes using our computer vision sizing pipeline

(CVSP) and the caliper method (CM) are reported Fig. 5.12. and Table 5.1. While

the computer vision pipeline consistently produces slightly larger results on all days,

the growth trends are similar across the 8 day period.
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Computer Vision Sizing Pipeline
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Figure 5.12: Distribution of computer vision and caliper method measured fruitlet
sizes. The ”x” symbol indicates the mean and the horizontal line indicates the median.

CVSP Mean CVSP Med CVSP Std CM Mean CM Med CM Std
Day 1 6.41 6.25 1.45 5.45 5.30 1.21
Day 4 8.18 8.07 1.63 7.58 7.40 1.68
Day 6 9.32 9.29 2.15 9.01 9.10 2.19
Day 8 9.83 9.80 2.35 9.53 9.60 2.37

Table 5.1: Mean, median, and standard deviations (mm) of our computer vision
sizing pipeline and caliper measurements

Table 5.2 shows the mean absolute error (MAE) and the mean absolute percentage

error (MAPE) of the computer vision sizes compared against the caliper method.

The MAE is just over 1mm on Day 1, and remains under 1mm for the subsequent

days. As well, the MAPE is largest on the first day, and reduces as the fruitlets grow,

falling under 10% on Day 6. One possible reason for this is it is more difficult to

measure disparity values and segment smaller fruitlets. On the other hand, the errors

may stem from the inconsistencies in measuring ground truth. The size variations

from using calipers would have a more significant effect when the fruitlets are small.

The measurements produced by our method have a high correlation with the

caliper measurements, with an R2 score of 0.826 (Fig. 5.13).

The ultimate goal is to be able to measure fruitlet growth rates to determine when

thinning application should be applied. Fruitlets with growth rates less than 50% of

the fastest growing fruits are predicted to abscise [30]. Therefore, we evaluate our
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CM Mean (mm) MAE (mm) MAPE (%)
Day 1 5.45 1.04 21.3
Day 4 7.58 0.749 11.1
Day 6 9.01 0.691 8.67
Day 8 9.53 0.719 8.45

Table 5.2: MAE and MAPE of our CVSP compared to CM. Mean caliper measured
sizes are provided for reference.
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Figure 5.13: Linear fit between CM and CVSP measured sizes.

method’s ability to predict the percentage of fruitlets that will abscise and compare

the results to the caliper method. According to the Fruitlet Growth Model, fruits

should not be measured until they have a diameter of at least 6mm, and measurements

should be spaced three to four days apart. We select the date range of Day 4 to

Day 8 because both sizing and timing requirements are satisfied. The median growth

rate of the top 15% fastest growing fruitlets are used to determine the drop percent.

The results can be seen in Table 5.3. The computer vision method predicts that an

almost equivalent percentage of fruitlets will abscise, with less than a 1% difference

compared to the caliper method. This is what best demonstrates the effectiveness

of our approach. Growers could potentially draw the same conclusions about when
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to spray using our system as they would using the current method, and without the

need to manually size each fruitlet. Fig. 5.14 shows the distributions of growth rates

over the date range used. The distributions follow similar trends.

CVSP MFG CM MFG CVSP AP CM AP
Day 4-8 3.76mm 4.00mm 55.6% 54.8%

Table 5.3: Evaluation of growth rates measured using CVSP and CM. Abscise percent
(AP) is calculated using the median of the growth rates of the top 15% fastest growing
fruitlets (MFG).

Figure 5.14: Distribution of growth rates over Day 4-8. The green bar represents the
median growth of the top 15% fastest growing fruits. The orange bar indicates 50%
of this value which is used to calculate the abscise percentage.
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We assess the speed of our pipeline. Table 5.4 shows the distribution of sizing

times from image input to sizing output. We ran our evaluation on an NVIDIA

GeForce RTX 3070 GPU. The average processing time is approximately 4.34s per

image, with RAFT-Stereo consuming a majority of the time with an average of 4.05s.

The speed of RAFT-Stereo and hence our pipeline will be affected by the GPU used.

Mean (s) Med (s) Std (s)
RAFT-Stereo 4.05 4.03 0.144
Mask R-CNN 0.205 0.203 0.0198

pix2pix 0.0683 0.0650 0.0400
Sizing 0.0189 0.0184 0.00686
Total 4.34 4.32 0.152

Table 5.4: Runtimes of different CVSP modules.

We asked apple growers how long it usually takes to size fruitlets with calipers.

The response we received is that it requires a minimum of 30s per cluster. Based on

this preliminary study, our computer vision pipeline was able to size fruitlets 7 times

faster compared to hand caliper measurements. We plan to evaluate this performance

improvement on a larger scale in the future.

5.3.3 Temporal Fruit Association

We evaluate the performance of our temporal fruit association network. The precision,

recall, and matching scores are computed against the partial assignment matching

threshold and reported in Fig. 5.15. Matching score is the average ratio of correct

associations over the total number of fruitlets belonging to the target cluster. Our

network achieves strong performance, with a matching score of 95.1% at a matching

threshold up to 0.8. Qualitative examples can be seen in Fig. 5.17.

We also run ablation tests to prove the validity of our design choices. The matching

scores with varying match thresholds are reported for the following experiments:

i Cross-Day Fruitlet Association: Our primary method from Section 5.2.4.

ii Simple Positional Descriptor : Segmentation and disparity information is re-

moved from the positional descriptor pi, leaving only pixel spatial information.
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iii No Tag Feature Initialization: The tag information ti is not concatenated onto

the initial feature vector (Equation 5.2).

iv No Score Feature Initialization: The score information si is not concatenated

into the initial feature vector (Equation 5.2).

v No Data Augmentation: The data augmentation methods described in Section

5.3.1.3 are removed from training.

Figure 5.15: Left: precision, recall, and matching score for the temporal fruit associa-
tion network. Right: ablation study of our temporal fruit association network. Our
presented network achieves the highest matching score.

As demonstrated in Fig. 5.15, each of our design choices has a positive effect on

matching score. While embedding disparity and segmentation into the positional

descriptor leads to the greatest improvement, data augmentation and directly injecting

classification score and tag information into the node feature vector all provide

additional value, ultimately resulting in a matching score above 95%.

5.3.4 Automated Growth Tracking

We evaluate growth rates measured using a full end-to-end fruitlet growth measurement

pipeline (FGMP) and the caliper method across the Day 4 to Day 8 date range. The

growth measurement pipeline consists of both fruitlet sizing and association, for a fully

automated growth tracking system with no manual fruitlet identification. Outliers

are removed from both measurements using a Z-score threshold of 3, with the number

of outliers being less than 2.5% of the total measured growth rates. The results are
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shown in Fig. 5.16 and Table 5.5. Our end-to-end pipeline predicts approximately

the same number of fruitlets will abscise compared to the caliper method, with less

than a 3% difference. Apple growers would be able to draw similar conclusions about

when to spray using our automated approach that does not require any manual sizing

or fruitlet identification.

Figure 5.16: Distribution of growth rates over Day 4-8. The green bar represents the
median growth of the top 15% fastest growing fruits. The orange bar indicates 50%
of this value which is used to calculate the abscise percentage.

The association network took an average of 0.570s to process a pair of images

with a standard deviation of 0.0224s.
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FGMP MFG CM MFG FGMP AP CM AP
Day 4-8 3.89mm 4.00mm 57.6% 54.8%

Table 5.5: Evaluation of growth rates measured using FGMP and CM. Abscise percent
(AP) is calculated using the median of the growth rates of the top 15% fastest growing
fruitlets (MFG).

5.4 Discussion

We present an alternative approach to sizing and measuring the growth rates of apple

fruitlets. We have demonstrated that our computer vision-based method is able to

produce similar results as the current caliper method used in practice. Most notably,

we are able to predict similar abscise rates with only a single stereo image per cluster,

without any human effort required to label fruitlets or take caliper measurements.

The advantage our system brings is a faster and less labor intensive approach that

produces comparable results.

While our approach produces promising results, there is still work needed in order

to make it adoptable by growers. For one, it requires the use of a stereo camera that is

able to take quality images in light varying environments. We used our custom-made

illumination invariant camera system that is not freely available. As well, to process

results in real-time, a computationally sufficient device must be carried out in the

field and connected to the camera. This brings challenges as the wiring makes it

difficult to maneuver around the cluster. In an ideal scenario, lightweight models

small enough to run mobile devices would be used. While it is possible to replace

the backbone of Mask R-CNN with lightweight networks [43, 56], RAFT-Stereo still

requires sufficient computational resources. Alternatively, one advantage to our fully

automated approach is images can be collected and processed offline. This would

require connecting the camera to a device with sufficient memory capacity to save

the captured images to be processed at a future point in time.
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Figure 5.17: Examples of temporal fruitlet associations. Left column: correctly
associated fruitlets. Middle column: correctly associated fruitlets when a fruitlet is
either occluded or has fallen off. Right column: incorrect association examples.
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Chapter 6

Apple Fruitlet Sizing with

Next-Best-View Planning

6.1 Motivation

In Chapter 5, we presented a method for sizing apple fruitlets from images captured

using a hand-held stereo camera. Despite the significant time and labor improvements

compared to using calipers, the system is not fully autonomous as a human is required

to capture images in the field. In addition, the approach is limited to using only a

single image to size the fruit. It would be beneficial to combine information from

multiple views to handle the cases where not every fruitlet is fully visible from a

single camera pose. In this chapter, we address these issues by designing a robotic

system to autonomously capture images. This is achieved using a next-best-view

(NBV) planning approach. The NBV planner has to be able to reason about the

environment and determine where the end-effector should go to capture images that

will ultimately allow the fruitlets to be sized.

6.2 System Overview

An overview of our system can be seen in Fig 6.1. Our pipeline is composed of

two stages. In the first stage, NBV planning is used to capture images. Images are
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Figure 6.1: Overview of our next-best-view planning and sizing pipeline.

captured using the flash stereo camera as described in Section 3.1. The camera is

attached to the end of a 7 DoF robotic arm (Fig. 6.2) consisting of a UR5 and linear

slider [94]. When planning, the fruitlets are first segmented, then a point cloud of the

scene is extracted with region of interest (ROI) information. The viewpoint planner

then updates a dual-map representation of the environment, which is used to sample

candidate viewpoints and determine the next best pose for the end-effector based on

expected utility. A path is planned to the target pose using the MoveIt framework

[17] which is executed by the robot controller. The process repeats until the specified

planning duration is exceeded.

The second stage is apple fruitlet sizing, which is performed once viewpoint

planning is complete. To account for re-projection error resulting from sensor noise

and wind, all point clouds are globally registered using a robust estimation method.

Data association between images is then performed using Highly Connected Subgraph

Clustering [34] to account for outliers and spurious detections. Lastly, occlusion

boundaries are detected which are used to fit ellipses and size the fruitlets.

6.3 Next-Best-View Planning

6.3.1 Instance Segmentation

We replace the detection and segmentation networks from Section 5.2.3 with a single

Mask R-CNN [36] network. Because of the time-consuming effort required to label

ground truth data for segmenting fruitlets, training was performed in two stages. In

the first stage, only the bounding box predictor is trained with the mask head loss
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Figure 6.2: In-hand flash stereo camera [93] attached to a 7 DoF robotic arm [94].

set to 0. In the second stage, all weights are frozen except the mask head, which is

trained on a subset of fruitlets in each image. Example training images can be seen

in Fig. 6.3.

Figure 6.3: Left: Stage 1 - bounding box predictor trained on all fruitlets. Middle:
Stage 2 - mask head trained on a subset of fruitlets. Right: Example inference result
after training.
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6.3.2 ROI Point Cloud Extraction

We extract a point cloud semantically labelled with regions of interest using the

segmented fruitlets and estimated disparities. Disparity estimation is performed

using the RAFT-Stereo faster implementation [59]. This implementation significantly

reduced inference time from 4s to 0.7s compared to the one used in Section 5.2.3.

To reduce noise, the point cloud undergoes a two-stage filtering process. First,

a bilateral filter is used to smooth the depths while preserving edges. Second, we

apply a depth discontinuity filter presented in [95] to help mitigate the effect of

discontinuities on depth measurements.

6.3.3 Viewpoint Planner

Our viewpoint planner adopts ROI and attention-based mechanisms from previous

works in order to size smaller fruit. Sampling viewpoint targets in the vicinity of

known ROIs [66, 97, 112] has demonstrated strong results with regards to both map

coverage and sizing. In addition, Burusa et al. [8] showed that restricting attention

to specific plant-occupied regions of space when calculating information gain led to

improved results with regard to both reconstruction accuracy and speed.

In our implementation, viewpoint targets are sampled using a modified ROI

targeted sampling approach from [112]. Possible viewpoint candidates are then

evaluated using an attention-guided information gain formulation, and the viewpoint

with the maximum utility is selected as the next best camera pose.

Our viewpoint planner utilizes a dual-map representation of the environment in

the form of coarse and fine octrees. This representation allows us to significantly

speed up expensive ray casting operations resulting in more effective planning time.

6.3.3.1 Workspace and Sampling Tree Generation

Our viewpoint planner uses both workspace and sampling trees to generate viewpoint

candidates. The workspace tree defines the valid end-effector poses the robot is able

to reach, while the sampling tree identifies the areas of interest that viewpoint targets

should be sampled from. To generate the workspace tree, ten million randomly

generated joint configurations were sampled in simulation.
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Because fruitlets are sized in clusters, we need a sampling tree large enough to

encompass every fruitlet in the cluster, but not so large that it includes additional

fruitlet clusters. Restricting the size of the sampling tree is beneficial as it reduces

planning time and allows viewpoints to better capture the fruitlets of interest. We

autonomously generate our sampling tree by detecting the position of the target

cluster and fitting a sphere around it. This is an attentive spatial sampling approach

similar to the one used by [67] who fit spheres around pre-determined points of

interest. An example of the process can be seen in Fig. 6.4.

(a) (b) (c) (d)

Figure 6.4: Sampling tree generation example. (a) Original RGB image with AprilTag
hung near cluster. (b) Extracted point cloud with detected fruitlet centroids. (c)
Density map created by smoothing around centroids. (d) Sampling tree created from
density map local maxima and neighboring fruitlets.

To detect the target cluster, we improve upon our method used in Section 5.2.4

by utilizing 3D information. Similar to Section 5.2.1, an AprilTag is hung near the

cluster of interest. The position of the AprilTag need not be consistent across clusters,

as long as the desired cluster to be sized is the closest cluster to the tag. An initial

image is captured to detect the tag and surrounding fruitlets which are re-projected to

3D. Borrowing our approach from Section 4.2.4, we create a density map by treating

each fruitlet center as unit-impulse and applying a 3D Gaussian filter to smooth the

region of space around it. Cluster centers are found using local maxima, and each

fruitlet is assigned to the closest cluster based on its Euclidean distance.

The cluster whose local maximum is closest to the AprilTag is used as the target

cluster. The sampling tree is then constructed by fitting a sphere that encompasses
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all of the assigned fruitlets and is centered around the local maximum. To limit the

effect of possible incorrect assignments, the sphere radius is restricted to a maximum

of 4cm, a quantitative value measured when field testing.

The area spanned by the sampling tree is additionally used as the Attention Region

used to compute utility gain as described in Section 6.3.3.4. This is an improvement

over the method presented by Burusa et al. [8], who assume the location and size of

the attention regions are prior knowledge, which is not typically the case when sizing

unknown fruit.

6.3.3.2 Dual-Map Representation

State-of-the-art NBV planners in agriculture use expensive ray casting operations

to update their volumetric maps and calculate information gain. While popular

libraries such as Octomap [41] have been designed to speed up these operations

through optimized logic and multi-threading, they are still slow when performed

at millimeter-level resolutions. This is not ideal, as sizing apple fruitlets at lower

resolutions results in information loss due to the inability to accurately represent

regions of interest when sampling viewpoint targets and calculating information gain.

To overcome this, we use a dual-map representation. One limitation of previous

ROI-based planners is that they only use a single resolution map to represent the

environment. This is inefficient, as ROIs are usually confined to certain areas of space.

Instead, our planner maintains two maps of the environment: a coarse octree that

stores occupancy information at lower resolution, and a fine octree that stores both

occupancy and ROI information at higher resolution. The coarse octree spans the

entire observation space and is used to approximate the occupancy of voxels outside

the Attention Region, whereas the fine octree is restricted to within the Attention

Region and is used to identify which voxels are in the vicinity of the fruitlets of

interest. This allows the planner to more efficiently evaluate occupancy and occlusions

when motion and viewpoint planning while providing sufficient resolution to plan

around fruitlet ROIs. A visualization of our dual-map representation can be seen in

Fig. 6.5. To construct the coarse and fine octrees, we use the OctoMap framework [41]

and the ROI-extended implementation presented by Zaenker et al. [112] respectively.

When ray casting, for both updating the environment model and calculating
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Figure 6.5: Visualization of dual-map representation. Left: Coarse octree that stores
occupancy information and spans the entire observation space. Right: Fine octree
that stores occupancy and ROI information (green) within the Attention Region.

information gain, rays are cast through nodes in the coarse octree outside the

Attention Region, and the fine octree inside the Attention Region, as demonstrated

in Fig. 6.6. This significantly improves the computational cost of ray casting by

reducing the number of traversed voxels when using higher map resolutions.

Figure 6.6: Dual-map ray casting implementation. When ray casting, the coarse and
fine map are used outside and inside the Attention Region respectively

It is worth noting that because octrees inherently support multi-resolution plan-
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ning, this approach could be implemented using a single map. However, the downside

to using a single octree is that the resolution of the coarse nodes is restricted to a

multiplicative power of two of the resolution of the fines nodes. Because no nodes

are added to both the coarse and fine planning trees, maintaining two maps provides

more fine-grained control over the planning resolutions while adding a trivial amount

of additional overhead.

6.3.3.3 Viewpoint Sampling

Our viewpoint sampling method is inspired by ROI targeted sampling presented by

Zaenker et al. [112]. First, ROI frontier voxels within the sampling tree are identified

and used as target candidates. An ROI frontier is a frontier in the vicinity of a known

ROI, where a frontier is the region between an empty voxel and unknown space. To

determine ROI frontiers, the 6-neighborhoods of all ROIs are checked for free nodes.

For all resulting free nodes, their 6-neighborhoods are checked for unknown neighbors.

All free nodes that have at least one unknown neighbor are used as viewpoint targets.

For each viewpoint target, candidate viewpoints are sampled from a partial

Fibonacci sphere centered around the target within a specified sensor range. The

direction of each viewpoint is oriented towards the target. Viewpoints with positions

that do not lie within the workspace tree are discarded.

6.3.3.4 Viewpoint Evaluation

Once all candidate viewpoints are sampled, their estimated information gain (IG) is

calculated. For each viewpoint, multiple rays spanning the field of view of the camera

are cast from the viewpoint along the direction towards the target using both the

coarse and fine planning trees, as described in Section 6.3.3.2. Rays terminate when

they encounter an occupied voxel or exceed a maximum distance.

Our IG metric is an attention-guided version of the Unobserved Voxel IG presented

by [112]. To apply our attention mechanism, the IG for ray r ∈ R depends on the

number of unknown voxels along the ray that lie in the Attention Region NA,u,r. The

IG of the ray is NA,u,r divided by the total number of nodes along the ray that are

inside the Attention Region NA,r. Unknown voxels outside the Attention Region

do not contribute. The final IG is averaged across all rays. This attention-based
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approach ensures that only unknown voxels that lie within our sizing area of interest

contribute to the IG, which results in more informative planning. Equations 6.1,

6.2, 6.3, 6.4, and 6.5 describe how the information gain for a viewpoint is calculated,

where Xr is the set of voxels traversed by ray r, and A is the set of voxels that lie

within the Attention Region. A visualization for a single ray is provided in Fig. 6.7.

I(x) =

1, if x = unknown

0, otherwise
(6.1)

NA,r =
∑

x∈Xr∩A

1 (6.2)

NA,u,r =
∑

x∈Xr∩A

I(x) (6.3)

IGr =


NA,u,r

NA,r
, if NA,r > 0

0, otherwise
(6.4)

IG =
1

|R|
∑
r∈R

IGr (6.5)

Figure 6.7: Attention-guided information gain formulation for a single ray. Only
unknown voxels inside the Attention Region contribute to the information gain.

We also compute a cost C to move to the viewpoint, which is the Euclidean

distance between the current camera position and the position of the viewpoint. The
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Algorithm 1 Viewpoint Planning
Parameter: ut

1: for Planning Duration do
2: rs = roiTargetSample();
3: hs = makeHeap(rs);
4: while hs ̸= ∅ and peek(hs) > ut do
5: vp = pop(hs);
6: if moveToPose(vp) then
7: break;
8: end if
9: end while

10: end for

cost is scaled by a constant α. The Euclidean distance is used as a cost approximation

because computing the joint trajectory for every viewpoint is time-consuming. The

final utility of the viewpoint is

U = IG− α · C (6.6)

6.3.3.5 Viewpoint Selection

Our viewpoint planning algorithm is described in Algorithm 1. Viewpoint candidates

are sampled using ROI targeted sampling. A max-heap is created from the viewpoints

with order determined by their utility value from Equation 6.6. The planner iterates

through the heap until a viewpoint is found with a utility greater than a pre-determined

threshold and that the motion planner can find a successful path to. If no viewpoints

are left in the heap, new viewpoints are sampled. The process of viewpoint planning

and capturing images repeats until the desired planning duration is exceeded.

6.4 Apple Fruitlet Sizing

Sizing is performed once next-best-view planning is complete. This is advantageous

as it allows us to use information from all extracted segmented images and point

clouds. The sizing pipeline consists of four stages, as depicted in Fig. 6.1. First, to

account for sensor noise and wind, point clouds are globally registered using a robust
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estimation method. Next, fruitlet detections are associated across images using a

graph clustering approach. Lastly, occlusion boundaries are found, and ellipses are fit

to the least occluded fruitlets which are used to calculate size.

6.4.1 Global Registration

In each frame, there is an offset in the re-projected point cloud as a result of both

sensor noise and wind, as visualized in Fig. 6.8. Qualitatively, we have observed

translational shifts in the points clouds typically within the range of 3-5mm, but up

to as large as 1cm. While this error may be negligible for larger fruit, is is non-trivial

when sizing apple fruitlets, which are often only a few millimeters apart.

(a) (b) (c)

Figure 6.8: Point cloud offset example. Images (a) and (b) with similar camera poses
have a noticeable offset in the point clouds (c) as a result of sensor noise and wind.

Using standard methods for point cloud registration, such as Iterative Closest

Point between frames, will often fail as a result of the sparse viewpoints and lack of

similar structure in the point clouds. Similarly, directly solving for partial assignment

using methods such as the Hungarian Algorithm [51] will not work because not every

fruitlet is detected in every image due to occlusions.

To globally register the point clouds, we adopt a robust estimation approach.

Robust estimation is a popular method used in Simultaneous Localization and
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Mapping to reduce the effect of outliers in the assumed model. In our case, outliers

represent inconsistent detections across images as a result of occlusions and false

positive detections. In our approach, we use robust estimation to globally register all

point clouds simultaneously, instead of frame by frame. This produces more reliable

results as fruitlet detections across the span of all images are more consistent than

between individual frames.

We formulate the task as a nonlinear least-squares problem. The objective is

to find a transformation Ti for each frame i ∈ {1, ..., N} that correctly aligns the

re-projected point cloud Pi. For each image Ii, the centroid cij ∈ R3 of every fruitlet

sij ∈ Si, j ∈ {1, ...,Mi} is calculated by taking the mean x, y, and z coordinates of the

re-projected segmentation masks. Our objective is to find the set of transformations

T = {T1, ...,TN} that minimizes

minimize
T

1

2

N∑
i=1

N∑
j=i+1

Mi∑
k=1

Mj∑
l=1

ρ(||Ticik −Tjcjl||2) (6.7)

where ρ is the robust kernel that we select to be a scaled arctan function as

presented in Equation 6.8. The optimization problem is solved using a trust-region

reflective algorithm [6, 9] with transformations initialized as the camera poses.

ρ(x) = α · arctan
(x
α

)
(6.8)

After solving for the new transformations T, the point clouds correctly align, as

shown in Fig. 6.9.

6.4.2 Data Association

After globally registering the point clouds, we can associate the fruitlet detections

across images. We need the association method to be robust to spurious and missed

detections. To accomplish this, we utilize Highly Connected Subgraph (HCS) clus-

tering [34]. HCS clustering is a recursive graph-clustering method that partitions

a graph into subgraphs by taking the minimum cut. If the number of edges in the

minimum cut is greater than half the number of nodes in the graph, the graph is

determined to be highly connected and is a cluster. Otherwise, the edges in the

minimum cut are removed, and the process repeats for each new subgraph.
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Figure 6.9: Re-projected point clouds before (left) and after (right) global registration.

We construct a graph G(V,E) consisting of nodes V and edges E. We treat the

world-transformed centroid of each detected fruitlet in each image as a node.

V = {Ticij,∀ i ∈ {1, ..., N} and j ∈ {1, ...,Mi}} (6.9)

And edge eij is created between nodes vi and vj if i) the detections corresponding

to the centroids are from different images, and ii) the euclidean distances between

the nodes is less than a threshold τ .

E = {eij∀ i, j s.t. Im(i) ̸= Im(j) ∧ ∥vi − vj∥ ≤ τ} (6.10)

Im(i) represents the image corresponding to node vi. The first edge requirement

enforces that two detections in the same image cannot associate to the same fruitlet.

The second edge requirement creates asymmetry in the graph and enforces only

reasonable associations. We then cluster the graph using HCS clustering as described

in Algorithm 2. Each resulting cluster represents a fruitlet association. Visualizations

can be seen in Fig 6.10 and Fig. 6.11.

6.4.3 Occlusion Detection and Ellipse Fitting

To determine the best image to use to size each fruitlet, we estimate their occlusion

boundaries. This is done using the contours of the segmented fruitlets and the depth
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Algorithm 2 Highly Connected Subgraph Clustering (HCS)

Parameter: G(V,E)

1: (H,H,C) = MINCUT (G)
2: if G,C is highly connected then
3: return G
4: else
5: return HCS(H) ∪HCS(H)
6: end if

(a) (b) (c)

Figure 6.10: HCS Clustering example. Point cloud of centroids (a) are used to build
the graph (b) consisting of false detections (grey). HCS clustering removes the false
detections (c) and each subgraph represents an associated fruitlet across images.

Figure 6.11: Data association example. Each color represents the same fruitlet
associated in different images.
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images. For every pixel in each contour, its 2D normal is calculated in the direction

opposite the fruitlet center. The depth values are compared for a specified window

size along both directions of the normal. If the depth values along the direction of the

normal are smaller, the pixel is determined to be an occlusion boundary. An example

can be seen in Fig. 6.12. Due to the close proximity of the fruitlets and the noise

in the depth maps, it is challenging to precisely detect which pixels lie at occlusion

boundaries. This approximation provides reasonable performance for our application.

Figure 6.12: Occlusion detection example. Top - occlusion boundaries (red) are
detected for each fruitlet in the cluster. Bottom - the least occluded images of each
fruitlet are used to fit an ellipse and estimate size.

The least occluded fruitlet from a given association across all images is used to

size. This is determined by calculating the ratio of occluded pixels to the number

of pixels in the contour. An ellipse is fit to the unoccluded pixels, and the size is

calculated using the same method as described in Section 5.2.3. A visualization can
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be seen in Fig. 6.12.

6.5 Simulated Experiments and Results

6.5.1 Environment

For simulation, we use a Gazebo [50] simulated environment. Fruitlets are modelled

as ellipsoids and each fruitlet in a cluster is assigned a unique color, as shown in

Fig. 6.13. The different coloring of the fruitlets is used only for instance segmentation

and has no effect on data association.

Figure 6.13: Example 7 Dof robotic arm and fruitlet cluster in simulated environment.

Images are captured using a simulated RGB-D camera, and fruitlets are segmented

by HSV thresholding. A distance threshold is additionally applied to separate different

instances of the same color belonging to different clusters.

The reason an RGB-D camera is used in simulation is because of the difficulties in

obtaining accurate disparity information from stereo images in simulated environments.

The lack of texture on the ellipsoids makes it difficult to estimate disparity using

classic stereo matching methods such as SGBM [39], and the simulated data is too

far out of distribution for deep learning-based stereo matching networks. For the

purposes of simulation, it was much simpler to use an RGB-D camera, where we

could add random noise to the depth image to better replicate the behavior of using

stereo in the real-world.

Similarly, we used the different coloring of fruitlets to make instance segmenta-

tion more straightforward. This was a simpler approach than training an instance
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segmentation network on simulated data, and was more robust than applying color

detection and clustering on single colored fruits due to the injected noise in the depth

images. This is a fair design choice because the focus of this work is not dedicated

towards instance segmentation in simulation.

6.5.2 Dataset

Experiments in simulation were performed on synthetic apple trees. Three different

structural topologies with varying levels of foliage were created using SpeedTree1 and

imported into Gazebo. For each tree, 16 trials were run with randomly generated

clusters for a total of 48 trials. Clusters were randomly generated with 3-6 fruitlets

and varying poses. The sizes of the fruitlets were also generated at random with

diameters ranging from 7mm-14mm. For each trial, a single cluster is selected and

simulated AprilTag hung in near proximity to it, as shown in Fig. 6.14.

Figure 6.14: Example simulated tree and cluster.

1www.speedtree.com
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6.5.3 Sizing Results

We assess the effectiveness of our viewpoint planner with ablation tests and comparing

it to a slightly modified version of the planner presented in [112]. All planners were

given a combined planning and execution time of two minutes to move around the

world and capture images. The methods evaluated include

1. Fruitlet Viewpoint Planner (FVP): Our method as described in Section 6.3.3.

Coarse and fine octree resolutions of 1cm and 3mm were used.

2. Single Map Fruitlet Viewpoint Planner (SM-FVP): The dual-map representation

of the environment from Section 6.3.3.2 was removed and replaced with a single

octree of 1cm resolution.

3. Non-Attention-Guided Fruitlet Viewpoint Planner (NAG-FVP): The attention

mechanism used to calculate information gain, as described in Section 6.3.3.4, is

removed. This is achieved by redefining A in Equations 6.2, 6.3, and 6.4 as the

set of all voxels. All unknown voxels along the ray contribute to the information

gain. Coarse and fine octree resolutions of 1cm and 3mm were also used.

4. ROI Viewpoint Planner (RVP): The ROI Viewpoint Planner presented by

Zaenker et al. [112]. The planner was slightly modified to sample viewpoints

using only ROI targeted sampling. Exploration sampling was removed because

it was unnecessary due to the small volume defined by the sampling tree. An

octree resolution of 1cm was used. This method is equivalent to removing both

the dual-map representation and the attention-guided utility as described by

SM-FVP and NAG-FVP. Note that our sizing method from Section 6.4 is still

used rather than the one presented in [112].

We report the match percent (MP), which is the total percentage of fruitlets

that can be matched with ground truth. In addition, we compare the mean absolute

error (MAE) and mean absolute percentage error (MAPE) between the measured

and ground truth sizes. We also record the rounded mean number of images (RMNI)

captured using all planners. The results can be seen in Table 6.1.

MAE =
1

N

N∑
n=1

|measured− gt| (6.11)
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MAPE =
100

N

N∑
n=1

|measured− gt|
gt

(6.12)

FVP (ours) SM-FVP NAG-FVP RVP
MP (%) 95.8 90.7 87.5 95.4

MAE (mm) 0.613 0.834 0.983 0.841
MAPE (%) 6.17 8.33 9.92 8.36

RMNI 6 7 6 7

Table 6.1: Simulated match percent, mean absolute error, mean absolute percentage
error, and rounded mean number of images for all planners.

Our FVP achieves the highest match percent and lowest mean absolute and mean

absolute percentage errors compared to all ablations. Our planner is able to size

95.8% of fruitlets, and achieves a mean absolute percentage error of 6.17%.

Analyzing the ablations, SM-FVP and RVP were able to capture more images on

average. This is expected, as casting rays through the fine octree at 3mm resolution

slows down computation compared to using only a single octree at 1cm resolution.

NAG-FVP achieved the worst results across all metrics. This is because of the

additional computation required to maintain the fine map without the benefits of

attention-guided information gain.

In addition, there is a trade-off between the SM-FVP and RVP. The RVP is able

to size more fruitlets compared to SM-FVP, but has slightly larger mean absolute

and mean absolute percentage errors. This could be explained by the RVP being

encouraged to explore more, as voxels outside the Attention Region contribute the

information gain. Because SM-FVP applies the attention mechanism, it is incentivized

to more accurately explore previously detected ROIs inside the Attention Region.

Regardless of the benefits of SM-FVP and RVP, our FVP effectively demonstrates

that, despite capturing fewer images on average, combining a dual-map representation

with attention improves results.

We also plot the linear fit between the measured and and ground truth sizes in

Fig. 6.15. Our FVP achieves the highest linear fit with an R2 score of 0.907. SM-FVP,

NAG-FVP, and RVP all achieve R2 scores of 0.824, 0.746, and 0.767 respectively.
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Figure 6.15: Linear fits between simulated ground truth and predicted sizes.
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6.6 Real-World Experiments and Results

6.6.1 Dataset

Real-world experiments were conducted at the University of Massachusetts Amherst

Cold Spring Orchard. The robotic system presented in Section 6.2 was used to size

30 McIntosh apple clusters on 05/22/2023 using our Fruitlet Viewpoint Planner as

described in Section 6.5.3. Caliper measurements were also recorded to be used as

ground truth. The instance segmentation network from Section 6.3.1 is trained using

600 stereo images of Fuji, Gala, and Honeycrisp clusters taken on previous field tests.

6.6.2 Sizing Results

We report the match percent (MP), mean absolute error (MAE), and mean absolute

percentage error (MAPE) between the measured and ground truth sizes, shown in

Table 6.2. In addition, the linear fit between the ground truth and measured sizes

can be seen in Fig. 6.16.

FVP (ours)
MP (%) 88.1

MAE (mm) 0.811
MAPE (%) 7.24

Table 6.2: Real-world match percent, mean absolute error, and mean absolute
percentage error for our FVP.

Our Fruitlet Viewpoint Planner demonstrates impressive results on the real-world

experiments. The planner achieves a mean average percentage error of 7.24% and an

R2 score of 0.909 between the predicted and caliper-measured sizes.

In addition, 88.1% percent of fruitlets were able to be matched to ground truth

and sized. While this is a strong result, it could be improved. Through qualitative

inspection, many missed instances were a result of the Mask R-CNN network missing

detections. This is likely because no McIntosh apples were used in the training or

validation sets. With additional training data the performance on this metric would

likely improve.
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Figure 6.16: Linear fit between caliper-measured and predicted sizes for our FVP.

6.7 Discussion

We present an approach to autonomously capture images and size apple fruitlets using

next-best-view planning. Our Fruitlet Viewpoint Planner produces measurements

with a strong linear fit to hand caliper measurements, and our global registration

and data association methods are robust to wind, sensor error, and false positive and

negative detections. One of the benefits of our system is that it could extend beyond

sizing apple fruitlets. The proposed methods could also be used to phenotype other

young fruit of comparable size, allowing growers to make more informed decisions for

a variety of downstream tasks.

Our method could also be adapted to integrate global viewpoint coverage to size

multiple clusters of fruit at a time. Instead of using an AprilTag to identify a cluster,

global broad scans of trees could be performed to identify high-density fruit regions

using the method described in 6.3.3.1. Our viewpoint planner could then be used to

capture finer coverage of each region. To achieve this, our dual-map representation

could be extended to include multiple fine octrees and Attention Regions.
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Chapter 7

Conclusions

It is challenging to non-destructively phenotype smaller crops in agriculture. By

leveraging semantic information in the form of seed centers, segmentations, and

volumetric regions of interest, we were able to improve the tasks of global registration,

temporal fruit association, and viewpoint planning to non-destructively phenotype

smaller grains and fruit within the context of three applications:

• Chapter 4 presented an end-to-end pipeline to create an accurate 3D model

of a sorghum panicle, which in turn is used estimate seed count. To evaluate

our model without ground truth, we introduced an unsupervised point cloud

reconstruction metric. The linear fit between counts generated from our model

and ground truth were well-correlated, with an R2 of 0.875.

• Chapter 5 presented a method to size and track growth rates of apple fruitlets

from single images collected with a hand-held stereo camera. Sizing was

performed by segmenting and fitting ellipses to the fruit, and semantic feature

maps were used as part of an Attentional Graph Neural Network to associate

fruit detections across days. Our sizing pipeline was able to produce comparable

sizes to using hand calipers, achieving a linear fit with an R2 score of 0.826, but

with a 7 times improvement in speed. More importantly, our full end-to-end

growth measurement pipeline was able to predict abscise rates within 3% of the

caliper method. This demonstrates that our method would allow apple growers

to draw similar conclusions about when to apply chemical thinners to crops
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without the need to manually size or associate the fruit.

• Chapter 6 presented a next-best-view planning method to make the sizing

process fully autonomous, along with a data association approach that is ro-

bust to sensor noise and wind. We show in simulation that our dual-map

and attention-guided next-best-view planner outperforms all ablation tests

and a state-of-the-art ROI planner. As well, our next-best-view planner and

sizing pipeline demonstrate strong results in real-world experiments. The sizes

produced by our method achieve a mean absolute error and mean absolute

percentage error of 0.613mm and 6.17% respectively compared to caliper mea-

surements. 88.1% of fruitlets are able to be sized, and the measurements achieve

an R2 score of 0.909 against ground truth.
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Chapter 8

Future Work

For sorghum modelling and seed counting, future work needs to be dedicated to getting

the pipeline working in the field. Our images were captured in a lab setting with a

black cloth surrounding the panicle, making the tasks of imaging and segmentation

easier. To successfully capture a 360◦ ring of images, the robot would have to be

able to either navigate around or manipulate the neighboring panicles in the field.

Alternatively, our proposed modelling and counting methods could be adapted to work

with partial surface coverage of the panicle. Additionally, more intelligent methods for

target-stalk identification and both background and foreground segmentation would

need to be integrated in order to use the target seed centers as semantic landmarks.

For apple fruitlet sizing, sizing is still performed using the least occluded image.

Valuable information is lost from the images that are not used to size. It would be

beneficial to combine information from multiple images to create a 3D model of an

apple fruitlet. This could be achieved by fitting 3D shapes such as quadrics to the

globally registered and associated point clouds. As well, we only size one cluster at a

time, and require that the AprilTag be present in the original image. Future work

could be dedicated towards autonomous exploration, where multiple fruitlet clusters

are found in high-density regions and are appropriately sized using our next-best-view

planning approach.
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[12] N Chebrolu, F Magistri, T Läbe, and C Stachniss. Registration of spatio-
temporal point clouds of plants for phenotyping. PLoS ONE, 16(2), 2021. 2.1,
2.4

[13] Nived Chebrolu, Philipp Lottes, Alexander Schaefer, Wera Winterhalter, Wol-
fram Burgard, and Cyrill Stachniss. Agricultural robot dataset for plant
classification, localization and mapping on sugar beet fields. The Inter-
national Journal of Robotics Research, 36:027836491772051, 07 2017. doi:
10.1177/0278364917720510. 2.1
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