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ABSTRACT

Control Barrier Functions (CBFs) have emerged as a powerful theoretical tool
for designing controllers with provable safety guarantees. This work presents a
novel methodology that leverages CBFs to synthesize controllers for the prob-
lem of protecting a high-value unit from inadvertent attack by a group of non-
cooperative agents using defending robots. Specifically, we develop a control
strategy for the defending agents that we call “dog robots” to prevent the non-
cooperative agents, i.e., a flock of “sheep agents” from breaching a protected
zone. The sheep agents have no knowledge about the presence of the high-
value unit and follow flocking dynamics to reach their goal. We take recourse
to CBFs to pose this problem and exploit the interaction dynamics between the
sheep and dogs to find dogs’ velocities that result in the sheep getting repelled
from the zone.

Furthermore, we address a crucial limitation of existing CBF-based con-
trollers that usually fail to respect the control input’s limits, resulting in un-
desirable outcomes. Imposing these limits by capping the control input could
compromise the safety guarantees offered by CBFs, and incorporating them as
constraints in the optimization process often leads to infeasibility. To overcome
these challenges, we propose a two-step cascaded optimization method. We pa-
rameterize the CBF and then compute their values that ensure that CBFs yield
solutions, if they exist, within the control limits without compromising safety
or feasibility. The performance and efficacy of our cascaded control approach
are thoroughly evaluated through extensive simulations in the aforementioned
multi-robot scenarios. We also experimentally demonstrate all the above al-
gorithms using Khepera IV robots in a laboratory environment. Overall, this
work contributes to advancing multi-robot coordination by providing a frame-
work built on Control Barrier Functions, offering provable safety guarantees
while addressing crucial challenges in controller design.

Keywords: Control Barrier Functions, Multi-Robot Coordination, Con-
trol Input Limits, Cascaded Optimization, Non-Cooperative Herding, Hetero-
geneous Swarm Control.
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Chapter 1

Introduction

1.1 Motivation

The rapid advancements in multi-robot systems (MRS) have led to their widespread

deployment in real-world scenarios to address various practical challenges. These

systems offer advantages such as fault resilience and distributed information

gathering, making them indispensable for a wide range of applications [1, 2, 3].

Within the domain of MRS, significant efforts have been dedicated to develop-

ing control algorithms that enable multiple robots to collaborate effectively to

achieve collective objectives. These algorithms, characterized by local interac-

tions, collision-free motions, and emergent collective behaviors, have proven to

be highly successful in various team-level tasks [4, 5, 6].

In this thesis, we delve into an intriguing aspect of multi-robot systems,

exploring the perspective of an external agent overseeing a group of robots

engaged in a task. Specifically, we focus on scenarios where one group of

robots serves as defenders, entrusted with safeguarding a high-value unit from

an adversarial group referred to as the ”sheep agents.” The defenders face a

formidable challenge as they cannot exert direct control over the adversarial

agents. Instead, they must tactically leverage their interaction dynamics to

influence the sheep agents’ behavior and prevent them from breaching a desig-

nated protected zone.

The motivation behind this research stems from the need to address secu-

rity and safety concerns in complex environments where high-value units require

protection from potential threats posed by adversarial groups. Achieving suc-

cessful defense in such scenarios is challenging and necessitates innovative con-

trol strategies. Key challenges to be addressed include the non-collocated na-

ture of control, where defenders lack direct control over the adversarial agents,

and the underactuated control problem that arises when the number of defend-
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ers is insufficient compared to the adversarial agents.

1.2 Contribution

This thesis aims to contribute novel solutions to the aforementioned challenges

by proposing a control strategy based on control barrier functions to guide the

defenders, referred to as ”dog robots,” in preventing the adversarial ”sheep

agents” from breaching the protected zone. The core of our approach involves

formulating the control problem as a Quadratic Programming (QP) task to

determine the optimal velocities for all dog robots, thereby orchestrating their

collective actions strategically.

One notable feature of our proposed approach is its versatility, allowing

for the simultaneous inclusion of multiple protected zones by augmenting con-

straints on the dog robots’ velocities. This enables the defenders to safeguard

several high-value units efficiently.

To establish the feasibility and effectiveness of our strategy, we provide

theoretical proofs for the one dog/one sheep case, demonstrating the provably

correct velocities for this scenario. Additionally, we present empirical results

from extensive simulations, showcasing the success of our approach in scenarios

involving multiple dog robots and numerous sheep agents. Furthermore, we

validate our control strategy through real-world experiments, demonstrating

the ability to protect multiple zones with multiple dog robots.

1.3 Summary

In summary, this thesis focuses on controlling a group of defending robots in a

multi-robot system to safeguard high-value units from adversarial agents. We

propose a control barrier approach, formulated as a Quadratic Programming

problem, to guide the defenders in influencing the behavior of the adversarial

agents. Our work addresses the challenges of non-collocated control and under-

actuation, offering a versatile and effective defense strategy. Through extensive

simulations and real-world experiments, we demonstrate the efficacy of our ap-

proach in preventing the breach of multiple protected zones, providing valuable

insights for real-world applications of multi-robot systems in defense scenarios.

The Robotics Institute, Carnegie Mellon University 2



Multi Robot Control using Control Barrier Functions: Theory and Application

Chapter 2

Background

2.1 Control Barrier Functions

Control barrier functions (CBFs) have emerged as a powerful tool in the field

of control theory, particularly in the context of safety-critical control systems.

CBFs provide a systematic approach for enforcing safety constraints on the

states of a dynamical system, ensuring that it remains within a predefined

safe set while tracking desired trajectories. The concept of CBFs was initially

introduced by Ames et al. [7], and since then, they have gained significant

attention in various research areas, including robotics, autonomous vehicles,

and cyber-physical systems.

One of the fundamental aspects of CBFs is that they enable the synthesis of

control policies that guarantee forward invariance, i.e., the system’s trajectories

remain within a safe set for all time. This property is crucial in safety-critical

applications where system states must be prevented from entering hazardous

regions. The primary idea behind CBFs is to design control laws that leverage

Lyapunov-like functions to ensure the satisfaction of safety constraints.

The application of CBFs in robotics has been extensively investigated.

For instance, in [8], the author demonstrated the use of CBFs in the context

of human-robot interaction, ensuring safe collaboration between humans and

robots. CBFs have also been applied to collision avoidance in multi-robot sys-

tems, as shown in [9]. Moreover, the combination of CBFs with other control

techniques has led to promising results. In [10], the author used Model Pre-

dictive Control combined with Control Barrier Function (RMPC-CBF) for a

nonholonomic robot with obstacle avoidance

Despite their effectiveness, CBFs also pose some challenges. One such

challenge is the computation of CBFs for complex systems, which may involve

high-dimensional state spaces and non-trivial constraints. Several works have
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focused on addressing these challenges, such as using optimization techniques

and leveraging machine learning methods as shown in [11].

In conclusion, control barrier functions have become a valuable tool in

safety-critical control systems, offering a systematic approach to enforce safety

constraints and guarantee forward invariance. Their application spans various

fields, including robotics, autonomous vehicles, and cyber-physical systems.

Despite some challenges, the versatility and efficacy of CBFs make them an

increasingly popular choice for ensuring safety and stability in complex control

systems. As research in this area continues to evolve, it is expected that CBFs

will play an essential role in shaping the future of safe and reliable control

systems.

2.2 Multi Robot Control: Non Cooperative herding

In the field of multi-robot systems (MRS), the concept of influencing group

behavior extends beyond adversarial contexts and includes scenarios like shep-

herding behaviors. In the shepherding problem, external agents, known as

shepherds, aim to control the motion of another group of agents, referred to

as the flock, by exerting repulsive forces on them [12, 13]. Notably, the Robot

Sheepdog Project [14, 15] successfully demonstrated the practical implemen-

tation of robotic herding, where autonomous wheeled mobile robots acted as

shepherds to gather a flock of ducks and maneuver them towards a specified

goal position.

Previous works have explored the problem of noncooperative shepherding

using robots [13, 16, 17, 18, 19, 20]. In these approaches, the flock agents

are not adversarial but exhibit repulsion from the robots. The works focus on

developing feedback controllers to steer the flock agents towards a designated

region. However, a common limitation among these studies is the omission

of the self-motivated dynamics of the flock agents, neglecting their nominal

behavior without any robot interaction. As a result, the flock agents’ motions

are solely driven by repulsion from the robots, overlooking potential influences

of internal goals or natural behavior patterns. Additionally, these approaches

often involve handcrafted solutions for generating specific flock behavior, such

as herding the flock to a given location. Furthermore, scalability considerations

regarding the number of agents are often not thoroughly explored.

In contrast, this thesis addresses the shepherding problem from a different

perspective. Instead of assuming non-adversarial behavior, we consider sce-
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narios where the sheep agents may or may not exhibit adversarial intentions.

Adversarial sheep aim to breach the protected zone, while non-adversarial sheep

have different objectives. We refer to the defending robots as ”dog robots,” and

our control approach remains invariant regardless of the adversarial nature of

the sheep. Our methodology considers various factors in the sheep’s behavior,

including cohesion, inter-sheep dynamics, attraction to their goal locations,

and repulsion experienced from the dog robots. We adopt control barrier func-

tions to formulate constraints on the dog robots’ velocities, which allows for

flexible representation of the sheep’s dynamics as symbolic functions. This ver-

satility enables the sheep to experience various attractive or repulsive forces.

Moreover, our proposed approach demonstrates excellent scalability, as demon-

strated through a Monte Carlo study with numerous sheep compared to the

number of dog robots. The high success rates in this study provide empirical

evidence of the approach’s effectiveness in handling large-scale scenarios.

2.3 Summary

In summary, while prior works have primarily focused on noncooperative shep-

herding scenarios with fixed flock behavior and limited scalability considera-

tions, our thesis addresses the shepherding problem with a broader perspective.

We account for both adversarial and non-adversarial sheep, provide a safe con-

trol synthesis approach for the dog robots, and employ control barrier functions

for flexible and scalable control strategies. By considering the self-motivated dy-

namics of the sheep and enabling effective multi-group interaction within MRS,

our work contributes to a deeper understanding of the shepherding problem and

its applications in various real-world scenarios.

The Robotics Institute, Carnegie Mellon University 5
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Chapter 3

Single Agent Herding Using CBF

In this chapter, we discuss our methodology to derive the control barrier func-

tion and its constraints in the control space. We demonstrate it on a simple

single-agent herding problem before moving on to the multi-agent scenario.

First, we define the single agent herding problem. Following that, we discuss

the derivation of CBFs followed by their application method.

3.1 Problem Statement

Suppose there is one “sheep” agent (the herd) and one dog agent (the defend-

ers). We assume that the sheep dynamics comprise i.e. moving towards a

common goal while staying close enough to each other and getting repelled by

the dogs. Given these dynamics, it may end up breaching a high-value unit i.e.

the protected zone while en route to its goal. Therefore, the objective of the

dog robot is to steer it away from this zone.

To pose this requirement mathematically, denote the position of the sheep

as xS ∈ R2 and the position of the dog as xD ∈ R2. We assume both sheep

and dog have single-integrator dynamics i.e. they are velocity controlled. For

the sheep, we have the dynamics as:

ẋS = uS

= kG (xG − xS) + kD
xS − xD

∥xS − xD∥3

:= f(xS,xD) (3.1)

Here the first term represents attraction to the goal (xG), and the second term

represents repulsion from the dog robot. The attraction to the goal represents

the self-motivated part of the dynamics of the sheep agents. Here kG, kD are

proportional gains corresponding to forces in the dynamics. For the dog we

The Robotics Institute, Carnegie Mellon University 6
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have:

ẋD = uD (3.2)

We denote the protected zone as P ⊂ R2 and here we assume that it is a disc

centered at xp and radius Rp:

P := {x ∈ R2| ∥x− xp∥ ≤ Rp} (3.3)

We denote the set excluding the protected zone as Pc := R2\P . The sheep

are assumed to have no knowledge about the presence of P . The dog robots

need to ensure that the sheep remain in Pc if they are initially in Pc by finding

suitable control inputs {uD1
, · · · ,uDm

}. We make the following assumption on

the dog’s knowledge before posing the problem:

Assumption 1. The dog robots have knowledge about the sheep’s dynamics i.e.

(3.1) and can measure the sheep’s positions accurately.

This is not a stringent assumption because if the dynamics are unknown,

the dog robots can learn the dynamics online using system identification al-

gorithms like [21, 22] and use certainty equivalence to design the controllers.

Based on these definitions, we can pose the dog robots’ problem as follows:

Definition 1. Assuming that the initial positions of the sheep xS(0) ∈ Pc, the

dog robot’s problem is to synthesize controls uD such that xS(t) ∈ Pc ∀t ≥ 0.

If xS(0) /∈ Pc, the dog robots’ problem is to synthesize controls uD such that

xS(t)⇝ Pc in finite time.

Additionally, we require that the dog robots never collide with the sheep.

In the next section, we show how to address this problem using control barrier

functions.

3.2 Controller Design using CBF

In this section, we discuss our controller design to solve the problem of

defending the protected zone, as stated before. Given the protected zone as

defined (3.3), we define a safety index h(·) : R2 −→ R as follows:

h = ∥xSi
− xp ∥2 −R2

p (3.4)

By construction, h ≥ 0 ∀xS ∈ Pc i.e. non-negative whenever i is on the bound-

ary or outside the protected zone. Thus, assuming that at t = 0, h(xS(0)) ≥ 0,

The Robotics Institute, Carnegie Mellon University 7
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we require h(xS(t)) ≥ 0 ∀t ≥ 0. Treating h(·) as a control barrier function [7],

this can be achieved if the derivative of h(·) satisfies the following constraint:

ḣ(xS,xD) + p1h(xS) ≥ 0

=⇒ 2(xS − xp)
T ẋS + p1h(xS) ≥ 0

=⇒ 2(xS − xp)
Tf i + p1h(xS) ≥ 0. (3.5)

Define x = (xS,xD), we rewrite this as

2(xS − xp)
Tf(x) + p1h(xS) ≥ 0. (3.6)

Here p1 is a design parameter that we choose to ensure that

p1 > 0 and p1 > −ḣ(x(0))

h(x(0))
. (3.7)

The first condition on p1 requires that the pole is real and negative. The second

is to ensure forward invariance and depends on the initial positions x(0) of all

the sheep and dogs relative to the protected zone. Now while (4.5) depends on

the positions of the sheep and dog, it is the velocity of the dog that is directly

controllable, not its position (4.3). Since uD does not show up in (4.5), we

define the LHS of (4.5) as another function v(·) : R2(1+1) −→ R:

v = ḣ+ p1h. (3.8)

Like before, in order to ensure v ≥ 0 is always maintained, its derivative needs

to satisfy

v̇(x) + p2v(x) ≥ 0. (3.9)

Here p2 is another design parameter which we choose p2 to ensure that the

following is satisfied at t = 0

p2 > 0 and p2 > −ḧ(x(0)) + p1ḣ(x(0))

ḣ(x(0)) + p1h(x(0))
(3.10)

Using (4.7) in (4.8), we get:

ḧ(x) + (p1 + p2)ḣ(x) + p1p2h(x) ≥ 0

=⇒ ḧ(x) + αḣ(x) + βh(x) ≥ 0. (3.11)

where we have defined α := p1 + p2 and β := p1p2. α and β are chosen by

ensuring that p1 and p2 satisfy the requirements in (3.7) and (3.10). The time

derivatives of h(·) required in (4.9) is

ḣ(x) = 2(xS − xP )
T ẋS = 2(xS − xP )

Tf(xS,xD) (3.12)

The Robotics Institute, Carnegie Mellon University 8
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ḧ(x) = 2ẋT
S ẋS + 2(xS − xP )

T

(
JSẋS + JDuD

)
= 2fT

i f i + 2(xS − xP )
T

(
JSf i + JDuD

)
(3.13)

where JS and JD are

JS := ∇xS
f(xS,xD); JD := ∇xD

f(xS,xD)

Note here that ḧ(x) contains the velocities of the dog robot as we wanted.

Using (4.10) and (4.11) in (4.9), we get the following linear constraints on dog

velocity to ensure that the sheep stays outside the protected zone P :

AHuD ≤ bH , (3.14)

where,

AH := (xP − xS)
TJD

bH := fTf + (xS − xP )
T (JSf + αf) + β

h

2

Given these constraints on the dog robot’s velocity, we compute the final veloc-

ity by solving a QP that searches for the min-norm velocities while satisfying

these constraints.

u∗
D = argmin

uD

∥uD∥2

subject to AHuD ≤ bH (3.15)

As long as the velocity of the dog satisfies this constraint, we can guarantee

that it will herd the sheep away from the protected zone. Therefore the solution

of this QP guarantees herding. The proof of this guarantee is provided in the

following section.

3.3 Proof of CBF guarantee for herding

Theorem 1. If there is one dog and one sheep, then (3.15) always has a solu-

tion.

Proof. Given the sheep dynamics and CBF-based control for dog robot, the

only case when (3.15) does not have a solution is when the herding constraint

AHuD ≤ bH is infeasible. This can occur

The Robotics Institute, Carnegie Mellon University 9
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• either when AH = 0 and bH < 0 (possibility 1)

• or when bH = −∞ (possibility 2).

For this case AH is:

AH = (xP − xS)
TJD11 (3.16)

Thus, if JD is non-singular, (xP − xS)
TJD ̸= 0. From our calculations, we find

that the determinant of JD is

det(JD) =
−2k2D

∥xD − xS∥3
(3.17)

As long as the distance between the dog and the sheep is finite, det(JD) is

always non-zero. Thus, there exists no null space for the jacobian matrix JD.
This implies AH ̸= 0 ∀xS ∈ Rn,xD ∈ R2. This rules out possibility 1 for

infeasibility. For possibility 2, we need to examine when does bH −→ −∞.

The expression for bH is:

bH = fTf + (xS − xP )
TJSf + α(xS − xP )

Tf + β
h

2

We want to find the worst case lower bound of bH . Here fTf ≥ 0 always. We

assume that at the current time step, the sheep is outside the P , this ensures

β h
2 ≥ 0.

Assumption 2. Assume ∥xS − xG∥ ≤ M1, ∥xS − xP∥ ≤ M2 and ∥xS − xD∥ ≥
M3 ∀t.

With these assumptions, we can lower bound bH as follows:

bH ≥ (xS − xP )
TJSf + α(xS − xP )

Tf

≥ −(σmax(J) + α) ∥f∥ ∥xS − xP∥
≥ −(σF (J) + α) ∥f∥ ∥xS − xP∥ (3.18)

Here ∥f∥ ≤ kG ∥xS − xG∥ + kD
∥xS−xD∥2 using triangle inequality on (3.1). This

gives ∥xS − xP∥ ∥f∥ ≤ kGM1M2 +
kDM2

M2
3
. We can show that σF (J11) ≤ λM :=√

2k2G + 5
k2D
M6

3
+ 2kGkD

M3
3
. Thus, using this, we obtain the following lower bound

for bH

bH ≥ −(λM + α)

(
kGM1M2 +

kDM2

M 2
3

)
(3.19)

This shows that bH is lower bounded and thus does not reach −∞. Hence

possibility 2 is also ruled out. Thus, (3.15) is always feasible.
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3.4 Cascaded CBF Design

While CBF provides us with a provable method of non-cooperative herding,

there is an inherent issue with this type of controller (eqn. 3.15). That is, there

is nothing preventing it from outputting a velocity that is beyond the physical

limits of the robots being used. In order to address this issue, we consider a

two-stage optimization. First, we consider a norm velocity constraint on the

dog robots of the form:

∥uD∥2 ≤ vmax (3.20)

Then we consider the parameterized form of the CBF. That is the herding

equation before decomposing the CBF into a linear constraint on the velocity

of the dog robot, as in eqn. 4.9:

ḧ(x) + (p1 + p2)ḣ(x) + p1p2h(x) ≥ 0

Here p1 and p2 are tuning parameters that we handpicked within their con-

straints to get the velocities in eqn. 3.15. In this subsection, our aim is to

choose p1 and p2 such that the resulting herding constraint has an overlapping

region with the velocity constraint mentioned in eqn. 3.20. This region is called

a feasible region. To have a simplified calculation, we first represent the herding

constraint as AHuD ≤ bH . Following that, there are two cases to consider.

Case 1: when uD = [0, 0] is a possible solution of herding constraint. i.e.,

b ≥ 0. In this case, there always exists a feasible region.

Case 2: when uD = [0, 0] is not a possible solution in herding constraint. i.e,

b ≤ 0. In this case, a feasible region will only exist only when the distance of

the line given by the herding constraint (AHuD− bH = 0) is less than the value

corresponding to the maximum possible velocity, i.e.∣∣−bH
∣∣

∥AH∥2
≤ vmax =⇒

∥∥AH
∥∥
2
vmax −

∣∣−bH
∣∣ ≥ 0

as we are considering the case where −b ≥ 0, the above equation reduces to∥∥AH
∥∥
2
vmax + bH ≥ 0 (3.21)

Note that this equation also covers the case 1 scenario as well. That is when

b ≥ 0, the LHS of eqn. 3.21 is always positive. Thus we can say that as long

as the designed herding constraint of the form AHuD ≤ bH has AH and bH

satisfying eqn. 3.21 as well, the resulting velocity output of eqn. 3.15 will

always stay within the velocity limits.
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Now to reiterate our requirement, our aim is to choose p1 and p2 such that

AH and bH satisfy eqn. 3.21. In order to achieve that, we expand the above

constraint using AH and bH as:

AH := (xP − xS)
TJD

bH := fTf + (xS − xP )
T (JSf + αf) + β

h

2

Using this the constraint (eqn. 3.21) reduces to:∥∥(xP − xS)
TJD

∥∥ vmax + fTf + (xS − xP )
T (JSf + αf) + β

h

2
≥ 0 (3.22)

We can rewrite it as:

(xS − xP )
Tαf + β

h

2
≥ −

∥∥(xP − xS)
TJD

∥∥ vmax − fTf − (xS − xP )
TJSf

(3.23)

By define the RHS of this equation as bC , α as p1+ p2 and β as p1p2, we finally

get the constraint of p1 and p2 as:

(xS − xP )
Tf(p1 + p2) + p1p2

h

2
≥ bC (3.24)

As long as this nonlinear constraint on the constants p1 and p2 is met, we can

guarantee that the resulting velocity by eqn. 3.15 is within the velocity limits

vmax. In order to obtain the velocity of dog robots for herding while maintaining

the velocity limits, the problem can be solved as a two-step optimization that

is described below:

Step 1: Optimize for p1 and p2 and obtain the constants as follows:

[p∗1, p
∗
2] = argmin ḣ(p1 + p2) + hp1p2

p1,p2

(3.25)

subject to (xS − xP )
Tf(p1 + p2) + p1p2

h

2
≥ bC

pmax
1 > p1 > max (0, p′1); pmax

2 > p2 > max (0, p′2)

Here pmax
1 and pmax

1 are constants that we need to add such that the resulting

value does not go to infinity. where p′1 and p′2 are calculated in the first iteration

as,

p′1 = −ḣ(x(0))

h(x(0))
; p′2 = −ḧ(x(0)) + p′1ḣ(x(0))

ḣ(x(0)) + p′1h(x(0))
(3.26)

Here, p′1 and p′2 stay constant in every iteration. The objective function here

is chosen after experimenting with various others. This provides us with the
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most stable output, i.e., less oscillation in the dog robot’s velocity. However,

the intuition behind this can be when ḣ < 0 and h < 0, that means the sheep

robot is already inside the protected zone, and hence both α and β should be

increased to increase the reactivity of CBF. And when ḣ > 0 and h > 0, the

sheep robot is outside and is moving away from it as well, then both α and β

can be reduced.

Step 2: Use the p∗1 and p∗2 to compute the herding constraint and solve the

following optimization problem to get the velocity of the dog robots:

u∗
D = argmin

uD

∥uD∥2

subject to AHuD ≤ bH∗ (3.27)

Here bH∗ is computed using p∗1 and p∗2. In order to implement this, both steps are

performed in each time step. And the resulting velocity (u∗
D) will always stay

within the velocity limits of the robot while also herding the sheep away from

the protected zone. However, this method comes with a disadvantage,i.e., the

velocity limits are required to be of the form mentioned above (∥uD∥2 ≤ vmax).

In a general formulation, velocity limits could be of any form, and in that case,

the cascaded CBF method cannot be implemented.

3.5 Slack CBF Design

In order to address the problems of Cascaded CBF, we propose another method

called Slack CBF Design. In this method, we treat the constants of the herding

constant as slack variables and optimize for the parameters p1 and p2 as a single

optimization problem. Consider the herding constraint before decomposing it

into a linear constraint on the velocity of the dog robot, as in eqn. 4.9:

ḧ(x) + (p1 + p2)ḣ(x) + p1p2h(x) ≥ 0

This equation can be decomposed into a constraint on uD, p1, and p2 as:

AHuD + (p1 + p2)ḣ+ p1p2h ≤ b

The Robotics Institute, Carnegie Mellon University 13



Multi Robot Control using Control Barrier Functions: Theory and Application

Now we can solve for the dog velocity while optimizing for p1 and p2 while

sticking to the velocity limits as a single optimization problem:

u∗
D = argmin

uD,p1,p2

∥uD∥2 + ḣ(p1 + p2) + hp1p2 (3.28)

subject to AHuD + (p1 + p2)ḣ+ p1p2h ≤ b

pmax
1 > p1 > max (0, p′1), p

max
2 > p2 > max (0, p′2)

∥uD∥2 ≤ vmax

This formulation won’t lead to an infeasible solution due to the presence of slack

variables. And we can incorporate any kind of constraints on the velocity. The

resulting velocity (u∗
D) will ensure herding happens while staying within the

velocity limits. The objective here is a combination of the objectives considered

in the cascaded controller and holds the same intuitive reasoning. However,

this problem is a nonlinear problem and hence requires more time to solve per

iteration. Note that this is a general formulation and in order to simplify the

calculation one can represent p1 + p2 as α and p1p2 as β to convert the herding

constraint into a linear constraint of the velocity of dog robots along with α

and β.

3.6 Summary

In this chapter, we derived the constraints required for herding a single sheep

using a single-dog robot by utilizing the control barrier functions. Following

that, we proved that by utilizing the CBF-based controller, there is a theo-

retical guarantee that the dog will be able to herd the sheep. Note that the

guarantee is theoretical and is often broken in practical scenarios where there

exist other constraints. Following that, we discuss the drawback of this method

of producing velocity beyond physical limits. Cascaded CBF and Slack CBF

designs are presented to be able to provide velocities within physical limits.

Along with that, we also discuss the limitations of the formulations.
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Chapter 4

Multi Agent Herding Using CBF

In this chapter, we discuss our methodology to derive the control barrier func-

tion and its constraints to achieve multi-robot coordination. We demonstrate

it on the multi-agent herding problem. First, we define the multi-agent herding

problem. Following that, we discuss the derivation of CBFs for two different

cases, namely, centralized control and decentralized control.

4.1 Problem Statement

Now instead if one each, suppose there are n “sheep” agents (the herd) and m

dog robots (the defenders). This time we assume that the sheep are exhibiting

flocking dynamics i.e. moving towards a common goal while staying close

enough to each other and getting repelled by the dogs. Similar to the single-

agent case, given these dynamics, they may end up breaching a high-value unit

i.e. the protected zone P ⊂ R2 while en route to their goal. Therefore, the

objective of the dog robots is to steer them away from this zone.

In this case we denote the position of the ith sheep as xSi
∈ R2 and the

collective positions of the herd as xall
S := (xS1

, · · · ,xSn
). Likewise, we denote

the position of the kth dog as xDk
∈ R2 and the collective positions of the

defending robots’ group as xall
D := (xD1

, · · · ,xDm
). We assume both sheep and

dogs have single-integrator dynamics i.e. they are velocity controlled. For the
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ith sheep, we have:

ẋSi
= uSi

(4.1)

= kS
∑
j∈S

(
1− R3

S∥∥xSj
− xSi

∥∥3
)
(xSj

− xSi
)

+ kG (xG − xSi
) + kD

∑
k∈D

xSi
− xDk

∥xSi
− xDk

∥3

:= f i(xS1
, ...,xSn

,xD1
, ...,xDn

) (4.2)

Here the first term represents cohesion of the flock, the second represents attrac-

tion to goal and the third represents repulsion from dog robots. The attraction

to the goal represents the self-motivated part of the dynamics of the sheep

agents. This term is often neglected in prior work. RS is the safety radius for

sheep i to avoid collisions with the other sheep, xG is its desired goal position

(common for all sheep) and kS, kG, kD are proportional gains corresponding to

forces in the dynamics. For each dog we have:

ẋDk
= uDk

∀k ∈ {1, 2, · · · ,m} (4.3)

We make similar assumption as before, as mentioned in Assumption 1. Now

We can pose the dog robots’ problem as follows:

Definition 2. Assuming that the initial positions of the sheep xSi
(0) ∈ Pc ∀i ∈

{1, · · · , n}, the dog robots’ problem is to synthesize controls {uD1
, · · · ,uDm

}
such that xSi

(t) ∈ Pc ∀t ≥ 0 ∀i ∈ {1, · · · , n}. If xSi
(0) /∈ Pc ∀i ∈ {1, · · · , n},

the dog robots’ problem is to synthesize controls {uD1
, · · · ,uDm

} such that

xSi
(t)⇝ Pc ∀i ∈ {1, · · · , n} in finite time.

In the next section, we show how to address the multi-robot coordina-

tion problem among dog robots to herd the sheep robots using control barrier

functions collectively.

4.2 Centralized Multi-Robot Controller using CBF

In this section, we discuss our proposed approach to solve the problem of

defending the protected zone as stated before. Given the protected zone as

defined (3.3), we first pose the requirement for defending against one sheep,

say sheep i located at xSi
. Subsequently, we will generalize this to the rest of
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the sheep in the herd. For this sheep, define a safety index h(·) : R2 −→ R as

follows:

h = ∥xSi
− xp∥2 −R2

p (4.4)

By construction, h ≥ 0 ∀xSi
∈ Pc i.e. non-negative whenever i is on the bound-

ary or outside the protected zone. Thus, assuming that at t = 0, h(xSi
(0)) ≥ 0,

we require h(xSi
(t)) ≥ 0 ∀t ≥ 0. Treating h(·) as a control barrier function [7],

this can be achieved if the derivative of h(·) satisfies the following constraint:

ḣ(xS1
, · · · ,xSn

,xD1
, · · · ,xDm

) + p1h(xSi
) ≥ 0

=⇒ 2(xSi
− xp)

T ẋSi
+ p1h(xSi

) ≥ 0

=⇒ 2(xSi
− xp)

Tf i + p1h(xSi
) ≥ 0. (4.5)

Define x = (xall
S ,xall

D ), we rewrite this as

2(xSi
− xp)

Tf i(x) + p1h(xSi
) ≥ 0. (4.6)

with the constraints on p1 being similar to the single agent case. Since uall
D

does not show up in (4.5), we define another function v(·) : R2(m+n) −→ R:

v = ḣ+ p1h. (4.7)

Like before, in order to ensure v ≥ 0 is always maintained, its derivative needs

to satisfy

v̇(x) + p2v(x) ≥ 0. (4.8)

Here p2 is another design parameter for which we choose p2 to ensure that the

constraint mentioned in the single agent case is satisfied at t = 0. Finally using

(4.7) in (4.8), we get:

ḧ(x) + (p1 + p2)ḣ(x) + p1p2h(x) ≥ 0

=⇒ ḧ(x) + αḣ(x) + βh(x) ≥ 0. (4.9)

where we have defined α := p1 + p2 and β := p1p2. α and β are chosen by

ensuring that p1 and p2 satisfy the requirements in (3.7) and (3.10). The time

derivative of h(·) required in (4.9) is

ḣ(x) = 2(xSi
− xP )

T ẋSi

= 2(xSi
− xP )

Tf i(xS1
, · · · ,xSn

,xD1
, · · · ,xDm

) (4.10)
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ḧ(x) = 2ẋT
Si
ẋSi

+ 2(xSi
− xP )

T

( n∑
j=1

JSjiẋSi
+

m∑
k=1

JDkiuDk

)
= 2fT

i f i

+ 2(xSi
− xP )

T

( n∑
j=1

JSjif i +
m∑
k=1

JDkiuDk

)
, (4.11)

where JSji and JDki are

JSji := ∇xSj
f i(xS1

, · · · ,xSn
,xD1

, · · · ,xDm
)

JDki := ∇xDk
f i(xS1

, · · · ,xSn
,xD1

, · · · ,xDm
)

Note here that ḧ(x) contains the velocities of dogs as we wanted. Using (4.10)

and (4.11) in (4.9), we get the following linear constraints on dog velocities to

ensure that the ith sheep stays outside the protected zone P :

AH
i u

all
D ≤ bHi , (4.12)

where,

AH
i := (xP − xSi

)T
[
JD1i JD2i ..... JDmi

]
bHi := fT

i f i + (xSi
− xP )

T
n∑

j=1

JSjif j

+ α(xSi
− xP )

Tf i + β
h

2

To ensure all n sheep stay away from P , we augment constraints (4.25) for all

the herd as follows: A
H
1
...

AH
n

uall
D ≤

b
H
1
...

bHn

 =⇒ AHuall
D ≤ bH (4.13)

Here AH ∈ Rn×2m and bH ∈ Rn. Given these constraints on the dogs’ velocities,

we pose the following QP that searches for the min-norm velocities that satisfies

these constraints

u∗all
D = argmin

uall
D

∥∥uall
D

∥∥2
subject to AHuall

D ≤ bH (4.14)
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By construction, our approach is centralized i.e. it computes velocities of all dog

robots together. Future work will consider ways to decentralize this approach.

Considering multiple protected zones: While in the above derivation,

we considered preventing the sheep from breaching only one protected zone,

we can just as easily consider another protected zone by formulating similar

constraints AH
2 u

all
D ≤ bH2 on the dogs’ velocities. By augmenting (3.15) with

these constraints for the other zone, we will be able to defend both zones

from all sheep simultaneously. This is a benefit offered by our constraint-based

framework.

4.3 Centralized Multi-Robot Control using Slack CBF

In this section, we discuss how to use the methods we designed earlier to keep

the output velocities within the limits. Similar to the single agent case, the

constraints on the velocities that we are dealing with can be represented as:

∥uDk
∥2 ≤ vmax, ∀k ∈ D (4.15)

And in the previous section, we derived the herding constraint on the central-

ized system to be:

AHuall
D ≤ bH (4.16)

To be able to use Cascaded CBF formulation, we would require the constraints

on the velocity to be of the form:

∥uDall
∥2 ≤ vmax (4.17)

However, that is not the case. Hence, the Cascaded CBF formulation cannot

be applied here. Thus to address the problem, we resort to Slack CBF design.

Similar to the one dog against one sheep case we first decompose the herding

constraint of the ith sheep into a constraint on uD, p1, and p2 as:

AH
i uD + (p1i + p2i)ḣi + p1ip2ihi ≤ bi

Now we can solve for the velocity of all the dog robots while optimizing for

p1 and p2 corresponding to all the sheep robots. This can be done as a single
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optimization problem while also sticking to the velocity limits as:

u∗all
D = argmin

uall
D

∥∥uall
D

∥∥2 + ḣT
all(p

all
1 + pall2 ) + hT

allp
all
1 pall2 (4.18)

subject to AHuD + ḣT
all(p

all
1 + pall2 ) + hT

allp
all
1 pall2 ≤ bH

pall,max
1 > pall1 > max (0, p′all1 ), pall,max

2 > pall2 > max (0, p′all2 )

∥uDk
∥2 ≤ vmax, ∀k ∈ D

Here S represents all the sheep robots and S represents all the dog robots.

Also, ḣT
all represents the transposed column vector of ḣ corresponding to all the

sheep robots. Similarly, hT
all represents the transposed column vector of h. AH

and bH are the matrices and the vector respectively mentioned in the previous

section centralized formulation as herding constraint.

4.4 Decentralized Multi-Robot Controller using CBF

In this approach, we assume that we have an equal number of dogs and sheep.

By exploiting this equality, we assign a unique sheep Si for i ∈ {1, · · · , n} to

a unique dog Dk for k ∈ {1, · · · , n} and make Dk responsible for herding Si

away from P . In other words, Dk computes a velocity uDk
that repels Si from

P thereby ensuring that xSi
(t) /∈ P ∀t ≥ 0. The premise is that owing to the

equality, each sheep will end up being herded by a unique dog, therefore, no

sheep will breach the protected zone 1. Now while this strategy necessitates

having an equal number of dogs and sheep, the benefit of this approach stems

from the feasibility guarantee (that we prove shortly), which the centralized

approach lacks. Simple algebraic manipulation of constraint (4.12) yields a

constraint on the velocity of Dk as follows

AH
i uDk

≤ bHi , where (4.19)

AH
i := (xP − xSi

)TJDki

bHi := fT
i f i + (xSi

− xP )
T
{∑

j∈S

JSjif j + αf i + β
h

2
+
∑
l∈D\k

JDliuDl

}
Here AH

i ∈ R1×2 and bHi ∈ R. The term uDl
in the expression of bHi is computed

by using numerical differentiation of the positions xDl
. We pose a QP to obtain

1Note that although Si is assigned to Dk, the position of the remaining dogs {1, · · · , n}\k and the remaining

sheep {1, · · · , n}\i do influence Dk’s constraint parameters (AH
i , bHi ), and in turn, its computed velocity u∗

Dk
.
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the min-norm velocity for Dk as follows

u∗
Dk

= argmin
uDk

∥uDk
∥2

subject to AH
i uDk

≤ bHi (4.20)

The obtained velocity u∗
Dk

guarantees that the protected zone P will not be

breached by sheep Si by ensuring that h(xSi
(t)) ≥ 0 ∀t ≥ 0. Since each dog in

D is in-charge of herding exactly one sheep in S, feasibility of (4.25) ∀k ∈ D
would ensure no sheep breaches P .

4.5 Proof of feasibility: Decentralized Approach

Next, we show the conditions under which (3.15) remains feasible but first state

some assumptions.

Assumption 3. We make the following assumptions on the distances between

pairs of agents:

1. There exists a lower bound and upper bound on the distance between any

pair of sheep, i.e, LS ⩽
∥∥xSi

− xSj

∥∥ ⩽MS, ∀i, j ∈ S and i ̸= j.

2. There exists a lower bound on the distance between every sheep and dog,

i.e., ∥xSi
− xDk

∥ ≥ LD ∀i ∈ S and k ∈ D.

3. There exists a upper bound on the distance between each sheep and its

goal i.e., ∥xSi
− xG∥ ⩽ MG and between the sheep and the center of the

protected zone i.e., ∥xSi
− xP∥ ⩽MP .

Theorem 2. In a scenario with ‘n’ dogs and ‘n’ sheep, with each dog assigned

a unique sheep, the herding constraint (4.25) for a given dog is always feasible,

provided assumptions 3 are met.

Proof. Our strategy to guarantee feasibility of constraint (4.25) relies on ruling

out situations in which it is infeasible. (4.25) can become infeasible

• either when AH
i = 0 and bHi < 0 (possibility 1)

• or when bHi = −∞ (possibility 2).

To determine the conditions in which possibility 1 occurs, we calculate the

determinant of JDki as
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det(JDki) =
−2k2D

∥xDk
− xSi

∥3

The determinant det(JDki) is non-zero as long as the distance between dog Dk

and sheep Si is finite. Therefore, JDki will have no null space, implying that

AH
i ̸= 0 ∀xSi

∈ R2,xDk
∈ R2. This rules out possibility 1 for infeasibility.

To rule out possibility 2, we need to check for condition when bHi −→ −∞.

Given bHi in (4.25), we find its worst case lower bound. Here fT
i f i ≥ 0 and as

we assume that at the current time step, the sheep is outside P , this ensures

β h
2 ≥ 0. By removing these terms, the lower bound of bHi can be given as

bHi ≥
∑
j∈S\i

(xSi
− xP )

T JSjif j + (xSi
− xP )

TJSiif i +
∑
l∈D\k

(xSi
− xP )

TJDliuDl

+ α(xSi
− xP )

Tf i (4.21)

Using the triangle inequality on the RHS and Cauchy-Schwarz inequality on

individual terms, we get

bHi ≥
∑
j∈S\i

(
−σmax

(
JSji
)
∥xSi

− xP∥ ∥f j∥
)
− σmax

(
JSii
)
∥xSi

− xP∥ ∥f i∥ (4.22)

+
∑
l∈D\k

(
−σmax

(
JDli
)
∥xSi

− xP∥ ∥uDl
∥
)
− α∥xSi

− xP∥∥f i∥

where σmax is the largest singular value of a matrix. Further, using the fact that

the largest singular value of a matrix (σmax) is upper bounded by its Frobenius

norm (σF ), we obtain

bHi ≥
∑
j∈S\i

(
−σF

(
JSji
)
∥xSi

− xP∥ ∥f j∥
)
− σF

(
JSii
)
∥xSi

− xP∥ ∥f i∥ (4.23)

∑
l∈D\k

(
−σF

(
JDki
)
∥xSi

− xP∥ ∥uDl
∥
)
− α∥xSi

− xP∥∥f i∥

Now to compute this lower bound we make use of assumption 3. We use the

dynamics in (3.1) to compute JSii and obtain the upper bound on σF
(
JSii
)
and

use the bounds on distances from assumption 3 to get following upper bound:

σF
(
JSii
)
⩽
∑
j∈S\i

kS

(
√
2 +

(3 +
√
2)R3

∥xSi
− xSj

∥3

)
+
√
2kG +

∑
l∈D\k

(
3 +

√
2
)
kD

∥xSi
− xDl

∥3

⩽ (n− 1)

(
√
2kS +

(3 +
√
2)kSR

3

L3
S

)
+
√
2kG + n

((
3 +

√
2
)
kD

L3
D

)
:= λM

The Robotics Institute, Carnegie Mellon University 22



Multi Robot Control using Control Barrier Functions: Theory and Application

We omit the proof of this computation in the interest of space. Similarly, using

the dynamics in (3.1), we compute an expression for JSji and obtain an upper

bound on σF
(
JSji
)
as follows:

σF
(
JSji
)
⩽

√
2kS +

(3 +
√
2)kSR

3

∥xS1
− xSj

∥3
⩽

√
2kS +

(3 +
√
2)kSR

3

L3
S

:= λS

Likewise, an upper bound of σF
(
JSli
)
, is given by

σF
(
JSli
)
⩽

(3 +
√
2)kSR

3

∥xS1
− xDl

∥3
⩽

(3 +
√
2)kSR

3

L3
D

:= λD

Lastly, we use obtain an upper bound on the dynamics of each sheep f i as:

∥f i∥ ⩽
∑
j∈S\i

kS

(
∥xSi

− xSj
∥+ R3

∥xSi
− xSj

∥2

)
+ kG∥xG − xSi

∥

+
∑
l∈D

kD
∥xSi

− xDl
∥

∥xSi
− xDl

∥3
(4.24)

Now we need to compute the maximum possible value of the RHS to get the

upper bound of the sheep dynamics. The first term has a local minima at

∥xSi
− xSj

∥ = (2)1/3R. Therefore the maximum value can occur at either the

lower bound or upper bound of ∥xSi
− xSj

∥. Thus the maximum value of the

first term can be given as Fmax := max(kSLS + kS
R3

L2
S
, kSMS + kS

R3

M2
S
). Second

term is maximum when ∥xG − xSi
∥ = MG. The last term is maximum when

distance of the sheep to the dogs are minimum, ∥xSi
−xDk

∥ = LD. Using these

the upper bound on the sheep dynamics is computed as:

∥f i∥ ⩽ (n− 1)Fmax + kGMG + nkD

(
1

L2
D

)
Assuming that the velocity of the dog robots have an upper bound, and by

taking the upper bound on the dynamics of all the sheep to be equal, the lower

bound on bHi from 4.23 is (taking γ = −(α + λM + (n− 1)λS)Mp)

bHi ⩾ γ

{
(n− 1)Fmax + kGMG +

nkD
L2
D

}
− (n− 1)λDMP ∥uD∥max

This shows that bHi has a finite lower bound, thus ruling out possibility 2. Thus,

the herding constraint (4.25) for a one dog to repel one sheep from the protected

zone is always feasible. Since each sheep in S is allocated to one unique dog in

D, the extension of this feasibility result to all sheep ensures that none of them

will breach the protected zone.
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4.6 Decentralized Multi-Robot Controller using Cascaded

CBF

In this section, we discuss formulation to keep the output velocities within the

limits while using Decentralized Control. The herding constraint on the kth

dog robot is:

AHuDk
≤ bH , k ∈ D (4.25)

The constraints on the velocities that we are dealing with can be represented

as:

∥uDk
∥2 ≤ vmax, k ∈ D (4.26)

In this form, we can use Cascaded CBF formulation as well as Slack CBF to get

the velocity within limits. In practice, Cascaded CBF has lower computation,

so we show the formulation for the same.

As we have shown before in one dog case, the constraint of p1 and p2 for

the ith sheep is:

(xSi
− xP )

Tfi(p1i + p2i) + p1ip2i
h

2
≥ bCi (4.27)

As long as this nonlinear constraint on the constants p1i and p2i is met, we can

guarantee that the resulting velocity is within the velocity limits vmax. In order

to obtain the velocity of dog robots for herding while maintaining the velocity

limits, the problem can be solved as a two-step optimization that is described

below:

Step 1: Optimize for all p1 and p2 every sheep and obtain the constants as

follows:

[pall∗1 , pall∗2 ] = argmin
pall1 ,pall2

ḣT
all(p

all
1 + pall2 ) + hT

allp
all
1 pall2 (4.28)

subject to (xSi
− xP )

Tfi(p
all
1 + pall2 ) + pall1 .pall2

hi

2
≥ bCi ∀i ∈ S

pmax,all
1 > pall1 > max (0, p′all1 ); pmax,all

2 > p2 > max (0, p′all2 )

Here pall1 .pall2 is an element-wise multiplication that results in a vector. Also,

p′all1 and p′all2 are calculated in the first iteration as,

p′all1 = −ḣ(x(0))

h(x(0))
; p′all2 = −ḧ(x(0)) + p′all1 .ḣ(x(0))

ḣ(x(0)) + p′all1 .h(x(0))
(4.29)
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Here, p′all1 and p′all2 stay constant in every iteration. Also, (.) represents element-

wise multiplication.

Step 2: Use the p∗all1 and p∗all2 to compute the herding constraint and solve the

following optimization problem to get the velocity of the kth dog robots as:

u∗
Dk

= argmin
uDk

∥uDk
∥2

subject to AHuDk
≤ bH∗ (4.30)

Here bH∗ is computed using p∗1 and p∗2. In order to implement this, both steps

are performed in each time step. And the resulting velocity (u∗
Dk
) will always

stay within the velocity limits of the robot while also herding the sheep away

from the protected zone.

4.7 Summary

In this chapter, we derived the constraints required for herding multiple sheep

using multiple dog robots by utilizing the control barrier functions. We pro-

duced a way to achieve centralized control and a way to achieve decentral-

ized control. The limitation of decentralized control being it requires an equal

number of dog and sheep robots. However, the advantage is it preserves the

guarantees of a CBF. Intuitively if there exists a solution for a Centralized case

it preserves the guarantee of CBF. However, there is no guarantee that there

exists a solution. In a decentralized case, there is a guarantee that a solution

exists. Note that the guarantee is theoretical and is often broken in practical

scenarios where there exist other constraints.
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Chapter 5

Experimental Results and Simulations

In this section, we show results of our approach by testing it on different sce-

narios consisting of varying numbers of sheep and dog and varying their initial

positions. Additionally, we also run validate these results experimentally. We

perform several experiments with nonholonomic Khepera robots and demon-

strate how our algorithm find velocities for one dog to simultaneously defend

multiple protected zones from multiple sheep.

5.1 Numerical Simulation

We represent the protected zone using a circular disc with radius Rp and its

center at the origin i.e. xP = 0. In our simulations, we purposefully choose the

agent’s goal xG = xP so that the sheep are motivated to breach the protected

zone should the dog robots not interfere. Thus, this is an adversarial scenario.

The initial position xSi
(0) of all the sheep is chosen such that they are all

close to each other. This is done to ensure that the sheep have enough time to

stabilize as a flock before interacting with the dog robots. The initial position

xall
D (0) of the dog robots is chosen randomly within the area of operation. The

sheep’s velocities are calculated using (3.1). The values of the gains in the

sheep dynamics were taken as kG = 1, kS = 0.3 and kD = 0.08.

The velocities of the dog robot were obtained using eqn. (4.14). The hy-

perparameters α, β, γ are tuned satisfy the conditions on the design parameters

(3.7, 3.10) . Figure 5.1 shows three simulation results for this behavior. In these

simulations, we varied the initial position of the sheep (blue), the dog (red),

the number of sheep, and the number of dogs. It can be noticed from the figure

that in all three scenarios, the dog robots are able to successfully intercept the

sheep and prevent them from entering the protected zone while also avoiding

collision with the sheep.
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(a) Three dog robots v/s three

sheep robots.

(b) Three dog robots v/s five sheep. (c) Three dog robots v/s three

sheep robots.

Figure 5.1: Centralized Control: Preventing the breaching of the protected zone. In these simula-

tions, the dog is shown in blue and the sheep is shown in red. The green disc represents the protected

zone. The nominal task of the red agent is to go straight towards its goal xG. However, since this

would result in infiltration of the protected zone, the dog intervenes using the control algorithm pre-

sented in (4.14). In 5.1(c), we defend two protected zones from three sheep.

(a) t = 0s (b) t = 3s

(c) t = 20s (d) t = 55s

Figure 5.2: Experiments for Centralized Control: One dog robot preventing one sheep from

the breaching of the protected zone. The dog robot is highlighted in blue and the sheep in red. The

goal position xG is at the center of the protected zone and given as a black solid circle. The nominal

task of the sheep is to go straight towards its goal xG. However, since this would result in infiltration

of the protected zone, the dog intervenes using the control algorithm presented in (4.14).
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(a) t = 0s (b) t = 6s

(c) t = 26s (d) t = 35s

Figure 5.3: Experiments for Centralized Control: Hardware experiment with one dog robot

preventing two sheep from breaching of the protected zone.

(a) t = 0s (b) t = 7s

(c) t = 10s (d) t = 14s

Figure 5.4: Experiments for Centralized Control: Hardware experiment with one dog robot

preventing two sheep from the breaching of two protected zones. The goal lies in the left most

protected zone.
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(a) t = 0s (b) t = 5s

(c) t = 12s (d) t = 30s

Figure 5.5: Experiments for Centralized Control: Two dogs defending the protected zone

from four sheep using centralized control algorithm (4.14).

(a) t = 0s (b) t = 5s

(c) t = 30s (d) t = 50s

Figure 5.6: Experiment for Centralized Control: Three dogs (green-tailed robots) defending

a protected zone from five sheep (orange-tailed robots) using centralized control (4.14).
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(a) Two dogs v. two sheep. (b) Three dogs v. three sheep (c) Four dogs v. four sheep.

Figure 5.7: Decentralized Control Simulation: Preventing the breaching of the protected zone using

our proposed distributed algorithm 4.20. Here dogs are shown in blue and sheep in red. The green

disc represents the protected zone. The nominal task of the sheep is to go straight towards goal xG.

In Fig. 5.7(c), we defend two protected zones from four sheep.

5.1.1 Decentralized Control

We first validate the first distributed algorithm and the feasibility proof given

in section 4.4. For this, we model the sheep with the Reynolds-Boids dynamics

(3.1) with gains kS = 0.5, kG = 1 and kD = 0.1. The dogs use (3.15) to compute

their velocities, where hyperparameters α and β are computed following (3.7)

and (3.10). We chose a circular protected zone of radius Rp = 0.6m and

center xP at origin. The sheep are initialized outside of the protected zone,

and their goal location xG is chosen such that their nominal trajectory would

make them breach the zone, thus necessitating intervention from dogs. The

positions of dogs are initialized randomly within a certain range of the protected

zone. In figures 5.7(a) and 5.7(b), we show two examples involving a) two

dog robots vs. two sheep robots and b) three dog robots vs. three sheep

robots. To demonstrate the compositionality of our approach, we consider two

protected zones in figure 5.7(c) where we have four dogs defending both zones

from four sheep. In all these simulations, none of the sheep breach any zone,

thus demonstrating the correctness of our approach.

5.2 Monte Carlo Simulations

We further study the performance of the proposed control strategy by using

Monte Carlo simulations with varying initial configurations and varying number

of sheep n and dog robots m. The values of the constants in sheep dynamics
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are kG = 1, kS = 0.3 and kD = 0.08. We vary n and m from 1 to 10 and

for a given pair of (n,m) we run the simulation for a hundred times with a

random initialization of x0 = (xS1
(0), · · · ,xSn

(0),xD1
(0), · · · ,xDm

(0)) in every

run. Table 5.1 reports these results. Each entry of this table reports the

percentage success rate i.e. in how many cases the sheep got diverted away from

the protected zone. As can be seen, almost all entries are 100, which proves

the success of our algorithm. The failure cases correspond to scenarios when

during the transition from the initial configuration to the final configuration,

the QP becomes infeasible in certain cases and hence leads to breaching of the

protected zone. When the QP becomes infeasible, we assign the dog robots

to have zero velocity. Further, we considered the impact of including collision

avoidance constraints. These results are reported in Table 5.2. Because of

additional constraints, it is possible that collision avoidance conflicts with the

defending constraint. As a result, we do not observe as good successes in this

case compared to when there are no collision avoidance constraints.

Table 5.1: Performance of the proposed strategy with varying number of sheep and dog robots.

Here, we did not consider collision avoidance constraints i.e. the dogs were allowed to run into the

sheep.

NSND 2 4 6 8 10

2 100 100 100 100 100

4 100 100 100 100 100

6 100 98 100 100 100

8 100 98 100 100 98

10 100 98 98 100 96

Table 5.2: Performance of the proposed strategy with varying number of sheep and dog robots. Here

we considered collision avoidance constraints in the dynamics of the dogs.

NSND 2 4 6 8 10

2 72 99 99 100 100

4 62 74 90 97 100

6 28 83 99 99 100

8 63 82 100 100 100

10 70 79 90 91 94

5.3 Hardware Experiments

Finally, we tested our algorithm in robots in the multirobot test arena in our

lab. It consists of a 14ft× 7ft platform, several Khepera IV robots and addition-
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(a) t = 0s (b) t = 6s

(c) t = 12s (d) t = 20s

Figure 5.8: Experiment for the distributed algorithm: Four dogs (green-tailed robots) de-

fending two protected zone from four sheep (orange-tailed robots). The goal position xG (red disc) is

in extreme left that would encourage sheep to breach both zones. However, our proposed algorithm

moves the dogs so that none of the zones get breached.

(a) t = 0s (b) t = 12s

(c) t = 25s (d) t = 40s

Figure 5.9: Experiment for the distributed algorithm: Five dogs (green-tailed robots) de-

fending the protected zone from five sheep (orange-tailed robots). The sheep’s goal (red disc) is in

the center of the protected zone. Eventually, in this scenario a deadlock occurs where all sheep come

to a stop outside the protected zone.
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(a) t = 0s (b) t = 4s

(c) t = 15s (d) t = 30s

Figure 5.10: Experiment for distributed algorithm: Two dogs (green-tailed robots) defending

the protected zone from three sheep (orange-tailed robots). The goal position xG (red disc) is at the

center of the zone.

(a) t = 0s (b) t = 4s

(c) t = 15s (d) t = 30s

Figure 5.11: Experiment for distributed algorithm: Two dogs (green-tailed robots) defending

the protected zone from four sheep (orange-tailed robots). This case is similar to the one shown in

fig. 5.5.
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ally eight Vicon cameras for motion tracking. All control inputs are computed

on a desktop and conveyed to the robots over WiFi. While we developed our

algorithms assuming that the dynamics of all agents are single-integrator based,

the robots have unicycle dynamics given byẋ

ẏ

θ̇

 =

v cos θ

v sin θ

ω

 (5.1)

Thus, we do a minor adjustment to map the inputs computed from our algo-

rithms to the angular speed and forward translational speed of these robots.

This is done by considering a point at a distance d on the xb axis of the body

frame of the robot:

x =

(
x+ d cos θ

y + d sin θ

)

=⇒ ẋ =

(
cos θ − sin θ

sin θ cos θ

)(
1 0

0 d

)
︸ ︷︷ ︸

M

(
v

ω

)
= ũ

=⇒

(
v

ω

)
= M−1ũ (5.2)

For the robots representing the sheep, ũ is obtained from (3.1) while for the

robots representing the dog, ũ is obtained from (3.15). In Fig. 5.2, we have

one sheep (in red box) and one dog robot (in blue box). The protected zone

is highlighted in green and the goal and center of the protected zone are the

black dot. We use (3.15) to compute the velocity of the dog robot and convert

it to angular speed and forward translational speed using (5.2). As can be

noted from the snapshots, the dog robot is able successfully defend the zone

from the sheep. Next we consider multiple sheep in Fig. 5.3. As can be seen

from the snapshots, in this case, the dog is able to defend the zone from both

sheep. Finally, in Fig. 5.4 we demonstrate that our approach is can deal with

multiple protected zones simultaneously. In this figure, we purposefully kept

the goal of the sheep in the left most protected zone. This way, the sheep

would be incentivized to breach both the protected zones. Figure 5.5 shows a

case with 2 dog and 4 sheep robots. This figure shows the performance in the

case of an underactuated system, i.e, there are more sheep against less number

of dogs. Another example is shown in figure 5.6 where 3 dogs successfully
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prevent breaching against 5 sheep robots. Yet still, our algorithm is able to

find velocities for dogs to defend both zones from both sheep.

5.3.1 Decentralized Control

In this section, we show the results obtained by performing robot experiments

by implementing the distributed algorithms. Additionally, we also present more

experimental results for our prior centralized algorithm. We conduct these ex-

periments in our lab’s multi-robot arena, which consists of a 14ft × 7ft platform

with multiple Khepera IV robots and eight Vicon cameras for motion tracking.

Multiple experiments were conducted using the distributed algorithm, which

requires equal numbers of dogs and sheep. Figure 5.8 shows 4 dog robots against

4 sheep robots scenario. Here we take two protected zones and show that the

dogs can protect both of them. This highlights the compositional nature of

our proposed algorithm. We conducted experiments with 5 dog robots and 5

sheep robots, as shown in Figure 5.9. Here we can see some dog robots did

not require to move as the assigned sheep were being prevented from entering

the protected zone due to the configuration of the flock itself. Finally, we test

our distributed algorithm. Figure 5.10 shows a case where 2 dogs prevent the

breaching of protected zone against three dogs. This highlights that our dis-

tributed approach can handle under-actuated scenarios. Figure 5.11 and figure

5.5 can be compared to see both centralized and distributed algorithm handling

a similar scenario of 2 dogs against 4 sheep.
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