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Abstract

Search-based planning algorithms enable robots to come up with well-
reasoned long-horizon plans to achieve a given task objective. They for-
mulate the problem as a shortest path problem on a graph embedded
in the state space of the domain. Much research has been dedicated to
achieving greater planning speeds to enable robots to respond quickly
to changes in the environment. Additionally, as the task complexity in-
creases, it becomes important to incorporate more sophisticated models
like simulators in the planning loop. However, these complex models are
expensive to compute and prohibitively reduce planning speed. Because
of the plateau in CPU clock speed, single-threaded planning algorithms
have hit a performance plateau. On the other hand, the number of
CPU cores has grown significantly, a trend that is likely to continue.
This calls for the need for planning algorithms that exploit paralleliza-
tion. However, unlike sampling-based planning algorithms, parallelizing
search-based planning algorithms is not trivial if optimality or bounded
sub-optimality is to be maintained due to their sequential nature. A key
feature of robotics domains is that the major chunk of computational
effort during planning is spent on computing the outcome of an action
and the cost of the resulting edge instead of searching the graph. In this
thesis, we exploit this insight and develop several parallel search-based
planning algorithms that harness the multithreading capability of mod-
ern processors to parallelize edge computations. We show that these novel
algorithms drastically improve planning times across several domains.

Our first contribution is a parallelized lazy search algorithm, Massively
Parallelized Lazy Planning (MPLP). The existing lazy search algorithms
are designed to run as a single process and achieve faster planning by in-
telligently balancing computational effort between searching the graph
and evaluating edges. The key idea that MPLP exploits is that search-
ing the graph and evaluating edges can be performed asynchronously in
parallel. On the theoretical front, we show that MPLP provides rigorous
guarantees of completeness and bounded suboptimality.

As with all lazy search algorithms, MPLP assumes that successor states
can be generated without evaluating edges, which allows the algorithm to
defer edge evaluations and lazily proceed with the search. However, this
assumption does not always hold, for example, in the case of simulation-
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in-the-loop planning, which uses a computationally expensive simulator
to generate successors. To that end, our second contribution is Edge-
Based Parallel A* for Slow Evaluations (ePA*SE) which interleaves plan-
ning with the parallel evaluation of edges while guaranteeing optimality.
We also present its bounded suboptimal variant that trades off optimality
for planning speed.

For its applicability in real-time robotics, ePA*SE must compute plans
under a time budget and therefore have anytime performance. Though
lower solution cost is desired, it is not the first priority in such settings.
Our third contribution is Anytime Edge-Based Parallel A* for Slow Eval-
uations (A-ePA*SE), which brings the anytime property to ePA*SE.

ePA*SE targets domains with expensive but similar edge computation
times. However, in several robotics domains, the action space is heteroge-
nous in the computational effort required to evaluate the outcome of an
action and its cost. Therefore, our fourth contribution is Generalized
Edge-Based Parallel A* for Slow Evaluations (GePA*SE), which gener-
alizes ePA*SE to domains where edge computations vary significantly.
We show that GePA*SE outperforms ePA*SE and other baselines in do-
mains with heterogenous actions by employing a parallelization strategy
that explicitly reasons about the computational effort required for their
evaluation.

Finally, we demonstrate the utility of parallelization in an algorithm that
integrates graph search techniques with trajectory optimization (INSAT).
Since trajectory optimization is computationally expensive, running INSAT
on a single thread limits its practical use. The proposed parallelized
version Parallelized Interleaving of Search and Trajectory Optimization
(PINSAT) achieves several multiple increases in planning speed and sig-
nificantly higher success rates.
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Chapter 1

Introduction

1.1 Motivation
Graph search algorithms such as A* and its variants [1, 2, 3] are widely used in
robotics for task and motion planning problems which can be formulated as the
shortest path problem on a graph embedded in the state-space of the domain. Fig 1.1
shows a few examples of such problems. Faster graph search algorithms can be useful
in various domains where the robot needs to quickly plan online to react to changes
in the environment. The example shown in Figure 1.1 top involves online motion
planning for a fleet of drones for persistent coverage of an area of interest. Fast motion
planning is critical for the drone to be sufficiently reactive by planning at a high
frequency, especially when flying at high speeds. They can also be useful to speed up
planning problems that use computationally expensive models like simulators in the
loop, which otherwise would take a prohibitively large amount of time. The example
shown in Figure 1.1 bottom involves solving a long horizon manipulation task and
motion planning problem of assembling a set of blocks. Each pick and place action
in the task internally involves solving a computationally expensive motion planning
problem. Additionally, the place action uses a simulator to assess the tower’s stability
after placing a block. Computing a feasible task and motion plan in this domain using
wA* takes about an hour.

For the aforementioned reasons, a lot of research has been focused on exploiting
specific characteristics of the domain to achieve faster planning. These include devel-
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1. Introduction

Figure 1.1: Examples of planning in robotics. Top: Motion planning for UAVs to
navigate to assigned goals [4]. Bottom: Task and motion planning for a PR2 mobile
manipulator to arrange blocks into a desired structure [5].

oping better heuristics, incorporating multiple heuristics [3], planning over multiple
resolutions [7], etc. These approaches achieve improved performance by utilizing
computation more intelligently to solve the planning problem. However, none of
these improvements increase the rate of computation the algorithms can do, which
is primarily dictated by the CPU speed. Unfortunately, single thread speeds have
plateaued over the years [8]. However, the number of logical cores in a CPU has
continued to increase, as seen in Figure 1.2. Therefore, there is a case to be made
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1. Introduction

Figure 1.2: Four decades of microprocessor trend data [6]. The increase in the number
of transistors is no longer resulting in an increase in single-thread speed. However,
the number of logical cores has been on a steady and consistent rise.

for developing algorithms that exploit the parallel processing capability of modern
processors.

The question that still needs to be answered is what part of the search should
be parallelized. To answer this question, realizing what part of the shortest path
problem requires the most computation is important. The computational cost of
solving the shortest path problem using graph search can be split between 1) the cost
of traversing through and searching the graph (discovering states, maintaining and
managing ordered data structures, rewiring vertices, etc.) and 2) evaluating the cost
of the edges. In planning for robotics, edge evaluation tends to be the bottleneck of
solving the shortest path problem. For example, in planning for robot manipulation,
edge evaluation typically corresponds to collision checks of a robot model against
the world model at discrete interpolated states along the edge. Collision-checking
an edge can be expensive depending on how these models are represented (meshes,
spheres, etc.) and how finely the states to be collision checked are interpolated. Edge
evaluations are prohibitively expensive when planners incorporate computationally
expensive models in the loop, such as simulators [9, 10]. This is also the case for
algorithms that incorporate trajectory optimization with the search [11, 12].

Therefore in this thesis, we develop algorithms that speed up search-based plan-

3



1. Introduction

ning by parallelizing edge evaluations and demonstrate how these algorithms can
benefit planning and decision-making in robotics.

1.2 Thesis Research Contributions

In this thesis, we develop several graph search algorithms that leverage parallelization
to speed up planning in domains with expensive-to-compute edges.

1.2.1 MPLP: Massively Parallelized Lazy Planning

Lazy search algorithms achieve faster planning by deferring the evaluation of discov-
ered edges during the search and instead using estimates of edge costs to search the
graph optimistically. This thesis presents the first parallelized lazy search algorithm
that optimistically searches the graph and evaluates edges asynchronously in parallel.
This eliminates the need to toggle between these two operations, as is the case with
serial lazy search algorithms. On the theoretical front, we show that MPLP provides
rigorous guarantees of optimality or bounded suboptimality if heuristics are inflated.
On the experimental front, we show that MPLP outperforms the state-of-the-art lazy
search and parallel search algorithms. MPLP is discussed in detail in Chapter 4 and
in our paper [5].

1.2.2 ePA*SE: Edge-based Parallel A* for Slow Evaluations

As with all lazy search algorithms, MPLP assumes that successor states can be gener-
ated without evaluating edges, which allows the algorithm to defer edge evaluations
and lazily proceed with the search. However, this assumption doesn’t hold for several
planning domains in robotics. For such domains, we present ePA*SE that interleaves
the search with the parallel evaluation of edges. ePA*SE changes the basic unit of
search from state expansions to edge expansions. This decouples the evaluation of
edges from the expansion of their common parent state, giving the search the flexi-
bility to figure out what edges need to be evaluated to solve the planning problem.
We show that ePA*SE provides rigorous optimality guarantees. In addition, ePA*SE
can be trivially extended to handle an inflation weight on the heuristic resulting in

4



1. Introduction

a bounded suboptimal algorithm w-ePA*SE (Weighted ePA*SE) that trades off op-
timality for faster planning. ePA*SE is discussed in detail in Chapter 5 and in our
paper [13].

1.2.3 A-ePA*SE: Anytime Edge-based Parallel A* for Slow
Evaluations

Though ePA*SE drastically achieves lower planning times than its serial counterparts,
it needs to come up with a solution under a strict time budget for its applicability
in real-time robotics. Though the optimal solution is preferable, that is not the
first priority in such settings. Therefore, we bring the anytime property to ePA*SE.
We show that the resulting algorithm, A-ePA*SE, achieves higher efficiency than
existing anytime algorithms. A-ePA*SE is discussed in detail in Chapter 6 and in
our paper [14].

1.2.4 GePA*SE: Generalized Edge-based Parallel A* for
Slow Evaluations

ePA*SE targets domains where the action space comprises actions with expensive
but similar evaluation times. However, in several robotics domains, the action space
is heterogenous in the computational effort required to evaluate the cost of an action
and its outcome. Motivated by this, in Chapter 7, we develop GePA*SE, which gen-
eralizes the key ideas of PA*SE and ePA*SE, i.e., parallelization of state expansions
and edge evaluations, respectively. This extends its applicability to domains that
have actions requiring varying computational effort to evaluate them. GePA*SE is
also discussed in detail in our paper [15].

1.3 Open Source Software Contribution
To enable wide use and further research, algorithms developed in this thesis and
the relevant baselines have been open-sourced. The repository contains the domain-
agnostic implementation of the algorithms developed in this thesis. Additionally, it
contains efficient implementations of several other common search algorithms used

5
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as baselines in this thesis. We believe this repository will be useful to communities
in and beyond Robotics interested in parallelized search-based planning algorithms.
Parallel Search Repository: https://github.com/shohinm/parallel_search

1.4 Excluded Research Contributions
A portion of the doctoral research has been excluded to keep the thesis succinct,
which is listed here.

• A planning framework for persistent, multi-UAV coverage with global decon-
fliction [4].

• Reactive Long Horizon Task Execution via Visual Skill and Precondition Mod-
els [16].
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Chapter 2

Background

Search-based planning algorithms formulate the planning problem as a least-cost
path problem on a graph embedded in the state space of the domain. They construct
the graph by recursively applying a set of actions from every state, starting with the
start state. The process of applying a set of actions to a state to generate its successor
states is called a state expansion and is the basic algorithmic step of almost all search
algorithms. However, different search algorithms differ in the order in which states
are expanded. In this chapter, we will first define the search-based planning problem
more formally and then discuss some common algorithms that can be used to solve
it. These algorithms are the basic building blocks of this thesis.

2.1 Search-based Planning Problem Definition

Let a finite graph G = (V , E) be defined as a set of vertices V and directed edges E .
Each vertex v ∈ V represents a state s in the state space of the domain S. An edge
e ∈ E connecting two vertices v1 and v2 in the graph represents an action a ∈ A that
takes the agent from corresponding states s1 to s2. In this thesis, we assume that
all actions are deterministic. Hence an edge e can be represented as a pair (s, a),
where s is the state at which action a is executed. For an edge e, we will refer to the
corresponding state and action as s and e.a respectively.

• s0 is the start state.

7
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• G is the goal region.
• c : E → [0,∞] is the cost associated with an edge.
• c : S × S → [0,∞] is the minimum cost between a pair of states.
• g(s) or g-value is the cost of the best path to s from s0 found by the algorithm

so far.
• h(s) is a consistent and therefore admissible heuristic [17]. It never overesti-

mates the cost to the goal.
• A path π is an ordered sequence of edges eNi=1 = (s, a)Ni=1, the cost of which is

denoted as c(π) =
∑N

i=1 c(ei).

Objective: Find a path π from s0 to a state in the goal region G with the optimal
cost c∗.

2.2 Key Ingredients of Search

All search algorithms described in this thesis share a common set of functions that
we introduce here. Though search algorithms can be formulated in pseudo-code
differently, in this thesis, we will stick to a consistent notation and style.

• {s′, c} ← GetSuccessor(s, a): Returns the successor state s′ and cost c when
an action a is applied to a state s. For some domains, it can be decomposed
into GenerateSuccessor and EvaluateEdge.

• s′ ← GenerateSuccessor(s, a): Returns the successor state s′ when an
action a is applied to a state s. This is also where a discretization is imposed
on the state space. Search algorithms maintain a hash map of states that have
been discovered in the search so far. If s′ is detected as a duplicate of a state
already present in the hash map based on the discretization being used, the
pre-existing state is returned instead. If there is no duplication detection, the
search will run on an infinite graph in the continuous state space.

• c← EvaluateEdge(s, s′): Compute the cost of the edge from s to s′.
• π ← Backtrack(s): Build a path from s0 to s by backtracking from the state

s using the parent pointer of every state until the start state s0.

8
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It is important to note that in practice, GetSuccessor cannot always be explic-
itly split into GenerateSuccessor and EvaluateEdge. In several domains, the
successor cannot be generated without evaluating the connecting edge. For example,
in the case of simulation-in-the-loop planning, actions involve forward simulation of
an expensive physics simulator to generate successors [18]. The generation of the
successor and the evaluation of the connecting edge are coupled together. In either
case, in robotics, GetSuccessor is typically the most computationally expensive
part of the search.

2.3 BFS: Breadth First Search

Algorithm 1 BFS: Breadth First Search
1: s0 ← start state , G ← goal region, A ← action space
2: OPEN ← queue
3: procedure Plan
4: OPEN.Push(s0)
5: while OPEN ̸= ∅ do
6: s← OPEN.front()
7: if s ∈ G then
8: return Backtrack(s)
9: else
10: Expand(s)
11: end if
12: end while
13: return ∅
14: end procedure
15: procedure Expand(s)
16: insert s in V ISITED
17: for a ∈ A do
18: {s′, c} ← GetSuccessor(s,a)
19: if s /∈ V ISITED then
20: s′.parent = s
21: OPEN .Push(s′)
22: end if
23: end for
24: end procedure
25: procedure GetSuccessor(s,a)
26: s′ ← GenerateSuccessor(s,a)
27: c← EvaluateEdge(s, s′)
28: return {s′, c}
29: end procedure

BFS (Alg. 1) is the simplest shortest path algorithm. The order of state expan-
sions is imposed by a queue. When a state is expanded, its successors are generated,
which are then marked visited, and their parent is set (Line 20). Once a state has
been marked visited, it is never revisited. When a state in the goal region is popped
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from the queue, the path can be constructed by backtracking using the parent back
pointers (Line 8). BFS has no notion of cost and returns the least-cost path only
when all edges have the same cost. If the edges have a non-uniform cost, it returns
the shortest length path.

2.4 Dijkstra

Algorithm 2 Dijkstra’s Algorithm
1: s0 ← start state , G ← goal region, A ← action space
2: OPEN ← priority queue with priority g(s), minimum priority in the front
3: procedure Plan
4: OPEN.Push(s0)
5: while OPEN ̸= ∅ do
6: s← OPEN.min()
7: if s ∈ G then
8: return Backtrack(s)
9: else
10: Expand(s)
11: end if
12: end while
13: return ∅
14: end procedure
15: procedure Expand(s)
16: for a ∈ A do
17: {s′, c} ← GetSuccessor(s,a)
18: if g(s) + c < g(s′) then
19: g(s′) = g(s) + c
20: s′.parent = s
21: OPEN .Push(s′, g(s′) + c)
22: end if
23: end for
24: end procedure
25: procedure GetSuccessor(s,a)
26: s′ ← GenerateSuccessor(s,a)
27: c← EvaluateEdge(s, s′)
28: return {s′, c}
29: end procedure

Dijkstra (Alg. 1) is the simplest least-cost path algorithm. Dijkstra keeps track
of the best cost-to-come for every state from the start state as their g-value. The
order of state expansions is imposed by a priority queue ordered by their g-values.
When a state is expanded, its successors are generated, and their cost-to-come is
updated (Line 19). Dijkstra provably expands states optimally, i.e., when a state is
expanded, its g-value is the least cost to get to that state from the start. Therefore,
when a goal state is popped for expansion, the least-cost path can be constructed by
backtracking using the parent back pointers.
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2.5 A*

Algorithm 3 A*
1: s0 ← start state , G ← goal region, A ← action space
2: OPEN ← priority queue with priority g(s) + h(s), minimum priority in the front
3: procedure Plan
4: OPEN.Push(s0)
5: while OPEN ̸= ∅ do
6: s← OPEN.min()
7: if s ∈ G then
8: return Backtrack(s)
9: else
10: Expand(s)
11: end if
12: end while
13: return ∅
14: end procedure
15: procedure Expand(s)
16: for a ∈ A do
17: {s′, c} ← GetSuccessor(s,a)
18: if g(s) + c < g(s′) then
19: g(s′) = g(s) + c
20: s′.parent = s
21: OPEN .Push(s′, g(s′) + h(s′))
22: end if
23: end for
24: end procedure
25: procedure GetSuccessor(s,a)
26: s′ ← GenerateSuccessor(s,a)
27: c← EvaluateEdge(s, s′)
28: return {s′, c}
29: end procedure

A* (Alg. 3) [1] is a more informed algorithm that uses a heuristic function to
guide the search and find a solution quicker than Dijkstra. The goal of the heuristic
function is to use an easy-to-compute estimate of the cost to the goal to bias the
search into expanding states that are more likely to be on the least-cost path. This
bias is imposed by a priority queue (OPEN) that stores the discovered states ordered
by their f -value, i.e., f(s) = g(s) + h(s), minimum priority first (Line 21). As long
as the heuristic is admissible, i.e., it never overestimates the true minimum cost to
the goal for every state, A* expands states optimally.

h(s) ≤ c(s, sg) ∀sg ∈ G
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Algorithm 4 wA*: Weighted A*
1: s0 ← start state , G ← goal region, A ← action space
2: OPEN ← priority queue with priority g(s) + w · h(s), minimum priority in the front
3: procedure Plan
4: OPEN.Push(s0)
5: while OPEN ̸= ∅ do
6: s← OPEN.min()
7: if s ∈ G then
8: return Backtrack(s)
9: else
10: Expand(s)
11: insert s in CLOSED
12: end if
13: end while
14: return ∅
15: end procedure
16: procedure Expand(s)
17: for a ∈ A do
18: {s′, c} ← GetSuccessor(s,a)
19: if s′ /∈ CLOSED and g(s) + c < g(s′) then
20: g(s′) = g(s) + c
21: s′.parent = s
22: OPEN .Push(s′, g(s′) + w · h(s′))
23: end if
24: end for
25: end procedure
26: procedure GetSuccessor(s,a)
27: s′ ← GenerateSuccessor(s,a)
28: c← EvaluateEdge(s, s′)
29: return {s′, c}
30: end procedure

2.6 wA*: Weighted A*

wA* (Alg. 4) [2] is a more greedy variant of A* that uses an inflation factor (w > 1)
to inflate the heursitic in the priority of OPEN i.e. f(s) = g(s) + w · h(s). If the
heuristic is consistent, A* expands states bounded suboptimally i.e. g(s) ≤ w · g∗,
without re-expanding states [19]. Therefore, a state that has been expanded is added
to a CLOSED list (Line 11) and is never re-expanded. A heuristic is consistent if,
for every state s /∈ G and its successor s′,

h(s) ≤ c(s, s′) + h(s′)

and for every state s ∈ G,
h(s) = 0

A consistent heuristic is also admissible.
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2.7 PA*SE: Parallel A* For Slow Expansions

In order to speed up planning in domains where state expansions are slow, an opti-
mal parallelized planning algorithm PA*SE (Parallel A* for Slow Expansions) and
its (bounded) suboptimal version w-PA*SE (Weighted PA*SE) were developed [20].
This thesis builds on the idea of state independence from PA*SE, which we describe
in detail here.

Unlike other parallel search algorithms, in which the number of times a state
can be re-expanded increases with the degree of parallelization [21, 22, 23], PA*SE
expands states in a way that each state is expanded at most once. The key idea in
PA*SE is that a state s can be expanded before another state s′, if s is independent
of s′, i.e., expansion of s′, cannot lead to a shorter path to s. If the independence
relationship holds in both directions, i.e., s′ is also independent of s, then s and s′

can be expanded in parallel. A state s in the open list is independent of every other
state in the open list with a larger priority, which is why it can be expanded before
any of the states that are behind it in the open list. However, this cannot be said
for the states that have a smaller priority than s and hence are in front of it in the
open list. Therefore, a state that is not in front of the open list (and therefore does
not have the smallest priority) can only be expanded in parallel with the states that
have a smaller priority after undergoing the independence check. More specifically,
this means that the state s has to be independent of the states that are in front
of it in the open list as well as the states that are not in the open list but are in
the process of being expanded. PA*SE assumes there exists a pairwise heuristic
function h(s, s′) that provides an estimate of the cost between any pair of states. It
is forward-backward consistent i.e.

h(s, s′′) ≤ h(s, s′) + h(s′, s′′) ∀ s, s′, s′′

and
h(s, s′) ≤ c∗(s, s′) ∀ s, s′

Note that using h for both the unary heuristic h(s) and the pairwise heuristic
h(s, s′) is a slight abuse of notation since these are different functions.

In addition to OPEN and CLOSED, PA*SE uses another data structure BE
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Figure 2.1: This figure illustrates the state independence check in PA*SE.
Left: The states in green are the search frontier, i.e., they are in the open list. For
the sake of simplicity, assume that the state-to-goal heuristic value is 0 for all the
states. Since s1 has a smaller g-value than s2, it should be expanded first. In order
to expand s3 in parallel (i.e. before the expansion of s1 has been completed), it is
necessary and sufficient that there is no path through s1 that can lower the g-value
of s3.
Middle: In this case, since there exists an edge from s1 to s3, a path through s1 can
lower the g-value of s3. Hence, s3 cannot be expanded in parallel with s1.
Right: In this case, since the edge from s1 to s3 has a higher cost, a path through s1
cannot lower the g-value of s3. Hence, s3 can be expanded in parallel with s1. The
cost of a path from s1 and s3 can be estimated using the pairwise heuristic h(s1, s3).

(Being Expanded) to store the set of states currently being expanded by one of
the threads. It uses a pairwise independence check on states in the open list to find
states that are safe to expand in parallel. A state s is safe to expand if g(s) is already
optimal. In other words, there is no other state that is currently being expanded
(in BE), nor in OPEN that can reduce g(s). Formally, a state s is defined to be
independent of state s’ iff

g(s)− g(s′) ≤ h(s′, s) (2.1)

Fig.2.1 illustrates the state independence check. It can be proved that s is inde-
pendent of states in OPEN that have a larger priority than s [20]. However, the
independence check has to be performed against the states in OPEN with a smaller
priority than s, as well as the states that are in BE. Formally, a state s is safe to
expand if Equations 2.2 and 2.3 hold.
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g(s)− g(s′) ≤ h(s′, s)

∀s′ ∈ OPEN | f (e′) < f (e)
(2.2)

g(s)− g(s′) ≤ h(s′, s) ∀s′ ∈ BE (2.3)
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Chapter 3

Related Work

3.1 Serial Planning Methods in Robotics

There are several approaches that are used to solve the planning problem in robotics,
like sampling-based methods, search-based methods and optimization-based methods.
Within them, sampling-based and search-based methods construct a graph embedded
in the state space of the domain and then find a path from the start to the goal on
this graph. The primary difference lies in the way these two categories of approaches
explore the state space to construct the graph.

3.1.1 Sampling-Based Methods

Sampling-based algorithms use random state sampling as the means to construct the
graph. Probabilistic Roadmap (PRM) [24] and its variants [25, 26] first construct
the graph as a preprocessing step by random state sampling. Once the graph is
constructed, for a give start-goal query, the shortest path is computed by running a
graph search algorithm like Dijkstra or A* on it. PRM is a multi-query algorithm
since it does not re-explore the space for every new query, instead uses the same
roadmap across queries. RRT [27] and its variants [25, 28] construct a tree incre-
mentally rooted at the start node by random state sampling. RRT is a single-query
algorithm since the search tree has to be reconstructed for every new planning query.
Since these approaches use random sampling as the means to explore the space, they
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generate inconsistent solutions for the same problem across runs. However, their
inherent stochasticity is beneficial in planning for high-dimensional domains like ma-
nipulator planning.

3.1.2 Search-Based Methods

Search-based algorithms like A* and its variants [1, 2, 3] construct the graph by re-
cursively applying a set of actions from every state. Since these methods explore the
state space systematically, they generate consistent solutions for the same planning
query across runs. Search-based methods are typically used in planning problems
that are more complex than motion planning. For example, task and motion plan-
ning (TAMP) utilizes complex actions that use motion planners [29] or learned policy
models [16, 30] internally to compute trajectories required to execute the task-level ac-
tions. The high-level task plan is typically computed using a search-based technique
like wA* [18]. Search-based methods are also typically used in low-dimensional plan-
ning problems like 3D robot navigation because, in smaller state spaces, it is feasible
to get close to the optimal solution. Additionally, the consistency of solutions gener-
ated by search methods provides predictable and interpretable behaviors, which is im-
portant in navigation. Even in high-dimensional planning problems like manipulator
planning, search-based methods are used when consistent solutions are desired [31].
They are also used in kinodynamic planning [32] as the sampling-based planners are
kinematic planners, and their extension to kinodynamic planning requires additional
machinery like steering functions in the case of kinodynamic RRT [33]. Search-based
methods are also used with sampling-based methods like PRM to solve for the short-
est path on the constructed roadmap.

3.2 Parallel Planning Algorithms

Parallel planning algorithms seek to make planning faster by leveraging paralleliza-
tion. They can be categorized into the following three groups.
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3.2.1 Parallel Sampling-Based Algorithms

There are a number of approaches that parallelize sampling-based planning algo-
rithms. Probabilistic roadmap (PRM) based methods, in particular, can be trivially
parallelized, so much so that they have been described as “embarrassingly paral-
lel” [34]. In these approaches, several parallel processes cooperatively build the
roadmap in parallel [35]. Parallelized versions of RRT have also been developed
in which multiple cores expand the search tree by sampling and adding multiple new
states in parallel [36, 37, 38, 39]. However, in a lot of planning domains involving
planning with controllers [40], sampling of states is typically not possible. One such
class of planning domains is simulator-in-the-loop planning, which uses an expensive
physics simulator to generate successors [18]. Unless the state space is simple such
that the sampling distribution can be scripted, there is no principled way to sample
meaningful states that can be realized in simulation. Yet another example is plan-
ning over higher dimensional image space [41], where the sampling distribution over
states has to be explicitly modeled from data or experience.

3.2.2 Parallel Search-Based Algorithms

A trivial approach to achieve parallelization in Weighted A* is to generate successors
in parallel when expanding a state. Since the degree of parallelization is limited to
the branching factor of the domain, this approach leads to minimal improvement
in performance in domains with a low branching factor. Another approach that
Parallel A* [21] takes, is to expand states in parallel while allowing re-expansions
to account for the fact that states may get expanded before they have the minimal
cost from the start state. This leads to a high number of state expansions. There
are a number of other approaches that employ different parallelization strategies.
In Parallel Retracing A* (PRA*) [42], each processor gets its own open list and a
state hashing function is used to map every generated state to a processor. Since it
uses synchronous communication, in order to pass states between processors, these
lists must be locked. Parallel Structured Duplicate Detection (PSDD) [43] groups
states into blocks using a state abstraction function. Processors take entire blocks
and expand the constituent states while enduring that neighboring blocks are not
expanded in parallel to prevent locking. Parallel Best-NBlock-First (PBNF) [44]
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integrates ideas from PRA* and PSDD and is extended to handle weighted heuristics
and anytime behavior. Hash Distributed A* (HDA*) [45] also employs to state to
processor hashing idea from PRA* but uses an asynchronous message passing system
to move states between processors, thereby preventing the overhead of locking the
transmitting thread.

However, all of these algorithms could potentially expand an exponential num-
ber of states, especially when the heuristic is inflated. Heuristic inflation is typ-
ically needed in robotics, which is why the family of algorithms that allow state
re-expansions is not appropriate in robotics. In contrast, PA*SE [20] parallelly ex-
pands states at most once, in such a way that does not affect the bounds on the
solution quality. It has been shown to outperform PBNF in robot motion planning.
Though PA*SE parallelizes state expansions while preventing re-expansions, as ex-
plained earlier, it is not maximally efficient in domains where edge evaluations are
expensive since each PA*SE thread sequentially evaluates the outgoing edges of a
state being expanded.

3.2.3 Parallel GPU-Based Algorithms

GPUs have a single-instruction-multiple-data (SIMD) execution model, which means
that they can only run the same set of instructions on multiple data concurrently.
This severely limits the design of planning algorithms in several ways. Firstly, if
the goal is to parallelize state expansions, the code for expanding a state must be
identical, irrespective of what state is being expanded. Secondly, the set of states
must be expanded in a batch. Identifying a batch of states to expand is much more
difficult than asynchronously identifying what states can be expanded in parallel.
All these limitations also apply if the goal is to parallelize edge evaluations. This
is problematic in domains that have complex actions that correspond to forward-
simulating dissimilar controllers.

Nevertheless, there has been work on parallelizing A* search on a single GPU [22]
or multiple GPUs [23] by utilizing multiple parallel priority queues. Besides the fact
that none of these works handle complex action spaces, they have several other lim-
itations. For example, the maximum number of state expansions increases linearly
with the degree of parallelization, and these algorithms do not handle heuristic in-
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flation. In contrast to these approaches, in this thesis, we develop algorithms that
achieve massive parallelization of edge evaluations on the CPU, which has a multiple-
instruction-multiple-data (MIMD) execution model. This allows us the flexibility to
efficiently parallelize potentially dissimilar edges, and therefore generalize across all
types of planning domains.

3.3 Lazy Search

Figure 3.1: In wA*, when the state s1 is expanded, the outgoing edges shown in
red are immediately evaluated. In LwA*, when s1 is expanded, the incoming edge
from state0 is evaluated. In LRA* with a lookahead of 2, when s4 is expanded, the
edges on the best path from the start to s4 are evaluated. In LSP, when the goal is
expanded, the edges on the best path from the start to the goal are evaluated.

Lazy search algorithms achieve greater time efficiency than regular graph search
algorithms in domains where the planning time is dominated by edge evaluations.
They do so by deferring the evaluation of edges generated during the search and
proceeding with the search using cheap-to-compute estimates of the edge costs for
the unevaluated edges. Different lazy search algorithms differ in how they toggle be-
tween searching the graph and evaluating the edges and the order in which the edges
are evaluated. In A*, when a state is expanded, all outgoing edges are immediately
evaluated. In Lazy Weighted A* (LWA*) [46] when a state is expanded, the outgoing
edges are not immediately evaluated. Instead, the successors are added to the open
list with cheap-to-compute underestimates of the true edge costs. When these states
are expanded, only the incoming edges that connect their best predecessors are eval-
uated. In Lazy Shortest Path (LSP) [47], the search proceeds without evaluating any
edge until the goal is expanded. It then evaluates the edges that are on the shortest
path, updates the costs of these edges, and replans, until a path is found with no
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unevaluated edges. Lazy Receding Horizon A* (LRA*) [48] allows the search to pro-
ceed to an arbitrary lookahead before evaluating edges. In [49], a general framework
for lazy search algorithms called Generalized Lazy Search (GLS) was formulated. It
was shown that by employing different strategies to toggle between searching the
graph and evaluating edges, as well as choosing the order in which the edges are eval-
uated, various lazy search algorithms can be recovered. GLS also leverages priors on
edge validity to come up with more efficient policies that minimize planning time.
In [50], ideas from GLS and incremental methods like LPA* were integrated into a
lazy lifelong planning algorithm. There has also been work on anytime algorithms
that leverage edge existence priors to come up with a strategy to evaluate edges, such
that the suboptimality bound on the solution quality is minimized in expectation of
the algorithm interruption time while reducing planning time [51]. In [52], the edge
selection process for evaluation was formulated as an MDP, and prior experience was
used to learn a policy for this MDP.

3.4 Anytime Search
Anytime search algorithms are useful for planning problems where a solution is de-
sired under a limited time budget. They first strive to provide a feasible solution
quickly and then attempt to improve it until the time budget expires. A naive
approach to make wA* anytime is to sequentially run several iterations of it from
scratch while reducing the heuristic inflation. A more elegant anytime algorithm
Anytime Repairing A* (ARA*) [19] reuses the previous search tree to prevent re-
dundant work, by keeping track of states whose cost-to-come can be further reduced
in future iterations. An alternate approach is to not reuse the previous search tree
since it biases subsequent searches towards the previous solution, but reuse only the
expensive heuristic computation [53]. Anytime Multi-Heuristic A* (A-MHA*) [11]
brings the anytime property to Multi-heuristic A* [3]. Anytime Multi-Resolution
Multi-Heuristic A* (AMRA*) [54] is an anytime algorithm that searches over mul-
tiple resolutions of the state space. Anytime Multi-Resolution Multi-Heuristic A*
(AMRA*) [54] extends AMRA* to handle multiple heuristics. Batch Informed Trees
(BIT*) [55] integrates the strengths of search-based and sampling-based planning
approaches and has anytime performance. It constructs the graph using batches
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of state samples that incrementally increase the density of the graph. It then uses
incremental graph search techniques of LPA* [56] to search over the graph.
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Chapter 4

MPLP: Massively Parallelized
Lazy Planning

Lazy search algorithms [47, 48, 51, 57] defer the evaluation of discovered edges and
instead use estimates of edge costs to search the graph whenever the true edge costs
are unknown. Here, knowing the true edge cost implies running the computation to
evaluate the edge. Instead, the estimate is an easier-to-compute approximation of
the true edge cost. This makes them more time-efficient in domains where the cost
of edge evaluation outweighs the cost of the search. Various lazy search algorithms
mainly differ in how they toggle between searching the graph and evaluating the
edges. In all of the current lazy search algorithms, performance depends on two
critical design choices: 1) the strategy employed to toggle between searching the
graph and evaluating the edges, and 2) the order in which edges are evaluated [49].
This is because these algorithms are designed to run as a single process.

Our key insight is that instead of toggling between searching the graph and
evaluating the edges, these operations can happen asynchronously in parallel. This
allows us to harness the parallelization capabilities of modern processors. In this
chapter, we develop a new algorithm: Massively Parallel Lazy Planning (MPLP),
that leverages this insight. MPLP eliminates the need for an explicit strategy to
balance computational effort between the search and edge evaluations by parallelizing
these two operations. On the theoretical front, we show that MPLP provides rigorous
guarantees of optimality or bounded suboptimality if heuristics are inflated, as in
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wA*. MPLP can be used for any planning problem with expensive to evaluate edges
and run efficiently on any processor that supports multiprocessing. We show this by
evaluating and comparing MPLP against lazy search and parallel search baselines on
two planning problems: 1) 3D indoor navigation of a humanoid and 2) a task and
motion planning problem of stacking a set of blocks by a robot. The experimental
results show that by combining ideas from lazy search and parallel search, MPLP
achieves higher time efficiency than existing lazy search algorithms and parallel search
algorithms.

4.1 Problem Definition

Let a finite graph G = (V , E) be defined as a set of vertices V and edges E . Each
vertex v ∈ V represents a state s in the state space of the domain S. An edge
e ∈ E connecting two vertices v1 and v2 in the graph represents an action a ∈ A that
takes the agent from corresponding states s1 to s2. In this work, we assume that all
actions are deterministic. Hence an edge e can be represented as a pair (s, a), where
s is the state at which action a is executed. Each edge has an associated true cost
ct : E → [0,∞] which can be computed using a typically expensive edge evaluation
routine. A feasible edge is an edge with a finite true cost, i.e. ct(e) <∞. In addition,
there is an optimistic cost associated with each edge c : E → [0,∞] that is easy
to compute and underestimates the true cost i.e. c(e) ≤ ct(e). Let Eeval ⊂ E be
the subset of edges that have been evaluated and hence for which the true costs are
available.

A path π is defined by an ordered sequence of edges (s, a)Ni=1, the true cost of
which is denoted as ct(π) =

∑N
i=1 c

t(ei). A feasible path is a path with no infeasible
edges, therefore ct(π) <∞. In addition, we define an optimistic cost for a path that
is not fully evaluated (i.e., not all the edges in the path have been evaluated) using
the true cost for the evaluated edges and the optimistic cost otherwise i.e.

c(π) =
N∑
i=1

ct(ei), if ei ∈ Eeval

c(ei), otherwise

MPLP seeks to find a path π from a given start state s0 to a goal region G
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comprising of only evaluated edges such that the true cost of the path satisfies the
relationship ct(π) ≤ ϵ · c∗, where c∗ is the optimal cost from s0 to G and ϵ ≥ 1

is suboptimality bound. There is a computational budget of Nt threads available
which can run in parallel.

4.2 Method

Typical search-based planning algorithms like A* proceed by expanding states till
an (optimal) path to the goal is computed. When a state is expanded, its succes-
sors are generated by applying the actions in the action space of the domain, which
are represented by edges in a graph. When a successor is generated, the edge be-
tween the expanded state and the successor is evaluated for computing the edge cost,
which is then used in the search. However, the search slows down dramatically in
domains where edge evaluation is expensive. In lazy search methods, edge evaluation
is deferred, and an optimistic (a fast-to-compute underestimate of the actual cost)
estimate of the cost is used instead. The key idea behind MPLP is to run the search
using optimistic costs while evaluating relevant edges using a pool of threads entirely
asynchronously in parallel. To make this process effective, the research questions are
what edges to evaluate, in what order, and how to incorporate these evaluations into
the search.

4.2.1 Overview

MPLP runs three key aspects of the search asynchronously in parallel: 1) the op-
timistic search (a search that uses the true cost for the evaluated edges and the
optimistic cost otherwise), 2) edge evaluations, and 3) an evaluation status and sub-
optimality check on the paths generated by the optimistic search. The suboptimality
check is explained in Section 4.3. MPLP allocates the given budget of Nt threads to
these aspects as illustrated in Figure 4.1.

The optimistic search runs on thread T0 as an iterative sequence of wA* searches
which proceed without evaluating any edge. Whenever a new edge is discovered,
it is added to a priority queue and scheduled for evaluation in order of its priority
(higher priority first), and the search proceeds with an optimistic underestimate of
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Algorithm 5 MPLP: Search (T0)
1: G← ∅, A ← action space , Nt ← number of threads , s0 ← start state , G ← goal region ▷

Shared variables
2: Eopen ← ∅, Eclosed ← ∅, Eeval ← ∅, Π← ∅, solution_found← False, terminate← False
3: procedure Mplp
4: path_exists← True
5: Spawn MonitorPaths on T1 and DelegateEdges on T2

6: while not solution_found and path_exists do
7: path_exists = ComputePath(s0,G)
8: end while
9: terminate = True
10: return solution_found
11: end procedure
12: procedure ComputePath(s0,G)
13: ∀s ∈ G, s.g ←∞, s.is_closed = False ▷ Reset discovered states
14: s0.g ← 0, OPEN ← ∅, OPEN .Push(s0, Key(s0))
15: while OPEN ̸= ∅ do
16: s← OPEN.Pop()
17: if s ∈ G then ▷ Goal reached
18: cbound = max(cbound, s.g)
19: ConstructPath(s)
20: return True
21: else
22: Expand(s)
23: s.is_closed = True
24: end if
25: end while
26: return False
27: end procedure

the true edge cost. For edges that have already been evaluated by the edge evaluation
threads, the search uses the true cost. Initially, all newly discovered edges have the
same priority of 1 for evaluation, in which case the edges in the priority queue follow
FIFO ordering. When the search finds a path to the goal, the evaluation priorities of
the unevaluated edges in the path are dynamically increased to 2. This is to ensure
that the edges that belong to a path to the goal are evaluated before the other edges
that are discovered during the search, which depending on the size of the graph
and the greediness of the search, can be numerous (see ablation in Section 4.4.1).
Though we use this naive priority update in this thesis, more intelligent strategies
can potentially be employed.

Another thread T2 acts as a delegator of edges awaiting evaluation and delegates
the edges in the queue to a pool of threads (Ti=3:Nt) dedicated to edge evaluation.

28



4. MPLP: Massively Parallelized Lazy Planning

Algorithm 6 MPLP: Expand and ConstructPath (T0)
1: procedure ConstructPath(s)
2: π ← ∅
3: while s ̸= s0 do
4: (sP ,aP )← s.GetParent()
5: LOCK
6: if (sP ,aP ) ∈ Eopen then
7: Eopen.Update((sP ,aP ), 2) ▷ Increase priority to 2
8: end if
9: UNLOCK
10: π.Append((sP ,aP ))
11: s← sP

12: end while
13: if π ̸∈ Π then
14: Π.Append(π)
15: end if
16: end procedure
17: procedure Expand(s)
18: for a ∈ A do
19: if (s,a) ∈ Eopen ∪ Eeval ∪ Eclosed then
20: (s′, c)← G.GetSuccessor(s,a)
21: else
22: (s′, c)← GenerateSuccessor(s,a)
23: G.AddEdge((s,a), c)
24: LOCK
25: Eopen.Push((s,a), 1) ▷ Initial priority of 1
26: UNLOCK
27: end if
28: if not s′.is_closed and s.g + c < s′.g then
29: s′.g = s.g + c
30: s′.SetParent((s,a))
31: OPEN .Push(s′,Key(s′))
32: end if
33: end for
34: end procedure
35: procedure Key(s)
36: return s.g + w ·GetHeuristic(s)
37: end procedure

Whenever these threads finish evaluating an edge, they update the graph with the
true edge cost. Finally, another thread T1 monitors the state of every path that has
been found by the optimistic search, and when it finds a path that has been fully
evaluated and satisfies a suboptimality bound (Theorem 5, Section 4.3), it returns
it as the solution which terminates the algorithm. Running this asynchronously
allows T0 to proceed immediately to the next search iteration without waiting for

29



4. MPLP: Massively Parallelized Lazy Planning

Algorithm 7 MPLP: Edge Evaluation (T2,Ti=3:Nt)
1: procedure DelegateEdges
2: while not terminate do
3: for i = 3 : Nt do
4: if Ti is available and Eopen ̸= ∅ then
5: if thread i has not been spawned then
6: Spawn EdgeEvaluateThread(i)
7: end if
8: LOCK
9: (s,a)← Eopen.Pop()
10: UNLOCK
11: Eeval.Insert((s,a))
12: Delegate (s,a) to thread i
13: end if
14: end for
15: end while
16: end procedure
17: procedure EdgeEvaluateThread(i)
18: while not terminate do
19: if thread i has been assigned an edge (s,a) then
20: Evaluate ((s,a))
21: end if
22: end while
23: end procedure
24: procedure Evaluate((s,a))
25: ct ← EvaluateEdge((s,a))
26: Eeval.Remove((s,a))
27: Eclosed.Insert((s,a))
28: if G.Cost((s,a)) ̸= ct then
29: G.UpdateEdgeCost((s,a), ct)
30: end if
31: end procedure

the generated path to be evaluated and undergo the suboptimality check.

Because of the asynchronous operation of MPLP, the edge evaluation threads
Ti=3:Nt can update the graph in the middle of an ongoing search on T0. When any
single wA* search on T0 terminates, the resulting path is a solution on an implicit
snapshot of the graph in which the cost of each edge is its cost at the time the source
state of the edge was expanded during the search. This may be the true edge cost
or the optimistic underestimate depending on whether the edge was evaluated by an
edge evaluation thread.
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Algorithm 8 MPLP: Monitor Paths (T1)
1: procedure MonitorPaths
2: while not terminate do
3: for π ∈ Π do
4: path_evaluated← True, cπ ← 0
5: for (s,a) ∈ π do
6: if (s,a) ∈ Eclosed then
7: cπ = cπ +G.Cost((s,a))
8: else
9: path_evaluated = False
10: break
11: end if
12: end for
13: if path_evaluated then
14: if cπ ≤ cbound then
15: solution_found = True
16: return π
17: else
18: Π.Remove(π)
19: end if
20: end if
21: end for
22: end while
23: end procedure

4.2.2 Details

Besides an open list (OPEN) for the states, MPLP uses the following data structures
for the edges: A priority queue of edges that need to be evaluated (Eopen), a list of
edges that have been evaluated (Eclosed) and a list of edges that are under evaluation
(Eeval). Unlike in OPEN where states with smaller keys are placed in the front of the
queue, in Eopen, edges with higher priorities are placed in front. The optimistic search
runs an iterative sequence of weighted A* searches from scratch (ComputePath)
in a loop (Line 7, Alg. 5) as a single process on thread T0. For every state that is
expanded for the first time, its successors are generated (Line 22, Alg. 6), but the
corresponding edges are not evaluated. Instead, they are added to Eopen. The search
then proceeds with the optimistic edge cost c for the unevaluated edges, but for edges
that have already been evaluated, it uses the true cost ct. We use a constant priority
of 1 for all edges when they are first inserted into Eopen. When a state in the goal
region G is expanded (Line 17, Alg. 5), the path π obtained by backtracking from
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Search
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π
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Figure 4.1: The figure depicts a high-level overview of MPLP. The search runs on
thread T0. The discovered edges are added to a priority queue Eopen. On thread T2,
DelegateEdges delegates the evaluation of edges in Eopen to a thread from a pool
of threads (Ti=3:Nt) dedicated to edge evaluation. The edges under evaluation are
moved from Eopen to a list Eeval. When an edge has been evaluated by Evaluate,
it is added to a list Eclosed and the graph is updated to reflect the true edge cost.
MonitorPaths monitors the generated paths in thread T1 and waits for a fully
evaluated path (all edges in Eclosed) that satisfies a suboptimality check. Upon
finding such a path, it returns it as the solution, and the algorithm is terminated.

the goal state to s0 is added to a list of generated paths Π in ConstructPath.
The priorities of unevaluated edges in π are increased by a multiplicative factor of
2 in Eopen to prioritize the evaluation of the edges in the paths (Line 7, Alg. 6). In
addition, the maximum of the costs of the paths generated by ComputePath is
stored in a variable cbound (Line 18, Alg. 5). As explained in Section 4.3, cbound is
upper bounded by w · c∗, where w is the heuristic inflation factor and c∗ is the cost
of an optimal path in G.

In a separate thread T2, DelegateEdges (Alg. 7) delegates the evaluation of
edges in Eopen in order of their priorities to a pool of threads (Ti=3:Nt) dedicated
to edge evaluations (Line 12). When a thread is available, the edge is evaluated in
Line 25 to obtain the true cost ct. When an edge is being evaluated, it is moved from
Eopen to Eeval. Once it has been evaluated, it is moved to Eclosed. If the true cost is
different from the estimated cost, the graph is updated (Line 29). A generated edge,
therefore, belongs to one of the three containers, i.e., Eopen, Eeval or Eclosed, at any
point in time. Therefore, if a state is revisited, the state along with its incoming
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edge need not be regenerated (Line 20, Alg. 6).
Another asynchronous process MonitorPaths (Alg. 8) on thread T2 monitors

the state of every edge in the paths in Π. If a path is found that has been fully
evaluated and that has cost no greater than cbound, it is returned as the solution. This
check is necessary to guarantee bounded suboptimality as proved in Section 4.3. The
optimistic search terminates when either MonitorPaths finds a solution and sets
the variable solution_found (Line 15, Alg. 8) or when ComputePath terminates
without a path by exhausting the open list (path_exists is false). An implementation
detail to note is that Eopen is modified by multiple threads asynchronously. Therefore
to ensure thread safety by protecting against data race, Eopen must be accessed under
a synchronization lock.

4.2.3 Demo

We will run through a simple demo of MPLP on the graph shown in Figure 4.2a with
Nt = 6. The state and goal states are shown in green and blue, respectively. Let eji
refer to an edge from state si to sj. For the sake of simplicity, we will assume that
the edge evaluation either results in a valid edge with the same cost as the optimistic
estimate or results in an invalid edge with an infinite cost. The search proceeds as
follows.

1. Fig 4.2b: The first optimistic search on T0 returns the path [e10, e
4
1, e

g
4] shown

in dotted blue. The edges in the optimistic path, along with the other edges
discovered during the search (in this case e51), are added to Eopen. Since they all
have the same initial priority, they get placed in Eopen in the order they were
discovered. The optimistic path is added to Π, and MonitorPaths will keep
a watch on its evaluation status, allowing T0 to proceed to the next search.

2. Fig 4.2c: The priorities of edges in the optimistic path i.e. [e10, e
4
1, e

g
4] are

increased in Eopen.

3. Fig 4.2d: DelegateEdges delegates the edges in Eopen, in order of their pri-
orities to a pool of threads allocated to edge evaluations. In this case, three
threads are available for edge evaluations; therefore, only [e10, e

4
1, e

g
4] get dele-

gated for evaluation.
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4. Fig 4.2e: The graph is updated to account for the outcome of the edge eval-
uations, i.e., [e10, e

4
1] are valid edges whereas eg4 is invalid. MonitorPaths

removes the first optimistic path from Π since it has been invalidated. In
parallel, the optimistic search returns another path [e20, e

g
2] and the discovered

edges in the second search are added to Eopen, and the priorities of [e20, e
g
2] are

inflated. The path is added to Π.

5. Fig 4.2f: The edges [e20, e
g
2, e

5
1] in Eopen are delegated to edge evaluation threads.

6. Fig 4.2g: [e20, e
g
2] are valid edges, whereas e51 is invalid. At the same time,

MonitorPaths finds that the path [e20, e
g
2] has been evaluated.

7. Fig 4.2h: Assuming that the path [e20, e
g
2] satisfies the suboptimality check, it

is returned as the solution.

4.2.4 Discussion

MPLP has some key differences from other lazy search algorithms.
• The search and edge evaluations run completely asynchronously. Unlike in the

GLS framework, there is no explicit strategy employed to toggle between the
search and edge evaluations.

• All other lazy search algorithms like LwA*, LSP and LRA* only evaluate edges
that are either on the shortest path to the goal or likely to be so. This is to
ensure that computational effort is not wasted on evaluating edges that are
not likely to be on the shortest path. MPLP, on the other hand, evaluates
every edge that the search encounters while prioritizing edges that are on the
shortest paths in the partially evaluated graphs. This allows it to exploit
massive parallelization.
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(a) Graph with the start state s0 shown in green and the goal state sg shown in blue.
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(b) The optimistic search returns the first path with edges [e10, e41, e
g
4] shown in dotted blue.

All discovered edges during the search i.e. [e10, e41, e
g
4, e

5
1] are added to Eopen.
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(c) The priorities of edges in the the optimistic path i.e. [e10, e41, e
g
4] are increased in Eopen.
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(d) DelegateEdges delegates the edges in Eopen, in order of their priorities, to a pool of
threads allocated to edge evaluations.

s1

s3

s2s0
e0

2

e0
3

s5

s4

e1
4

e1
5

e5
g

sg

e4
g

e2
g

e3
g

e0
1

e1
5

Eopen

DelegateEdges

T2

e0
1

T3 T4 T5

e1
4 e4

g

e0
2

e2
g

T0

MonitorPaths

T1

e0
1

e1
4

e4
g

e0
2

e2
g

(e) The graph is updated to account for the outcome of the edge evaluations. Here [e10, e
4
1]

are valid edges are eg4 is invalid. In parallel, the optimistic search returns another path
[e20, e

g
2] and the discovered edges in the second search are added to Eopen, and the priorities

of [e20, e
g
2] are inflated.
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(h) MonitorPath finds that the path [e20, e
g
2] is valid, and assuming it satisfies the subop-

timality check, it returns it as the solution.

Figure 4.2: Demo of MPLP.
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4.3 Properties
MPLP is guaranteed to be complete and bounded suboptimal, and we prove these
properties.

Lemma 1 If there exists a path π in Π that is fully evaluated and satisfies the
suboptimality bound (Line 14, Alg. 8), MonitorPaths will return a solution in
finite time.

Proof Since Alg. 5 runs wA*, the paths computed by it are cycle-free. For a finite
graph G, there are a finite number of cycle-free paths (possibly with a mix of eval-
uated and unevaluated edges) from s0 to G with a cost lower than a finite upper
bound (Lemma 3). Moreover, the uniqueness check in Line 13 of Alg. 6 ensures that
there are no duplicate paths in Π. Therefore Π is of finite size, and since Monitor-
Paths iterates over Π repeatedly, it is bound to discover a path π in Π that is fully
evaluated and satisfies the suboptimality bound in finite time if such a path exists
in Π.

Theorem 2 (Completeness) If there exists at least one feasible path π in G from
s0 to G, MPLP will return a solution in finite time.

Proof MPLP runs a sequence of weighted A* searches on a finite graph G, which
is a complete algorithm. The edges in G are being simultaneously evaluated by
EvaluateEdges. In the worst case, the optimistic search will have discovered all
edges in G and added them to Eopen (Line 25, Alg. 6). Therefore EvaluateEdges
will eventually evaluate all edges in G, in which case ComputePath will have
access to the true costs of all edges and will add a feasible path to Π if such a
path exists. Lemma 1 guarantees that the path will then be returned as the solution
by MonitorPaths in finite time.

Lemma 3 The cost c(πi) of a path πi computed by ComputePath in any iteration
i of MPLP (Line 7, Alg. 5) satisfies the relationship c(πi) ≤ w · c∗, where c∗ is the
cost of the optimal path in G.

Proof At any iteration i of MPLP, the search runs on an implicit snapshot of G in
which the true costs of some of the edges are known, and the remaining edges have
an estimated cost which is an underestimate of the true cost. Let this intermediate
graph be Gi. Let the cost of an optimal path in G be c∗, and the cost of the same
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path in Gi be ci. Since the cost of the unevaluated edges in Gi are an underestimate
of the corresponding edges in G, this implies that ci ≤ c∗. Let the cost of an optimal
path in Gi be c∗i . Therefore,

=⇒ c∗i ≤ ci ≤ c∗

Since ComputePath runs weighted A* on Gi, the cost of any path πi computed by
it in any iteration i satisfies c(πi) ≤ w · c∗i . Therefore,

=⇒ c(πi) ≤ w · c∗i ≤ w · ci ≤ w · c∗

Theorem 4 (Soundness) The path returned by MPLP is fully evaluated and fea-
sible.

Proof MonitorPaths only returns a fully evaluated path that has a true cost no
greater than cbound (Line 14, Alg. 8). For it to return an infeasible path, cbound has
to be ∞. However, since cbound is initialized to −∞ and gets updated when Com-
putePath finds a path (Line 18, Alg. 5), for it to have a value of∞, ComputePath
has to find a path with ∞ cost. This is not possible because Lemma 3 states that
any path returned by ComputePath has a finite upper bound if the graph has a
feasible solution.

Theorem 5 (Bounded suboptimality) The path π returned as the solution by
MPLP satisfies ct(π) ≤ w · c∗ where c∗ is the cost of the optimal path in G.

Proof As per Lemma 3, a path πi returned by ComputePath in any iteration i of
MPLP will never have a cost greater than w · c∗.

=⇒ max
i

c(πi) = cbound ≤ w · c∗

If a fully evaluated path π is found in MonitorPaths such that ct(π) ≤ cbound

then ct(π) ≤ w · c∗.
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4.4 Evaluation

We evaluate MPLP in two planning domains where edge evaluation is expensive. To
emphasize the computational budget, we append the number of threads (Nt) being
used by MPLP as a suffix, i.e., MPLP-Nt. The proposed algorithm, along with the
baselines, was implemented in C++.

4.4.1 3D navigation

The first domain is motion planning for 3D (x, y, θ) navigation of a PR2 robot in
an indoor environment similar to the one used in [51] and shown in Figure 4.3.
The robot can move along 18 simple motion primitives that independently change
the three state coordinates by incremental amounts. Evaluating each primitive in-
volves collision checking of the robot model (approximated as spheres) against the
world model (represented as a 3D voxel grid) at interpolated states on the primitive.
Though approximating the robot with spheres instead of meshes dramatically speeds
up collision checking, it is still the most expensive component of the search. The
computational cost of edge evaluation increases with the increasing granularity of
interpolated states at which collision checking is carried out. We use two types of
primitives: 1) primitives that change the (x, y) coordinates but do not change θ and
2) primitives that only change θ. We vary the computational cost of edge evalua-
tions by varying the distance (dcc) between two consecutive states along a primitive
at which collision checking is carried out (i.e., the discretization of the primitives for
collision checking) for the first type of primitives. For the second type of primitives,
collision checking is always carried out at 1◦ increments in θ, and this parameter
is not varied for the sake of simplicity. In general, a smaller dcc produces a better
approximation, while larger dcc can cause the robot to tunnel through obstacles. In
the optimistic approximation of the primitives, we collision check just the final state
along the primitive. In this domain, this approximation is incorrect about 24% of
the time. The search uses Euclidean distance as the admissible heuristic. The ex-
periments were run on an Amazon Web Services (AWS) c5a.24xlarge instance with
96 vCPUs, running Ubuntu 18.04. We evaluate 50 trials, in each of which the start
configuration of the robot and goal region are sampled randomly.
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Figure 4.3: (Navigation) Left: The PR2’s collision model is approximated with
spheres. Right: The task is to navigate in an indoor map from a given start (purple)
and goal (green) states using a set of motion primitives. States at the end of every
primitive in the generated plan are shown in black.

Comparison to lazy search baselines

We compare MPLP-90 (Nt = 90) with weighted A* and lazy search baselines LwA* [46]
and LSP [47] (which are instantiations of GLS [49]). Lazy search algorithms are de-
signed to increase efficiency in domains where edge evaluations are expensive. There-
fore we analyze the performance gain achieved by MPLP with increasing computa-
tional cost of edge evaluations by reducing dcc. Figure 4.4 shows the mean speedup
achieved by MPLP and the baselines over wA* for varying dcc on a set of start and
goal pairs with uninflated and inflated heuristics. Speedup over wA* is defined as
the ratio of the mean runtime of wA* over the mean runtime of a specific algorithm.
Table 4.1 shows the corresponding raw data. With increasing granularity of collision
checking (decreasing dcc), the speedup achieved by MPLP drastically outpaces that
of the baselines.
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Figure 4.4: (Navigation) Mean speedup achieved by MPLP, LSP and LwA* over
wA* with uninflated heuristic (left) and with a heuristic inflation factor of 50 (right).
dcc decreases along the x-axis, which increases edge evaluation time.

Collision checking interval: dcc (cm)
1 0.5 0.25 0.2 0.1

w = 1

wA* 3.55 6.82 13.40 16.59 32.96
LwA* 0.36 0.54 0.91 1.09 2.01
LSP 0.30 0.34 0.44 0.49 0.73

MPLP-90 0.23 0.24 0.29 0.32 0.44

w = 50

wA* 0.76 1.48 2.83 3.53 6.98
LwA* 0.28 0.50 0.93 1.15 2.24
LSP 0.53 0.61 0.77 0.85 1.26

MPLP-90 0.13 0.13 0.15 0.16 0.23

Table 4.1: (Navigation) Mean planning times (s) for MPLP, wA* and lazy search
baselines for varying dcc, with and without heuristic inflation.

Comparison to parallel search baselines

We also compare MPLP with parallel search baselines. The first baseline is a variant
of weighted A* in which, during a state expansion, the successors of the state are
generated, and the corresponding edges are evaluated in parallel. For lack of a better
term, we call this baseline Parallel Weighted A* (PwA*). Note that this is very dif-
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ferent from the Parallel A* (PA*) algorithm [21]. The second baseline is PA*SE [20].
These two baselines leverage parallelization differently. In PwA*, parallelization is
at the level of generation of successors, whereas in PA*SE, parallelization is at the
level of state expansions. Figure 4.5 shows the mean speedup achieved by MPLP
and the baselines over wA* for various thread budgets, with uninflated and inflated
heuristics and with two different values of dcc. The corresponding raw data is shown
in Table 4.2. For a single thread, PwA* and PA*SE have the same runtime as that
of wA*. As described in Section 4.2, MPLP needs a minimum of 4 threads. Since
PwA* parallelizes successor generation during an expansion, increasing the number
of threads beyond a certain point does not lead to any performance improvement.
The maximum speedup achieved by PA*SE is dependent on the number of states that
can be safely expanded in parallel. The performance degrades with a higher number
of threads, consistent with what was observed in [20]. Consistent with what was
observed in comparison with lazy search baselines, the speedup obtained by MPLP
is greater for a smaller dcc (larger edge evaluation computational cost). In addition,
MPLP’s performance gain saturates at a higher Nt for a smaller dcc. This shows that
MPLP leverages multithreading more effectively with increasing computational cost
of edge evaluations and is, therefore, more efficient than the baselines.

MPLP is effective in domains where the computational cost of evaluating edges
relatively outweighs that of exploring the graph optimistically. This implies smaller
graphs with expensive to evaluate edges. As is the case with all lazy search algorithms,
in domains with larger graphs and inexpensive edges, MPLP is not effective. This can
be observed in the top two plots in Figure 4.5. With dcc = 1cm, PA*SE outperforms
MPLP. However, with more expensive edges, as is the case in the bottom two plots,
MPLP comprehensively outperforms PA*SE.

Ablation of priority inflation of edges in optimistic paths

As discussed earlier, to prioritize the evaluation of edges that are in the paths com-
puted by the optimistic search over the other discovered edges, their priorities in
Eopen are dynamically increased (Line 7, Alg. 6). We ablate this to highlight the ben-
efit of doing so and paying the small cost of rebalancing the priority queue. Figure 4.6
shows the mean planning times of MPLP with and without the priority inflation, for
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Figure 4.5: (Navigation) Mean speedup achieved by MPLP, PwA* and PA*SE over
wA* with uninflated heuristic (left) and with heuristic inflation of 50 (right). For a
single thread, PwA* and PA*SE have the same runtime as that of wA*. With an
increasing number of threads, the performance of MPLP and the baselines improves
over wA*. However, achieves a significantly higher speedup as compared to the
baselines when dcc = 0.5cm.

varying threads, with and without heuristic inflation. For smaller Nt, priority in-
flation significantly reduces planning time. With increasing Nt, the performance
gain diminishes since there is enough computational resource available to evaluate
all edges in Eopen in parallel without having to preferentially evaluate edges in the
optimistic paths. At the same time, with heuristic inflation, the performance gain
of priority inflation is also lower. This is because the search is greedy and discovers
fewer edges that need to be evaluated.
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Number of threads (Nt)
1 4 5 10 15 20 30 40 50 70 90

dcc = 1cm | w = 1

wA* 3.5 - - - - - - - - - -
PwA* 3.54 1.43 1.29 0.95 0.96 0.95 0.95 0.95 0.96 0.95 0.96

wPA*SE 3.40 0.85 0.69 0.35 0.25 0.21 0.24 0.38 0.54 0.89 1.20
MPLP - 0.77 0.63 0.39 0.31 0.27 0.23 0.23 0.22 0.23 0.23

dcc = 1cm | w = 50

wA* 0.75 - - - - - - - - - -
PwA* 0.76 0.31 0.28 0.22 0.22 0.22 0.22 0.22 0.22 0.22 0.22

wPA*SE 0.72 0.22 0.18 0.13 0.11 0.11 0.11 0.12 0.16 0.24 0.32
MPLP - 0.29 0.24 0.19 0.16 0.14 0.13 0.13 0.13 0.13 0.13

dcc = 0.5cm | w = 1

WA* 6.74 - - - - - - - - - -
PwA* 6.76 2.68 2.33 1.67 1.69 1.43 1.43 1.44 1.43 1.44 1.44
PA*SE 6.44 1.64 1.30 0.67 0.47 0.39 0.37 0.51 0.70 1.04 1.41
MPLP - 0.88 0.73 0.49 0.41 0.36 0.31 0.28 0.26 0.24 0.24

dcc = 0.5cm | w = 50

WA* 1.43 - - - - - - - - - -
PwA* 1.42 0.55 0.51 0.37 0.38 0.32 0.33 0.33 0.33 0.33 0.33
PA*SE 1.37 0.42 0.35 0.24 0.21 0.20 0.19 0.20 0.23 0.33 0.41
MPLP - 0.35 0.28 0.22 0.20 0.18 0.15 0.14 0.13 0.13 0.13

Table 4.2: (Navigation) Mean planning times (s) for MPLP, wA* and parallel
search baselines (PwA* and PA*SE) for varying Nt, with different values of dcc and
w.

4.4.2 Assembly task

wA* LwA* LSP MPLP-40
Time (s) 496 259 133 84
Speedup 1 1.9 3.7 5.9

Table 4.3: (Assembly) Mean planning time and speedup over wA* of MPLP com-
pared to those of the lazy search baselines.
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Figure 4.6: (Navigation) Mean planning time (s) of MPLP with and without edge
priority inflation for a varying number of threads.

Pick Place

Motion planner Motion planner Simulator

Figure 4.7: (Assembly) Top: The PR2 has to arrange a set of blocks on the table
(left) into a given configuration (right). Bottom: It is equipped with Pick and
Place controllers. The Pick controller uses the motion planner to reach a block.
The Place controller uses the motion planner to place a block and simulates the
outcome of releasing the block.

The second domain is a task and motion planning problem of assembling a set of
blocks on a table into a given structure by a PR2, as shown in Figure 4.7. We assume
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full state observability of the 6D poses of the blocks and the robot’s joint configura-
tion. The goal is defined by the 6D poses of each block in the desired structure. The
PR2 is equipped with Pick and Place controllers, which are used as macro-actions
in high-level planning. Both of these actions use a motion planner internally to com-
pute collision-free trajectories in the workspace. Additionally, Place has access to
a simulator (NVIDIA Isaac Gym [58]) to simulate the outcome of placing a block in
its desired pose. For example, if the planner tries to place a block in its final pose
but has not placed the block underneath yet, the placed block will not be supported,
and the structure will not be stable. This would lead to an invalid successor during
planning. We set a simulation timeout of ts = 0.2 s to evaluate the outcome of plac-
ing a block. Considering the variability in the simulation speed and the overhead of
communicating with the simulator, this results in a total wall time of less than 1 s

for the simulation. The motion planner has a timeout of tp = 60 s based on the wall
time; therefore, that is the maximum time the motion planning can take. Since the
workspace is cluttered, the bottleneck in this domain is the motion planning com-
ponent of these actions. In the optimistic approximation, these macro-actions are
replaced by their approximate versions, which substitute the motion planner with
an IK solver, while the motion planner is used when the corresponding edges are
evaluated. Successful Pick and Place actions have unit real and optimistic costs
and infinite otherwise. A Pick action on a block is successful if the motion planner
finds a feasible trajectory to reach the block within tp. A Place action on a block is
successful if the motion planner finds a feasible trajectory to place the block within
tp, and simulating the block placement results in the block coming to rest at the
desired pose within ts. The cost of every feasible plan is twice the number of blocks
since placing a block in its desired pose involves a single Pick and Place controller
pair, each of which has a unit cost.

The experiments were run on an AWS g4dn.16xlarge instance with 64 vCPUs,
running Ubuntu 18.04. The instance also has an NVIDIA T4 Tensor Core GPU to
run the simulator. MPLP is run with Nt = 40, and the addition of more threads
did not improve performance in this domain. The number of blocks not in their
final desired pose is used as the admissible heuristic, with an inflation factor of 5.
Table 4.3 shows planning times and speedup over wA* of MPLP-40 compared to the
lazy search baselines. The numbers are averaged across 20 trials, in each of which
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the blocks are arranged in random order on the table. MPLP-40 achieves a 5.9x
speedup over wA* and a 1.6x speedup over LSP.

4.5 Conclusion
In this work, we presented MPLP, a massively parallelized lazy search algorithm
that integrates ideas from lazy search and parallel search. We proved that MPLP
is sound, complete, and bounded suboptimal. Our experiments showed that MPLP
achieves higher efficiency than both lazy search and parallel search algorithms on
two very different planning domains.

MPLP assigns a uniform evaluation priority to edges when they are first discov-
ered and only increases the priorities of edges that belong to a path. However, if
there is a domain-dependent edge-existence prior available, that can be seamlessly
integrated into the algorithm by assigning the evaluation priority derived from it. In-
stead of a naive implementation of LSP, where each shortest path search is run from
scratch, an incremental approach of updating the graph and re-using the previous
search tree using LPA* mechanics can be more efficient [49, 50]. However, because
of the massive parallelization of edge evaluations in MPLP, a potentially large num-
ber of edges get updated in-between searches. Therefore running the search in each
iteration from scratch is more efficient than incremental methods. However, based
on the number of updated edges, an intelligent strategy can be employed to either
re-use the previous search tree or plan from scratch.

48



Chapter 5

ePA*SE: Edge-Based Parallel A*
for Slow Evaluations

MPLP achieves faster planning by running the search and evaluating edges asyn-
chronously in parallel. Just like all lazy search algorithms, it assumes that successor
states can be generated without evaluating edges, which allows the algorithm to de-
fer edge evaluations and lazily proceed with the search. However, this assumption
doesn’t hold for a number of planning domains in robotics. In particular, consider
planning problems that use a high-fidelity physics simulator to evaluate actions in-
volving object-object and object-robot interactions [18]. The generation of successor
states is typically not possible without an expensive simulator call. In such domains,
where edge evaluation cannot be deferred, MPLP is not applicable. Instead, what is
required is a parallel search algorithm that interleaves the search with the parallel
evaluation of edges.

In Chapter 2, we described PA*SE, which speeds up search by parallelizing ex-
pansions of independent states. Though PA*SE parallelizes state expansions, for
a given state, the successors are generated sequentially. This is not the most effi-
cient strategy, especially for domains with large branching factors. In addition, this
strategy is particularly inefficient in domains where there is a large variance in the
edge evaluation times. Consider a state with several outgoing edges that have to
be expanded, such that the first edge is expensive to evaluate, while the others are
relatively inexpensive. In this case, since a single thread is evaluating all of the edges
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in sequence, the evaluations of the cheap edges will be held up by the one expensive
edge. This often happens in planning for robotics. Consider full-body planning for
a humanoid. Evaluating a primitive that moves just the wrist joint of the robot
requires collision checking of just the wrist. However, evaluating the primitive that
moves the base of the robot requires fully-body collision checking of the entire robot.
One way to avoid this would be to evaluate the outgoing edges in parallel, which
PA*SE doesn’t do. However, this seemingly trivial modification does not solve an-
other cause of inefficiency in PA*SE i.e., the evaluation of the outgoing edges from
a given state is tightly coupled with the expansion of the state. This leads to more
edges being evaluated than is necessary, as we will show in our experiments.

Therefore in this chapter, we develop an optimal parallel search algorithm, ePA*SE
(Edge-based Parallel A* for Slow Evaluations), that eliminates these inefficiencies by
parallelizing edge evaluations instead of state expansions. ePA*SE exploits the in-
sight that the root cause of slow expansions is typically slow edge evaluations. Each
ePA*SE thread is responsible for evaluating a single edge instead of expanding a
state and evaluating all outgoing edges from it, all in a single thread, like in PA*SE.
This makes ePA*SE significantly more efficient than PA*SE and we show this by
evaluating it on two different planning domains: 1) 3D indoor navigation of a mobile
manipulator and 2) a task and motion planning problem of stacking a set of blocks
by a dual-arm robot.

5.1 Problem Definition

Let a finite graph G = (V , E) be defined as a set of vertices V and directed edges E .
Each vertex v ∈ V represents a state s in the state space of the domain S. An edge
e ∈ E connecting two vertices v1 and v2 in the graph represents an action a ∈ A that
takes the agent from corresponding states s1 to s2. In this work, we assume that
all actions are deterministic. Hence an edge e can be represented as a pair (s, a),
where s is the state at which action a is executed. For an edge e, we will refer to the
corresponding state and action as e.s and e.a respectively. In addition, we will use
the following notations:

• s0 is the start state and G is the goal region.
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• c : E → [0,∞] is the cost associated with an edge.
• g(s) or g-value is the cost of the best path to s from s0 found by the algorithm

so far.
• h(s) is a consistent and therefore admissible heuristic [17]. It never overesti-

mates the cost to the goal.

A path π is defined by an ordered sequence of edges eNi=1 = (s, a)Ni=1, the cost
of which is denoted as c(π) =

∑N
i=1 c(ei). The objective is to find a path π from s0

to a state in the goal region G with the optimal cost c∗. There is a computational
budget of Nt threads available, which can run in parallel. Similar to PA*SE, we
assume there exists a pairwise heuristic function h(s, s′) that provides an estimate of
the cost between any pair of states. It is forward-backward consistent i.e. h(s, s′′) ≤
h(s, s′) + h(s′, s′′) ∀ s, s′, s′′ and h(s, s′) ≤ c∗(s, s′) ∀ s, s′. Note that using h for
both the unary heuristic h(s) and the pairwise heuristic h(s, s′) is a slight abuse of
notation since these are different functions.

5.2 Method
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Figure 5.1: Example of eA*: (1) The dummy edge ed0 originating from s0 is expanded
and the real edges [e10, e

2
0, e

3
0] are inserted into OPEN . (2) e10 is expanded, during

which it is evaluated, and the successor s1 is generated. A dummy edge ed1 from s1
is inserted into OPEN . (3) ed1 is expanded and the real edges [e41, e

5
1] are inserted

into OPEN . (4) e41 is expanded, during which it is evaluated, and the successor s4 is
generated, and a dummy edge ed4 is inserted into Eopen. This goes on until a dummy
edge edn is expanded whose source state belongs to the goal region, i.e., sn ∈ G.

ePA*SE leverages the key algorithmic contribution of PA*SE, i.e., parallel ex-
pansions of independent states, but instead uses it to parallelize edge evaluations.
In doing so, ePA*SE further improves the efficiency of PA*SE in domains with
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expensive-to-evaluate edges. ePA*SE obeys the same invariant as A* and PA*SE
that when a state is expanded, its g-value is optimal. Therefore, every state is ex-
panded at most once. However, unlike in PA*SE, where each thread is responsible
for expanding a single state at a time, each ePA*SE thread is responsible for eval-
uating a single edge at a time. In order to build up to ePA*SE, we first describe a
serial version of the proposed algorithm eA* (Edge-based A*). We then explain how
eA* can be parallelized to get to ePA*SE, using the key idea behind PA*SE.

5.2.1 eA*

The first key algorithmic difference in eA* compared to A* is that the open list
OPEN contains edges instead of states. We introduce the term expansion of an
edge and explicitly differentiate it from the expansion of a state. In A*, during the
expansion of a state, all its successors are generated and, unless they have already
been expanded, are either inserted into the open list or repositioned with the updated
priority. In eA*, expansion of an edge (s, a) involves evaluating the edge to generate
the successor state s′ and adding/updating (but not evaluating) the edges originating
from s′ into OPEN with the same priority of g(s′) + h(s′). This choice of priority
ensures that the edges originating from states that would have the same (state-)
expansion priority in A* have the same (edge-) expansion priority in eA*. A state
is defined as partially expanded if at least one (but not all) of its outgoing edges
has been expanded or is under expansion, while it is defined as expanded if all its
outgoing edges have been expanded. eA* uses the following data structures as the
key ingredients of the algorithm.

• OPEN : A priority queue of edges (not states) that the search has generated
but not expanded, where the edge with the smallest key/priority is placed
in the front of the queue. The priority of an edge e = (s, a) in OPEN is
f ((s, a)) = g(s) + h(s).

• BE: The set of states that are partially expanded.
• CLOSED: The set of states that have been expanded.
Naively storing edges instead of states in OPEN introduces an inefficiency. In

A*, the g-value of a state s can change many times during the search until the state
is expanded, at which point it is added to CLOSED. Every time this happens,
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OPEN has to be rebalanced to reposition s. In eA*, every time g(s) changes, the
position of all outgoing edges from s needs to be updated in OPEN . This increases
the number of times OPEN has to be rebalanced, which is an expensive operation.
However, since the edges originating from s have the same priority, i.e., g(s) + h(s),
this can be avoided by replacing all the outgoing edges from s with a single dummy
edge ed = (s, ad), where ad stands for a dummy action. The dummy edge stands
as a placeholder for all the real edges originating from s. When g(s) changes, only
the dummy edge must be repositioned. Unlike when a real edge is expanded, when
the dummy edge (s, ad) is expanded, it is replaced by the outgoing real edges from
s in OPEN . When a state’s dummy edge is expanded or under expansion, it is also
considered partially expanded and added to BE. When all the outgoing real edges
of a state have been expanded, it is moved from BE to CLOSED. The g-value g(s)
of a state s in either BE or CLOSED can no longer change; hence, the real edges
originating from s will never have to be updated in OPEN .

eA* can be trivially extended to handle an inflation factor on the heuristic like
wA*, which leads to a more goal-directed search w-eA* (Weighted eA*). Figure 5.1
shows an example of w-eA* in action. Let eji refer to an edge from state si to sj,
and edi refers to a dummy edge from si. The states that are generated are shown in
solid circles. The hollow circles represent states that are not generated, and hence
the incoming edges to these states are not evaluated. During the first expansion,
the dummy edge ed0 originating from s0 is expanded, and the real edges [e10, e

2
0, e

3
0]

are inserted into OPEN . In the second expansion, the edge e10 is expanded, during
which it is evaluated, and the successor s1 is generated. A dummy edge (ed1) from s1

is inserted into OPEN . In the third expansion, ed1 is expanded and the real edges
[e41, e

5
1] are inserted into OPEN . In the fourth expansion, the edge e41 is expanded,

during which it is evaluated, the successor s4 is generated, and a dummy edge ed4 is
inserted into Eopen. This continues until a dummy edge edn is expanded whose source
state belongs to the goal region, i.e., sn ∈ G.

If the heuristic is informative, w-eA* evaluates fewer edges than wA*. In the
example shown in Figure 5.1, the edges [e20, e30, e51] do not get evaluated. Since wA*
evaluates all outgoing edges of an expanded state, these edges would be evaluated
in the case of wA* (with the same heuristic and inflation factor) when their source
states are expanded (s0 and s1). Additionally, similar to how wPA*SE parallelizes

53



5. ePA*SE: Edge-Based Parallel A* for Slow Evaluations

wA*, w-eA* can be parallelized to obtain a highly efficient algorithm w-ePA*SE.
Since w-ePA*SE is a trivial extension of ePA*SE, we instead describe how eA* can
be parallelized to obtain ePA*SE.

5.2.2 eA* to ePA*SE

eA* can be parallelized using the key idea behind PA*SE, i.e., parallel expansion of
independent states and applying it to edge expansions, resulting in ePA*SE. ePA*SE
has two key differences from PA*SE that make it more efficient:

1. Evaluation of edges is decoupled from the expansion of the source state, giving
the search the flexibility to figure out what edges need to be evaluated.

2. Evaluation of edges is parallelized.

In addition to OPEN and CLOSED, PA*SE uses another data structure BE

(Being Expanded) to store the set of states currently being expanded by one of the
threads. It uses a pairwise independence check on states in the open list to find states
safe to expand in parallel. A state s is safe to expand if g(s) is already optimal. In
other words, there is no other state that is currently being expanded (in BE), nor
in OPEN that can reduce g(s). Formally, a state s is defined to be independent of
state s’ iff

g(s)− g(s′) ≤ h(s′, s) (5.1)

Like in eA*, BE in ePA*SE stores the partially expanded states, as per the
definition of partial expansion in eA*. Since ePA*SE stores edges in OPEN instead
of states and each ePA*SE thread expands edges instead of states, the independence
check has to be modified. An edge e is safe to expand if Equations 5.2 and 5.3 hold.

g(e.s)− g(e′.s) ≤ h(e′.s, e.s)

∀e′ ∈ OPEN | f (e′) < f (e)
(5.2)

g(e.s)− g(s′) ≤ h(s′, e.s) ∀s′ ∈ BE (5.3)
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Equation 5.2 ensures that there is no edge in OPEN with a priority smaller than
that of e, that upon expansion, can lower the g-value of e.s and hence lower the
priority of e. In other words, the source state s of edge e is independent of the source
states of all edges in OPEN , which have a smaller priority than e. Equation 5.3
ensures that there is no partially expanded state that can lower the g-value of e.s.
In other words, the source state s of edge e is independent of all states in BE.

5.2.3 Details

The pseudocode for ePA*SE is presented in Alg. 9. The main planning loop in
Plan runs on a single thread (thread 0), and in each iteration, an edge is removed
for expansion from OPEN that has the smallest possible priority and is also safe
to expand, as per Equations 5.2 and 5.3 (Line 14, Alg. 9). If such an edge is not
found, the thread waits for either OPEN or BE to change (Line 17, Alg. 9). If a
safe-to-expand edge is found, such that the source state of the edge belongs to the
goal region, the solution path is returned by backtracking from the state to the start
state using back pointers (Line 24, Alg. 9). Otherwise, the edge is expanded and
assigned to an edge expansion thread (thread i = 1 : Nt) (Line 33, Alg. 9). The edge
expansion threads are spawned as and when needed to avoid the overhead of running
unused threads (Line 31, Alg. 9). The search terminates when either a solution is
found or when OPEN is empty, and all threads are idle (BE is empty), in which
case there is no solution.

If the edge to be expanded is a dummy edge, the source s of the edge is marked as
partially expanded by adding it to BE (Line 11, Alg. 10). The real edges originating
from s are added to OPEN with the same priority as that of the dummy edge i.e.
g(s) + h(s). If the expanded edge is not a dummy edge, it is evaluated (Line 18,
Alg. 10) to obtain the successor s′ and the edge cost c ((s, a)). This is the expensive
operation that ePA*SE seeks to parallelize, which is why it happens lock-free. If the
expanded edge reduces g(s′), the dummy edge originating from s′ is added/updated in
OPEN . A counter n_successors_generated keeps track of the number of outgoing
edges that have been expanded for every state. Once all the outgoing edges for a
state have been expanded, and hence the state has been expanded, it is removed
from BE and added to CLOSED (Lines 29 and 30, Alg. 10).
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Algorithm 9 w-ePA*SE: Planning Loop
1: A ← action space , Nt ← number of threads, G← ∅
2: s0 ← start state , G ← goal region, terminate← False
3: procedure Plan
4: ∀s ∈ G, s.g ←∞, n_successors_generated(s) = 0
5: s0.g ← 0
6: insert (s0,ad) in OPEN ▷ Dummy edge from s0
7: LOCK
8: while not terminate do
9: if OPEN = ∅ and BE = ∅ then
10: terminate = True
11: UNLOCK
12: return ∅
13: end if
14: remove an edge (s,a) from OPEN that has the

smallest f((s,a)) among all states in OPEN that
satisfy Equations 5.2 and 5.3

15: if such an edge does not exist then
16: UNLOCK
17: wait until OPEN or BE change
18: LOCK
19: continue
20: end if
21: if s ∈ G then
22: terminate = True
23: UNLOCK
24: return Backtrack(s)
25: else
26: UNLOCK
27: while (s,a) has not been assigned a thread do
28: for i = 1 : Nt do
29: if thread i is available then
30: if thread i has not been spawned then
31: Spawn EdgeExpandThread(i)
32: end if
33: Assign (s,a) to thread i
34: end if
35: end for
36: end while
37: LOCK
38: end if
39: end while
40: terminate = True
41: UNLOCK
42: end procedure
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Algorithm 10 w-ePA*SE: Edge Expansion
1: procedure EdgeExpandThread(i)
2: while not terminate do
3: if thread i has been assigned an edge (s,a) then
4: Expand ((s,a))
5: end if
6: end while
7: end procedure
8: procedure Expand((s,a))
9: LOCK
10: if a = ad then
11: insert s in BE
12: for a ∈ A do
13: f ((s,a)) = g(s) + h(s)
14: insert (s,a) in OPEN with f ((s,a))
15: end for
16: else
17: UNLOCK
18: s′, c ((s,a))← GenerateSuccessor ((s,a))
19: LOCK
20: if s′ /∈ CLOSED ∪BE and
21: g(s′) > g(s) + c ((s,a)) then
22: g(s′) = g(s) + c ((s,a))
23: s′.parent = s
24: f

(
(s′,ad)

)
= g(s′) + h(s′)

25: insert/update (s′,ad) in OPEN with f
(
(s′,ad)

)
26: end if
27: n_successors_generated(s)+ = 1
28: if n_successors_generated(s) = |A| then
29: remove s from BE
30: insert s in CLOSED
31: end if
32: end if
33: UNLOCK
34: end procedure

5.2.4 Thread management

In PA*SE, the state expansion threads are spawned at the start, and each of them
independently pulls out states from the open list to expand. When the number of
threads is higher than the number of independent states available for expansion at
any point, the operating system has an unnecessary overhead of spinning unused
threads. This causes the overall performance to decrease as the number of unused
threads increases (see Figure 6 in [20]). Our initial experiments showed that using
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a similar thread management strategy in ePA*SE leads to a similar degradation in
performance as the number of threads is increased beyond the optimal number of
threads, even though the peak performance of ePA*SE is substantially higher than
that of PA*SE. To prevent this degradation in performance, ePA*SE employs a
different thread management strategy. There is a single thread that pulls out edges
from the open list, and it spawns edge expansion threads as needed but capped at
Nt (Line 31). When Nt is higher than the number of independent edges available
for expansion at any point in time, only a subset of available threads get spawned,
preventing performance degradation, as we will show in our experiments.

5.2.5 w-ePA*SE

w-ePA*SE is a bounded suboptimal variant of ePA*SE that trades off optimality
for faster planning. Similar to wPA*SE, w-ePA*SE introduces two inflation factors,
the first of which, ϵ ≥ 1, relaxes the independence rule (Equations 5.2 and 5.3) as
follows.

g(e.s)− g(e′.s) ≤ ϵh(e′.s, e.s)

∀e′ ∈ OPEN | f (e′) < f (e)
(5.4)

g(e.s)− g(s′) ≤ ϵh(s′, e.s) ∀s′ ∈ BE (5.5)

The second factor w ≥ 1 is used to inflate the heuristic in the priority of edges in
OPEN , i.e., f ((s, a)) = g(s) + w · h(s) which makes the search more goal-directed.
As long as ϵ ≥ w, the solution cost is bounded by ϵ ·c∗ (Theorem 8). Note that w can
be greater than ϵ, but then Equation 5.4 has to consider source states of all edges
in OPEN and the solution cost will be bounded by w · c∗ (Theorem 6). Since this
leads to significantly more independence checks, the ϵ ≥ w relationship is typically
recommended in practice.
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5.3 Properties

w-ePA*SE has identical properties to that of w-PA*SE [20] and can be proved simi-
larly with minor modifications.

Theorem 6 (Bounded suboptimal expansions) When w-ePA*SE that performs
independence checks against all states in BE and source states of all edges in OPEN ,
chooses an edge e for expansion, then g(e.s) ≤ λg∗(s), where λ = max(ϵ, w).

Proof Assume, for the sake of contradiction, that g(e.s) > λg∗(e.s) directly before
edge e is expanded, and without loss of generality, that g(e′.s) ≤ λg∗(e′.s) for all edges
e′ selected for expansion before e (Assumption). Let s = e.s for ease of notation.
Consider any cost-minimal path π(s0, s) from s0 to s. Let sm be the closest state to
s0 on π(s0, s) such that either 1) there exists at least one edge in OPEN with source
state sm or 2) sm is in BE. sm is no farther away from s0 on π(s0, s) than s since e

is in OPEN . Therefore, let π(s0, sm) and π(sm, s) be the subpaths of π(s0, s) from
s0 to sm and from sm to s, respectively.

If sm = s0, then g(sm) ≤ λg∗(sm) since g(s0) = g∗(s0) = 0 (Contradiction 111).
Otherwise, let sp be the predecessor of sm on π(s0, s). sp has been expanded (i.e.
all edges outgoing edges of sp have been expanded) since every state closer to s0

on π(s0, s) than sm has been expanded (since every unexpanded state on π(s0, s)

different from s0 is either in BE or has an outgoing edge in OPEN , or has a state
closer to s0 on π(s0, s) that is either in BE or has an outgoing edge in OPEN).
Therefore, since all outgoing edges from sp have been expanded, g(sp) ≤ λg∗(sp)

because of Assumption. Then, because of the g update of sm when the edge from
sp to sm was expanded,

g(sm) ≤ g(sp) + c(sp, sm)

≤ λg∗(sp) + c(sp, sm) (5.6)

Since sp is the predecessor of sm on the cost-minimal path π(s0, s),

g∗(sm) = g∗(sp) + c(sp, sm)

=⇒ g∗(sp) = g∗(sm)− c(sp, sm) (5.7)
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Substituting g∗(sp) from Equation 5.7 into Equation 5.6,

=⇒ g(sm) ≤ λg∗(sm)− (λ− 1)c(sp, sm)

=⇒ g(sm) ≤ λg∗(sm)

=⇒ λc(π(s0, sm)) = λg∗(sm) ≥ g(sm) (5.8)

Since h(sm, s) satisfies forward-backward consistency and is therefore admissible,
h(sm, s) ≤ c(π(sm, s)). Since, λ = max(ϵ, w), ϵ ≤ λ,

λc(π(sm, s)) ≥ λh(sm, s) ≥ ϵh(sm, s) (5.9)

Adding 5.8 and 5.9,

λc(s0, s) = λc(s0, sm) + λc(sm, s)

≥ g(sm) + ϵh(sm, s) (5.10)

Assuming w-ePA*SE performs independence checks against states in BE and
source states of all edges in OPEN when choosing an edge e with source e.s to
expand, and sm is either in BE or there exists at least one edge with source sm in
OPEN ,

ϵh(e′.s, e.s) ≥ g(e.s)− g(e′.s)

∀e′ ∈ OPEN | e′.s = sm

=⇒ g(sm) + ϵh(sm, s) ≥ g(s) (5.11)

Therefore,

λg∗(s) =λc(π(s0, s))

≥g(sm) + ϵh(sm, s) (Using Eq. 5.10)
≥g(s) (Using Eq. 5.11)

(Contradiction 222)

60



5. ePA*SE: Edge-Based Parallel A* for Slow Evaluations

Contradiction 1 and Contradiction 2 invalidate the Assumption, which
proves Theorem 6.

Theorem 7 If w ≤ ϵ, and considering any two edges e and e’ in OPEN , the source
state of e is independent of the source state of e’ if f(e) ≤ f(e′).

Proof

f(e) ≤ f(e′)

=⇒ g(e.s) + wh(e.s) ≤ g(e′.s) + wh(e′.s)

=⇒ g(e.s) ≤ g(e′.s) + w(h(e′.s)− h(e.s))

≤ g(e′.s) + wh(e′.s, e.s)

(forward-backward consistency)
≤ g(e′.s) + ϵh(e′.s, e.s)

(since w ≤ ϵ)

Therefore, e.s is independent of e′.s by definition (Eq. 5.1).

Theorem 8 (Bounded suboptimality) If w ≤ ϵ, and w-ePA*SE chooses a dummy
edge ed = (s, ad) for expansion, such that the source state s belongs to the goal region
i.e. s ∈ G, then g(s) ≤ ϵg∗(s) = ϵ · c∗.

Proof This directly follows from theorem 6 and 7.

Theorem 9 (Completeness) If there exists at least one path π in G from s0 to G,
w-ePA*SE will find it.

Proof This proof makes use of Theorem 8 and is similar to the equivalent proof of
serial wA*.

5.4 Evaluation

We evaluate w-ePA*SE in two planning domains where edge evaluation is expensive.
All experiments were carried out on Amazon Web Services (AWS) instances. All
algorithms were implemented in C++.
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5.4.1 3D Navigation

The first domain is the PR2 navigation domain introduced in Section 4.4 of Chapter 4
and shown in Figure 4.3. We evaluate 50 trials in each of which the start configuration
of the robot and goal region are sampled randomly.

Figure 5.2: (Navigation) Top: Mean speedup achieved by PwA*, w-PA*SE and
w-ePA*SE over wA*. Bottom: Mean number of edges evaluated by w-PA*SE and
w-ePA*SE.

We compare w-ePA*SE with other CPU-based parallel search baselines. The first
baseline is a variant of weighted A* in which, during a state expansion, the successors
of the state are generated, and the corresponding edges are evaluated in parallel. For
lack of a better term, we call this baseline Parallel Weighted A* (PwA*). Note that
this is very different from the Parallel A* (PA*) algorithm [21], which has already
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Number of threads (Nt)
1 4 5 10 15 20 30 40 50 70 90

w = ϵ = 1

wA* 3.33 - - - - - - - - - -
PwA* 3.37 1.31 1.06 0.71 0.65 0.66 0.66 0.64 0.64 0.65 0.65

w-PA*SE 3.37 1.14 0.85 0.39 0.26 0.22 0.24 0.37 0.53 0.85 1.22
w-ePA*SE w/o thread mgt. 3.43 1.17 0.88 0.39 0.26 0.20 0.18 0.22 0.24 0.27 0.30

w-ePA*SE 3.34 1.17 0.87 0.40 0.27 0.21 0.18 0.18 0.18 0.18 0.18

w = ϵ = 50

wA* 0.71 - - - - - - - - - -
PwA* 0.72 0.29 0.24 0.16 0.15 0.15 0.15 0.15 0.15 0.15 0.15

w-PA*SE 0.71 0.28 0.22 0.13 0.11 0.11 0.10 0.12 0.15 0.24 0.33
w-ePA*SE w/o thread mgt. 0.75 0.25 0.19 0.09 0.06 0.06 0.06 0.07 0.08 0.09 0.11

w-ePA*SE 0.72 0.25 0.19 0.09 0.07 0.06 0.06 0.06 0.06 0.06 0.06

Table 5.1: (Navigation) Mean planning times (s) for wA*, PwA*, w-PA*SE and
w-ePA*SE for varying Nt, with w = ϵ = 1 (top) and with w = ϵ = 50 (bottom).

been shown to underperform w-PA*SE [20]. The second baseline is w-PA*SE. These
two baselines leverage parallelization differently. PwA* parallelizes the generation
of successors, whereas w-PA*SE parallelizes state expansions. w-ePA*SE, on the
other hand, parallelizes edge evaluations. We also compare against a variation of
w-ePA*SE (w-ePA*SE w/o thread mgt.) that uses the thread management strategy
of w-PA*SE as opposed to the improved thread management strategy described in
the Method. Speedup over wA* is defined as the ratio of the mean runtime of wA*
over the mean runtime of a specific algorithm.

Figure 5.2 (top) shows the mean speedup achieved by w-PA*SE and the baselines
over wA* for varying Nt, for w = ϵ = 1 and w = ϵ = 50. The corresponding raw
planning times are shown in Table 5.1. The speedup achieved by PwA* saturates
at the branching factor of the domain. This is expected since PwA* parallelizes the
evaluation of the outgoing edges of a state being expanded. If Nt is greater than the
branching factor M , Nt −M threads remain unutilized. For low Nt, the speedup
achieved by w-ePA*SE matches that of w-PA*SE. However, for high Nt, the speedup
achieved by w-ePA*SE rapidly outpaces that of w-ePA*SE, especially for the inflated
heuristic case. This is because w-ePA*SE is much more efficient than w-PA*SE since
it parallelizes edge evaluations instead of state expansions. This increased efficiency
is more apparent with the availability of a larger computational budget in the form
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Number of threads (Nt)
1 4 5 10 15 20 30 40 50 70 90

w = ϵ = 1

PA*SE 5674 5646 5644 5681 5796 5986 6709 7523 7864 8063 8000
w-ePA*SE 5660 5654 5653 5650 5647 5644 5644 5649 5653 5662 5674

w = ϵ = 50

w-PA*SE 1309 1494 1560 2013 2556 3105 4098 5117 5886 7000 7427
w-ePA*SE 1311 1274 1273 1296 1311 1325 1366 1396 1450 1529 1665

Table 5.2: (Navigation) Number of edges evaluated by w-PA*SE and w-ePA*SE
for varying Nt, with w = ϵ = 1 (top) and with w = ϵ = 50 (bottom).

of a greater number of threads to allocate to evaluating edges. The speedup of
w-PA*SE reaches a peak and then rapidly deteriorates. This is also the case for
w-ePA*SE w/o (improved) thread mgt. (described in the Method), even though
the peak speedup of w-ePA*SE w/o thread mgt. is higher than that of w-PA*SE.
However, the speedup of w-ePA*SE with the improved thread management strategy
reaches a maximum and then saturates instead of degrading. This is due to the
difference in the multithreading strategy employed by w-ePA*SE as explained in the
Method.

Figure 5.2 (bottom) and Table 5.2 show that w-ePA*SE evaluates significantly
fewer edges as compared to w-PA*SE. With a greater number of threads, the differ-
ence is significant. This indicates that beyond parallelization of edge evaluations, the
w-eA* formulation that w-ePA*SE uses has another advantage that if the heuristic
is informative, w-ePA*SE evaluates fewer edges than w-PA*SE, which contributes
to the lower planning time of w-ePA*SE. The intuition behind this is that in wA*,
the evaluation of the outgoing edges from a given state is tightly coupled with the
expansion of the state because all the outgoing edges from a given state must be
evaluated at the same time when the state is expanded. In w-eA*, the evaluation of
these edges is decoupled from each other since the search expands edges instead of
states.
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Pick/SwitchArm

Motion planner Motion planner Simulator

Place

Figure 5.3: (Assembly) Top: The PR2 has to arrange a set of blocks on the table
(left) into a given configuration (right). Bottom: It is equipped with Pick, Place
and SwitchArm controllers. The Pick controller uses the motion planner to reach a
block. The Place controller uses the motion planner to place a block and simulates
the outcome of releasing the block. The SwitchArm controller uses the motion
planner to move the active arm to a home position.

5.4.2 Assembly Task

The second domain is a task and motion planning problem of assembling a set of
blocks on a table into a given structure by a PR2, as shown in Figure 5.3. This do-
main is similar to the one introduced in Section 4.4 of Chapter 4, but in this work, we
enable the dual-arm functionality of the PR2. We assume full state observability of
the 6D poses of the blocks and the robot’s joint configuration. The goal is defined by
the 6D poses of each block in the desired structure. The PR2 is equipped with Pick
and Place controllers, which are used as macro-actions in high-level planning. In
addition, there is a SwitchArm controller which switches the active arm by moving
the current active arm to a home position. All of these actions use a motion plan-
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wA* PwA* w-PA*SE w-ePA*SE

Nt 1 25 10 10

Time (s) 3010 1066 419 301
Speedup 1 2.8 7.2 10

Table 5.3: (Assembly) Mean planning times and speedup over wA* for w-ePA*SE
and the baselines.

ner internally to compute collision-free trajectories in the workspace. Additionally,
Place has access to a simulator (NVIDIA Isaac Gym [58]) to simulate the outcome
of placing a block at its desired pose. For example, if the planner tries to place a
block at its final pose but has not placed the block underneath yet, the placed block
will not be supported, and the structure will not be stable. This would lead to an
invalid successor during planning. We set a simulation timeout of ts = 0.2 s to eval-
uate the outcome of placing a block. Considering the variability in the simulation
speed and the overhead of communicating with the simulator, this results in a total
wall time of less than 2 s for the simulation. The motion planner has a timeout
of tp = 60 s based on the wall time, and therefore that is the maximum time the
motion planning can take. Successful Pick, Place and SwitchArm actions have
unit costs and infinite otherwise. A Pick action on a block is successful if the motion
planner finds a feasible trajectory to reach the block within tp. A Place action on a
block is successful if the motion planner finds a feasible trajectory to place the block
within tp, and simulating the block placement results in the block coming to rest at
the desired pose within ts. A SwitchArm action is successful if the motion planner
finds a feasible trajectory to the home position for the active arm within tp. The
number of blocks that are not in their final desired pose is used as the admissible
heuristic, with w = ϵ = 5. Table 5.3 shows planning times and speedup over wA*
for w-ePA*SE and those of the baselines. We use 25 threads in the case of PwA*
because that is the maximum branching factor in this domain. The numbers are
averaged across 20 trials, in each of which the blocks are arranged in random order
on the table. Table 5.3 shows the mean planning times and speedup over wA* of
w-ePA*SE as compared to those of the lazy search baselines. w-ePA*SE achieves a
10x speedup over wA* and outperforms the baselines in this domain as well.
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5.5 Conclusion
We presented an optimal parallel search algorithm ePA*SE that improves on PA*SE
by parallelizing edge evaluations instead of state expansions. We also presented a
sub-optimal variant w-ePA*SE and proved that it maintains bounded suboptimality
guarantees. Our experiments showed that w-ePA*SE achieves an impressive reduc-
tion in planning time across two very different planning domains, which shows the
generalizability of our conclusions. Empirically, we have observed w-ePA*SE to be
a strict improvement over w-PA*SE for domains with expensive-to-compute edges.
Even though we also test with a relatively large budget of threads, the performance
improvement is significant even with a smaller budget of fewer than 10 threads, which
is the case with typical mobile computers.
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Chapter 6

A-ePA*SE: Anytime Edge-Based
Parallel A* for Slow Evaluations

Though ePA*SE is highly efficient, it needs to come up with a solution under a
strict time budget for it to be applicable in real-time robotics. Though the optimal
solution is preferable, that is often not the first priority. For such domains, anytime
algorithms have been developed that first prioritize a quick feasible solution by al-
lowing a high sub-optimality bound. This is typically done by incorporating a high
inflation factor on the heuristic. They then attempt to improve the solution by incre-
mentally decreasing the inflation factor and therefore tightening the sub-optimality
bound, until the time runs out. In this chapter, we bring the anytime property to
ePA*SE. We show that the resulting algorithm, A-ePA*SE, achieves higher efficiency
than existing anytime algorithms.

6.1 Problem Definition
Let a finite graph G = (V , E) be defined as a set of vertices V and directed edges E .
Each vertex v ∈ V represents a state s in the state space of the domain S. An edge
e ∈ E connecting two vertices v1 and v2 in the graph represents an action a ∈ A that
takes the agent from corresponding states s1 to s2. In this work, we assume that
all actions are deterministic. Hence an edge e can be represented as a pair (s, a),
where s is the state at which action a is executed. For an edge e, we will refer to
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the corresponding state and action as e.s and e.a respectively. s0 is the start state
and G is the goal region. c : E → [0,∞] is the cost associated with an edge. g(s)

or g-value is the cost of the best path to s from s0 found by the algorithm so far
and h(s) is a consistent heuristic [17]. Additionally, there exists a forward-backward
consistent [20] pairwise heuristic function h(s, s′) that provides an estimate of the
cost between any pair of states. A path π is defined by an ordered sequence of edges
eNi=1 = (s, a)Ni=1, the cost of which is denoted as c(π) =

∑N
i=1 c(ei). The objective

is to find a path π from s0 to a state in the goal region G within a time budget T .
There is a computational budget of Nt threads which can run in parallel.

6.2 Method

Algorithm 11 A-ePA*SE: Plan
1: A ← action space , Nt ← thread budget, T ← time budget
2: w0 ← initial heuristic weight, ∆w ← delta heuristic weight
3: G← graph, s0 ← start state , G ← goal region
4: terminate← False
5: procedure Plan
6: INCON← ∅
7: ∀s ∈ G, s.g ←∞
8: s0.g ← 0, w = w0

9: insert (s0,ad) in OPEN ▷ Dummy edge from s0
10: while w >= 1 and not Timeout (T ) do
11: INCON = ∅, CLOSED = ∅
12: ImprovePath(w)
13: Publish current w bounded sub-optimal solution
14: w = w −∆w
15: OPEN = OPEN ∪ INCON
16: Re-balance OPEN with new w
17: end while
18: terminate = True
19: end procedure

Inspired by ARA* [19], we extend w-ePA*SE to a parallelized anytime repairing
algorithm A-ePA*SE by inheriting three algorithmic techniques:

1. Define locally inconsistent states as the states whose g-values change while
they are in CLOSED∪BE during the current ImprovePath execution ([19]).
A-ePA*SE keeps track of locally inconsistent states by maintaining an incon-
sistent list INCON (Line 30, Alg. 13).
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Algorithm 12 A-ePA*SE: ImprovePath
1: procedure ImprovePath
2: LOCK
3: while f(sg) > mins∈OPEN (f(s)) do
4: if OPEN = ∅ and BE = ∅ then
5: UNLOCK
6: return ∅
7: end if
8: remove an edge (s,a) from OPEN that has the

smallest f((s,a)) among all states in OPEN that
satisfy Equations 5.2 and 5.3

9: if such an edge does not exist then
10: UNLOCK
11: wait until OPEN or BE change
12: LOCK
13: continue
14: end if
15: if s ∈ G and f(sg) > f(s) then
16: sg = s
17: plan = Backtrack(s)
18: end if
19: UNLOCK
20: while (s,a) has not been assigned a thread do
21: for i = 1 : Nt do
22: if thread i is available then
23: if thread i has not been spawned then
24: Spawn EdgeExpandThread(i)
25: end if
26: Assign (s,a) to thread i
27: end if
28: end for
29: end while
30: LOCK
31: end while
32: UNLOCK
33: return plan
34: end procedure

2. After every ith ImprovePath call exits, A-ePA*SE initializes OPEN for the
next search iteration i+1 as OPENi+1 = OPENi∪INCON . (Line 15, Alg.11).

3. A-ePA*SE changes the termination condition of a search iteration (Line 3,
Alg.12) so that it only expands states that 1) have g-value that can be lowered
in the current ImprovePath iteration or 2) were locally inconsistent in the
previous ImprovePath iteration.
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Algorithm 13 A-ePA*SE: Edge Expansion
1: procedure EdgeExpandThread(i)
2: while not terminate do
3: if thread i has been assigned an edge (s,a) then
4: Expand ((s,a))
5: end if
6: end while
7: end procedure
8: procedure Expand((s,a))
9: LOCK
10: if a = ad then
11: insert s in BE
12: for a ∈ A do
13: f ((s,a)) = g(s) + h(s)
14: insert (s,a) in OPEN with f ((s,a))
15: end for
16: else
17: UNLOCK
18: if NotEvaluated ((s,a)) then
19: s′, c ((s,a))← GenerateSuccessor ((s,a))
20: else
21: s′, c ((s,a))← GetSuccessor ((s,a))
22: end if
23: LOCK
24: if g(s′) > g(s) + c ((s,a)) then
25: g(s′) = g(s) + c ((s,a))
26: f

(
(s′,ad)

)
= g(s′) + wh(s′)

27: if s′ /∈ CLOSED ∪BE then
28: update (s′,ad) in OPEN with f

(
(s′,ad)

)
29: else
30: update (s′,ad) in INCON with f

(
(s′,ad)

)
31: end if
32: end if
33: n_successors_generated(s)+ = 1
34: if n_successors_generated(s) = |A| then
35: remove s from BE
36: insert s in CLOSED
37: end if
38: end if
39: UNLOCK
40: end procedure

A-ePA*SE extends w-ePA*SE with an additional outer control loop (Alg. 11)
that sequentially reduces w. In the first iteration, ImprovePath is called with w0.
This is equivalent to running w-ePA*SE except for the algorithmic change described
in technique 1. When ImprovePath returns, the current w-suboptimal solution
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is published (Line 13, Alg. 11). Before every subsequent call to ImprovePath,
w is reduced by ∆w and OPEN is updated as described in technique 2. It is
possible that no or very few states in OPEN satisfy the termination check stated
in technique 3 and ImprovePath returns right away or after a few expansions.
This reusing of previous search effort is the fundamental source of efficiency gains
for A-ePA*SE as compared to running w-ePA*SE from scratch with a reduced w.
A-ePA*SE terminates when either 1) the time budget expires and the current best
solution is returned or 2) ImprovePath finds a provably optimal solution with
w = 1.

6.3 Properties
Theorem 10 (Anytime correctness) Each time the ImprovePath function ex-
its, the following holds: the cost of a greedy path from s0 to sg is no larger than
λg∗(sg), where λ = max(ϵ, w).

Theorem 11 (Anytime efficiency) Within each call to ImprovePath a state s

is expanded only if it was already locally inconsistent before the call to ImprovePath
or its g-value was lowered during the current execution of ImprovePath.

Proof sketch These properties were proved for each ImprovePath function call
in ARA* (Corollary 13 & Theorem 2 in [59]) with λ = w. The anytime correctness
properties are also proved for a single w-ePA*SE run (Theorem 8 in Chapter 5) with
λ = max(ϵ, w). Since we are inheriting the method to repair the graph and reuse
the search effort of ARA*, these properties similarly follow for each ImprovePath
function call in A-ePA*SE.

6.4 Evaluation
We evaluate A-ePA*SE on five scaled MovingAI 2D maps [60], with state space being
2D grid coordinates shown in Fig. 6.1. The agent has a square footprint with a side
length of 32 units. The action space comprises moving along eight directions by 25
cell units. To check action feasibility, we collision-check the footprint at interpolated
states with a 1-unit discretization. For each map, we sample 50 random start-goal
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Figure 6.1: (2D Grid World) Scaled MovingAI maps with the start state shown in
green, the goal state shown in red and the computed path shown in blue.

pairs and verify that there exists a solution by running wA* with a large timeout. All
algorithms use Euclidean distance as the heuristic. We run the experiments with two
cost maps: 1) Euclidean cost and 2) Euclidean cost multiplied with a random factor
map generated by sampling a uniform distribution between 1 and 100. In the random
cost map, there is a tendency for the solution to be improved more gradually with
the decrease in w. In the case of Euclidean cost, the solution tends to improve only
from one topology to another with w decrease, yielding less intermediate suboptimal
solutions. We compare A-ePA*SE with three baselines: 1) ARA* 2) ePA*SE and 3)
A-ePA*SE-naive which runs w-ePA*SE sequentially with decreasing w without reuse
of previous search effort. For the anytime algorithms, w0 is set to 50, and ∆w is set
to 0.5. All experiments were carried out on an AMD Threadripper Pro 5995WX
workstation with a thread budget of 120. In all cases, we keep a high time budget,
so none of the algorithms timeout.

Fig. 6.2 (top) shows the optimality ratio (optimal cost / actual cost) achieved by
an anytime algorithm at a specific time point. For every problem, we calculate the
optimality ratio at every time point when ImprovePath returns. We then discretize
time and assign each time point with the best optimality ratio achieved so far. This
is then averaged across all maps and problems separately for the two different cost
maps. To show the relative performance, Fig. 6.2 (bottom) divides the time it takes
the baselines to achieve a given optimality ratio by the time of A-ePA*SE to achieve
the same optimality ratio. Specifically, the plot represents how many times slower
an algorithm is than A-ePA*SE in computing a solution with a certain optimality
factor represented by the x-axis. We see that ARA* takes significantly longer to
reach the same optimality ratio as compared to A-ePA*SE. A-ePA*SE-naive does
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Figure 6.2: Top: The mean optimality ratio an algorithm achieves at a specific time
point. Bottom: Planning times of the baselines divided by that of A-ePA*SE to
achieve the same mean optimality ratio. In other words, for a specific algorithm, the
bottom plots show how much slower (y-axis) than A-ePA*SE that algorithm gets to
a solution that has a specific optimality factor (x-axis).

as good as A-ePA*SE for lower optimality ratios, but it takes significantly longer
to achieve optimality because it does not reuse previous search effort. A-ePA*SE
outperforms ARA* as predicted due to the efficiency gained from parallelization.

Table 6.1 top shows raw planning times for three stages. t̂init is the mean time
to generate the first solution, t̂opt is the mean time to first discover the optimal
solution in hindsight, and t̂term is the mean time to provably generate the optimal
solution by the final ImprovePath call with w = 1. Table 6.1 bottom presents
the average speedup of A-ePA*SE over the baselines (tbaseline/tA-ePA*SE). This

75



6. A-ePA*SE: Anytime Edge-Based Parallel A* for Slow Evaluations

is generated by computing the speedup for each run and then averaging them over
all runs and all maps. A-ePA*SE-naive and A-ePA*SE compute the initial solution
faster than ARA* due to parallelization and than ePA*SE due to the high inflation
on the heuristic. A-ePA*SE computes the provably optimal solution quicker than
A-ePA*SE-naive and in ARA*, but slower than ePA*SE. This is expected since
ePA*SE is not an anytime algorithm and runs a single optimal search. However,
A-ePA*SE can discover the optimal solution in hindsight faster than ePA*SE. This
means that even if the time budget runs out before the A-ePA*SE runs its final
iteration with w = 1 to provably generate the optimal plan and the robot executes
the best plan so far, it may still end up behaving optimally. This is an important
and useful empirical result for real-time robotics.

Summary of results

The experimental evaluation demonstrates the advantages of A-ePA*SE over the
baselines.

• Compared to ARA*, both Fig. 6.2 and Table. 6.1 indicate that A-ePA*SE
outperforms ARA* in planning time.

• As shown in Table 6.1, A-ePA*SE and A-ePA*SE-naive both find the initial

Euclidean Cost Random Cost

t̂init t̂opt t̂term t̂init t̂opt t̂term

ARA* 19 (0.923) 47 50 41 (0.902) 99 178
ePA*SE 11 (1.0) 11 11 38 (1.0) 38 38

A-ePA*SE-naive 6 (0.948) 159 200 10 (0.951) 396 767
A-ePA*SE 6 (0.949) 14 16 10 (0.954) 27 44

ŝinit ŝopt ŝterm ŝinit ŝopt ŝterm

ARA* 2.69 3.62 2.89 3.52 3.70 3.88
ePA*SE 1.75 1.00 0.70 4.17 1.82 0.86

A-ePA*SE-naive 0.98 9.19 11.94 1.01 13.12 16.44

Table 6.1: Top: Mean time (ms) to find the initial feasible solution (t̂init), discover
optimal solution (t̂opt) and prove optimal solution (t̂term). Numbers in parenthesis
in the t̂init columns are the initial optimality ratios. Bottom: Speedup of A-ePA*SE
over the baselines.
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solution at around 0.95 optimality. However, Fig. 6.2 shows that A-ePA*SE
improves the optimality ratio quicker than A-ePA*SE-naive in the 0.95-1.0
optimality region.

• Compared to ePA*SE, A-ePA*SE has anytime behavior where it quickly com-
putes a feasible solution and then improves it over time. Additionally, it com-
putes the optimal solution in hindsight (t̂opt) faster than ePA*SE, which is a
useful insight in the real-time robotics context.

6.5 Conclusion
In this chapter, we presented an anytime version of ePA*SE termed A-ePA*SE. Our
experiments demonstrated that A-ePA*SE achieves a significant speedup over ARA*
in both computing an initial solution and then improving it to compute the optimal
solution. Additionally, the anytime property of A-ePA*SE makes it potentially more
useful than ePA*SE in a range of real-time robotics domains.

In the current formulation of A-ePA*SE, both the initial heuristic inflation w0

and the decrement ∆w between successive ImprovePath calls are parameters to be
tuned. In the future, A-ePA*SE can be extended to a non-parametric formulation.
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Chapter 7

GePA*SE: Generalized
Edge-Based Parallel A* for Slow
Evaluations

In Chapter 5, we presented a parallelized planning algorithm ePA*SE that changes
the basic unit of search from state expansions to edge expansions. This decouples
the evaluation of edges from the expansion of their common parent state, giving
the search the flexibility to figure out what edges need to be evaluated to solve the
planning problem. In domains with expensive edges, ePA*SE achieves lower plan-
ning times and evaluates fewer edges than PA*SE. ePA*SE is efficient in domains
where the action space is homogenous in computational effort, i.e., all actions have
similar evaluation times. In some domains, the action space can comprise a com-
bination of cheap and expensive to evaluate actions. For the sake of concreteness,
consider planning on manipulation lattices. The action space can comprise static
primitives generated offline, each of which moves a single joint, and Adaptive Mo-
tion Primitives, which use an optimization-based IK solver to compute a valid goal
configuration (based on the workspace goal) and then linearly interpolate from the
expanded state to the goal [31]. The latter are generated online and are signifi-
cantly more expensive to compute than the static primitives. In such domains, it is
not efficient to delegate a new thread for every edge.

Motivated by these insights, we develop GePA*SE, which generalizes the key
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ideas in PA*SE and ePA*SE, i.e., state expansions and edge evaluations respectively.
We show that GePA*SE outperforms both PA*SE and ePA*SE in domains with het-
erogenous action spaces by employing a parallelization strategy that handles cheap
edges similar to PA*SE and expensive edges similar to ePA*SE. Additionally, it
uses a more efficient strategy to carry out edge independence checks for large graphs.
While GePA*SE is optimal, its bounded suboptimal variant w-GePA*SE inherits the
bounded suboptimality guarantees of w-PA*SE and w-ePA*SE and achieves faster
planning by employing an inflation factor on the heuristic. We evaluate w-GePA*SE
in a 2D grid-world and a 7-DoF manipulation domain and demonstrate that it
achieves lower planning times in both.

7.1 Problem Definition

Let a finite graph G = (V , E) be defined as a set of vertices V and directed edges E .
Each vertex v ∈ V represents a state s in the state space of the domain S. An edge
e ∈ E connecting two vertices v1 and v2 in the graph represents an action a ∈ A
that takes the agent from corresponding state s1 to s2. The action space is split into
subsets of cheap (Ac) and expensive actions (Ae) s.t. Ac∪Ae = A and corresponding
cheap (Ec) and expensive edges (Ee) s.t. Ec ∪ Ee = E . An edge e can be represented
as a pair (s, a), where s is the state at which action a is executed. For an edge e,
we will refer to the corresponding state and action as e.s and e.a respectively. s0

is the start state, and G is the goal region. c : E → [0,∞] is the cost associated
with an edge. g(s) or g-value is the cost of the best path to s from s0 found by the
algorithm so far. h(s) is a consistent and therefore admissible heuristic [17]. A path
π is an ordered sequence of edges eNi=1 = (s, a)Ni=1, the cost of which is denoted as
c(π) =

∑N
i=1 c(ei). The objective is to find a path π from s0 to a state in the goal

region G with the optimal cost c∗. There is a computational budget of Nt parallel
threads available. There exists a pairwise heuristic function h(s, s′) that provides an
estimate of the cost between any pair of states. It is forward-backward consistent [20]
i.e. h(s, s′′) ≤ h(s, s′) + h(s′, s′′) ∀ s, s′, s′′ and h(s, s′) ≤ c∗(s, s′) ∀ s, s′.
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7.2 Method

Similar to ePA*SE, GePA*SE searches over edges instead of states and exploits the
notion of edge independence to parallelize this search. There are two key differences.
First, GePA*SE handles cheap and expensive-to-evaluate edges differently. Second,
it uses a more efficient independence check. In this section, we expand on these
differences.

In A*, during a state expansion, all its successors are generated and are in-
serted/repositioned in the open list. In ePA*SE, the open list (OPEN) is a priority
queue of edges (not states) that the search has generated but not expanded, where
the edge with the smallest key/priority is placed in the front of the queue. The prior-
ity of an edge e = (s, a) in OPEN is f ((s, a)) = g(s) + h(s). Expansion of an edge
(s, a) involves evaluating the edge to generate the successor s′ and adding/updating
(but not evaluating) the edges originating from s′ into OPEN with the same pri-
ority of g(s′) + h(s′). Henceforth, whenever g(s′) changes, the positions of all of
the outgoing edges from s′ need to be updated in OPEN . To avoid this, ePA*SE
replaces all the outgoing edges from s′ by a single dummy edge (s′, ad), where ad

stands for a dummy action until the dummy edge is expanded. Every time g(s′)

changes, only the dummy edge has to be repositioned. Unlike what happens when a
real edge is expanded, when the dummy edge (s′, ad) is expanded, it is replaced by
the outgoing real edges from s′ in OPEN . The real edges are expanded when they
are popped from OPEN by an edge expansion thread. This means that every edge
gets delegated to a separate thread for expansion.

In contrast to ePA*SE, in GePA*SE, when the dummy edge (s, ad) from s is
expanded, the cheap edges from s are expanded immediately (Line 17, Alg. 15),
i.e., the successors and costs are computed, and the dummy edges originating from
the successors are inserted into OPEN . However, the expensive edges from s are
not evaluated and are instead inserted into OPEN (Line 13, Alg. 15). This means
that the thread that expands the dummy edge also expands the cheap edges at the
same time. This eliminates the overhead of delegating a thread for each cheap edge,
improving the overall efficiency of the algorithm. The expensive edges are instead
expanded when they are popped from OPEN and are assigned to an edge evaluation
thread. If Ae = ∅, GePA*SE behaves the same as PA*SE, i.e., state expansions are
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Algorithm 14 w-GePA*SE: Planning Loop
1: terminate← False
2: procedure Plan
3: ∀s ∈ G, s.g ←∞, n_successors_generated(s) = 0
4: s0.g ← 0
5: insert (s0,ad) in OPEN ▷ Dummy edge from s0
6: LOCK
7: while not terminate do
8: if OPEN = ∅ and BE = ∅ then
9: terminate = True
10: UNLOCK
11: return ∅
12: end if
13: remove an edge (s,a) from OPEN that has the

smallest f((s,a)) among all states in OPEN that
satisfy Equations 5.2 and 5.4

14: if such an edge does not exist then
15: UNLOCK
16: wait until OPEN or BE change
17: LOCK
18: continue
19: end if
20: if s ∈ G then
21: terminate = True
22: UNLOCK
23: return Backtrack(s)
24: end if
25: UNLOCK
26: while (s,a) has not been assigned a thread do
27: for i = 1 : Nt do
28: if thread i is available then
29: if thread i has not been spawned then
30: Spawn EdgeExpandThread(i)
31: end if
32: Assign (s,a) to thread i
33: end if
34: end for
35: end while
36: LOCK
37: end while
38: terminate = True
39: UNLOCK
40: end procedure

parallelized and each thread evaluates all the outgoing edges from an expanded state
sequentially. If Ac = ∅, GePA*SE behaves the same as ePA*SE i.e. edge evaluations
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Algorithm 15 w-GePA*SE: Edge Expansion
1: procedure ExpandEdgeThread(i)
2: while not terminate do
3: if thread i has been assigned an edge (s,a) then
4: Expand ((s,a))
5: end if
6: end while
7: end procedure
8: procedure Expand((s,a))
9: if a = ad then
10: insert s in BE with priority f(s)
11: for a′ ∈ Ae do
12: f ((s′,a)) = g(s) + wh(s)
13: insert (s,a) in OPEN with f ((s′,a))
14: end for
15: UNLOCK
16: for a′ ∈ Ac do
17: ExpandEdge ((s′,a))
18: end for
19: LOCK
20: else
21: ExpandEdge ((s,a))
22: end if
23: end procedure
24: procedure ExpandEdge((s,a))
25: s′, c ((s,a))← GenerateSuccessor ((s,a))
26: LOCK
27: if s′ /∈ CLOSED ∪BE and
28: g(s′) > g(s) + c ((s,a)) then
29: g(s′) = g(s) + c ((s,a))
30: s′.parent = s
31: f

(
(s′,ad)

)
= g(s′) + wh(s′)

32: insert/update (s′,ad) in OPEN with f
(
(s′,ad)

)
33: end if
34: n_successors_generated(s)+ = 1
35: if n_successors_generated(s) = |A| then
36: remove s from BE and insert in CLOSED
37: end if
38: UNLOCK
39: end procedure

are parallelized, and each thread expands a single edge at a time.

g(e.s)− g(s′) ≤ ϵh(s′, e.s) ∀s′ ∈ BE | f (s′) < f (e) (7.1)
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In w-ePA*SE, the source states of the edges under expansion are stored in a set
BE. However, in large graphs, BE can contain a large number of states, and per-
forming the independence check against the entire set can get expensive. Therefore
in w-GePA*SE, BE is a priority queue of states with priority f(s) = g(s) + wh(s).
To ensure the independence of an edge from all edges currently being expanded, it
is sufficient to perform the independence check against only the states in BE that
have a lower priority than the priority of the edge in OPEN (Inequality 7.1). Inde-
pendence of an edge e in OPEN from a state s′ in BE s.t. f(e.s) ≤ f(s′) can be
shown as follows:

=⇒ g(e.s) + wh(e.s) ≤ g(s′) + wh(s′)

=⇒ g(e.s)− g(s′) ≤ w(h(s′)− h(e.s))

=⇒ g(e.s)− g(s′) ≤ wh(s′, e.s) ≤ ϵh(s′, e.s)

(forward-backward consistency and w ≤ ϵ)

Beyond this, the bounded sub-optimality proof of w-GePA*SE is the same as
that of w-ePA*SE [13] since the only other way in which w-GePA*SE differs from
w-ePA*SE is in its parallelization strategy.

7.3 Evaluation

7.3.1 2D Grid World

We evaluate GePA*SE on five scaled MovingAI 2D maps with state space being 2D
grid coordinates (Figure 6.1, Chapter 6). The agent has a square footprint with an
edge length of 32 units. The action space comprises moving along eight directions by
25 cell units. To check for the feasibility of the actions, we collision-check the footprint
at interpolated states with a 1-unit discretization. For 4 of the actions, we cache the
footprint offline and apply the required offset for given state coordinates, which form
the cheap actions set. For the remaining actions, we compute the footprint from
scratch for every coordinate. Since footprint calculation is expensive, these actions
form the expensive actions set. This difference in footprint computation simulates
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2D Grid World (rc = 30) wA* w-PA*SE w-ePA*SE w-GePA*SE
Threads (Nt) 1 5 10 50 5 10 50 5 10 50
Mean Time (s) 0.81 0.41 0.27 0.17 0.18 0.08 0.02 0.13 0.06 0.02

(↓ 28%) (↓ 25%) (↓ 0%)
Edge Evaluations 522 1024 1513 3797 485 500 582 531 560 738

Mean Cost 901 885 902 959 958 980 988 956 959 969

2D Grid World (rc = 300) w-ePA*SE w-GePA*SE
Threads (Nt) 5 10 50 5 10 50
Mean Time (s) 1.65 0.74 0.15 1.13 0.51 0.12

(↓ 32%) (↓ 31%) (↓ 20%)
Edge Evaluations 484 494 534 518 529 700

Mean Cost 958 978 987 955 955 966

Table 7.1: (2D Grid World) Evaluation metrics for GePA*SE and the baselines
with rc = 30 (top) and rc = 30 (bottom). The percentage reduction in planning time
in w-GePA*SE from the best baseline based on mean planning time (colored blue)
for the same thread budget is indicated with ↓.

the diversity in action computational effort.
On average, the ratio of computation time for the actions in Ae to those in Ac

is rc = 30. For each map, we sample 50 random start-goal pairs and verify that
there exists a solution by running wA*. We compare w-GePA*SE against wA*,
w-PA*SE and w-ePA*SE. All algorithms use Euclidean distance as the heuristic
with an inflation factor of 50. We see that for smaller thread budgets, w-GePA*SE
achieves >= 25% lower planning times than w-ePA*SE, which is the best baseline
(Table 7.1). However, with Nt = 50, w-GePA*SE achieves identical performance to
that of w-ePA*SE. This is because, in this domain, with a large number of available
threads, there is no benefit of being selective about which edges should be expanded
in parallel. Instead, parallelizing all edges like w-ePA*SE does is as good. However,
with an additional increase in the computational cost of Ae by calling the footprint
calculation in a loop 10 times (rc = 300), w-GePA*SE achieves a 20% reduction in
planning times from w-ePA*SE even for Nt = 50.

7.3.2 Manipulation

We also evaluate GePA*SE in a manipulation planning domain for a task of assem-
bling a set of blocks on a table into a given structure by a PR2 (Figure 7.1 bottom).
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Figure 7.1: (Manipulation) The PR2 has to arrange a set of blocks on the table
(left) into a given configuration (middle) with a motion planner (right) to compute
Place actions.

Manipulation wA* w-PA*SE w-ePA*SE w-GePA*SE
Threads 1 5 10 50 5 10 50 5 10 50

Success (%) 83 92 94 97 91 93 94 92 94 97
Mean Time (s) 0.36 0.25 0.19 0.16 0.25 0.18 0.12 0.19 0.12 0.09

(↓ 24%|24%) (↓ 37%|33%) (↓ 44%|25%)

Table 7.2: (Manipulation) Evaluation metrics for GePA*SE and the baselines. The
percentage reduction in mean planning time in w-GePA*SE from w-PA*SE and
w-ePA*SE for the same thread budget is indicated with ↓.

We collect a problem set of Place actions for 40 assembly tasks in each of which the
blocks are arranged in random order on the table. Place requires a motion planner
internally to compute collision-free trajectories for the 7-DoF right arm of the PR2
in a cluttered workspace to place the blocks at their desired pose. Ac comprises 22
static motion primitives that move one joint at a time by 4 or 7 degrees in either
direction. Ae comprises a single dynamically generated primitive that attempts to
connect the expanded state to a goal configuration (rc = 20). This primitive involves
solving an optimization-based IK problem to find a valid configuration space goal
and then collision checking of a linearly interpolated path from the expanded state to
the goal state. All primitives have a uniform cost. A backward BFS in the workspace
(x, y, z) is used to compute the heuristic with an inflation factor of w = ϵ = 100. For
the problem set generation, we use w-GePA*SE with six threads and a large timeout.
We then evaluate all the algorithms with different thread budgets on this problem
set with a timeout of 2 s. In the computation of the metrics (Table 7.2), we only
consider the set of problems that are successfully solved and lead to a path length
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Figure 7.2: Box plot for planning time for GePA*SE and the baselines for several
thread budgets, with the median indicated with an orange line, and the mean indi-
cated with a dashed green line.

longer than two states for all algorithms. This is needed to not skew the statistics
by the cases where the IK-based primitive connects the start state directly to the
goal without any meaningful planning effort. We see that w-GePA*SE consistently
achieves the lowest mean planning times while maintaining a high success rate across
all thread budgets.

7.4 Conclusion
In this chapter, we presented GePA*SE, a generalized formulation of two parallel
search algorithms i.e. PA*SE and ePA*SE for domains with action spaces comprising
a mix of cheap and expensive to evaluate actions. We showed that by employing
different parallelization strategies for edges based on the computation effort required
to evaluate them, GePA*SE achieves higher efficiency on several planning domains.
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Chapter 8

Edge-Based Parallelization of
INSAT

Trajectory optimization is a powerful tool for motion planning in high-dimensional
state spaces and under differential constraints. However, long time horizons and
planning around obstacles in non-convex spaces make them suffer from local minima,
increased time complexity, and lack of convergence guarantees. As a result, discrete
graph search planners and sampling-based planers are preferred when facing obstacle-
cluttered environments. A recently developed algorithm called INSAT [12, 32] effec-
tively combines graph search in the low-dimensional subspace and trajectory opti-
mization in the full-dimensional space for kinodynamic planning with global reason-
ing in large environments and planning with contact. Although INSAT could reason
about and solve complex planning problems, its planning times were large because
of the several expensive calls to an optimizer, limiting its practical use. This chapter
shows that systematic parallelization of INSAT using ePA*SE can achieve drastically
lower planning times and higher success rates. We refer to this algorithm as PINSAT:
Parallelized Interleaving of Search and Trajectory Optimization and demonstrate its
utility in a kinodynamic motion planning problem for a 6 DoF manipulator.
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Figure 8.1: (1) When the edge connecting s and s′ is expanded, PINSAT runs a
trajectory optimizer to compute a trajectory to s′ from its ancestors, starting with s.
(2) If the trajectory optimization from s fails, (3) it retries with the next ancestor s′′.
(4) If it succeeds in generating this trajectory (Φs′′s′), a new trajectory optimization
is attempted from the start state s0 to s. This optimization us initialized using the
trajectory from s0 to s′′ (Φs0s′′) and the previously generated trajectory from s′′ to
s′ (Φs′′s′). (4=5) If successful, the resulting trajectory Φs0s′ is stored in s′. (6) This
process is repeated for every edge expansion until the goal is reached and a trajectory
from the s0 to sg is generated.

8.1 Method

PINSAT interleaves trajectory optimization with the expansion of an edge in ePA*SE
as illustrated in Figure 8.1. When an edge (s, a) is expanded in the search to gener-
ate a successor s′, PINSAT attempts to compute a trajectory to s′ from its closest
ancestor. If the closest ancestor from which a trajectory is successfully generated
is s′′, PINSAT blends this trajectory Φs′′s′ with the trajectory from the start state
to s′′. This trajectory, Φs0s′′ , was generated when s′′ was generated at some earlier
point in the search. This blended trajectory, i.e., Φs0s′′ ∪Φs′′s′ , is then used to warm
state another trajectory optimization from s0 to s′. If successful, this trajectory Φs0s′

is stored in s′ (Line 25, Alg. 17). The cost of this trajectory Jtotal(Φs0s′) is used to
improve the g-value of s′ (Line 23, Alg. 17). When the goal is generated, a trajectory
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Φs0sg is similarly computed from the start. When the dummy edge from the goal
is popped from OPEN , the trajectory is returned as the solution to the planning
problem (Line 24, Alg. 16). Since every edge expansion in PINSAT also involves
several trajectory optimizations besides the generation of the successor, running it
on a single thread is prohibitively expensive. However, because of ePA*SE style par-
allelization of edge expansions, PINSAT is able to overcome this limitation, as we
will show in the next section. In w-ePA*SE, to maintain bounded sub-optimality, an
edge can only be expanded if it is independent of all edges ahead of it in OPEN and
the edges currently being expanded. However, since INSAT and, therefore, PINSAT
are not bounded sub-optimal algorithms, the expensive independence check can be
eliminated. Additionally, this increases the amount of parallelization that can be
achieved.
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Algorithm 16 PINSAT: Planning Loop
1: A ← action space , Nt ← number of threads, G← ∅
2: s0 ← start state , G ← goal region, terminate← False
3: procedure Plan
4: ∀s ∈ G, s.g ←∞, n_successors_generated(s) = 0
5: s0.g ← 0
6: insert (s0,ad) in OPEN ▷ Dummy edge from s0
7: LOCK
8: while not terminate do
9: if OPEN = ∅ and BE = ∅ then
10: terminate = True
11: UNLOCK
12: return ∅
13: end if
14: (s,a)← OPEN.min()
15: if such an edge does not exist then
16: UNLOCK
17: wait until OPEN or BE change
18: LOCK
19: continue
20: end if
21: if s ∈ G then
22: terminate = True
23: UNLOCK
24: return s.traj
25: else
26: UNLOCK
27: while (s,a) has not been assigned a thread do
28: for i = 1 : Nt do
29: if thread i is available then
30: if thread i has not been spawned then
31: Spawn EdgeExpandThread(i)
32: end if
33: Assign (s,a) to thread i
34: end if
35: end for
36: end while
37: LOCK
38: end if
39: end while
40: terminate = True
41: UNLOCK
42: end procedure
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Algorithm 17 PINSAT: Edge Expansion and Trajectory Optimization
1: procedure EdgeExpandThread(i)
2: while not terminate do
3: if thread i has been assigned an edge (s,a) then
4: Expand ((s,a))
5: end if
6: end while
7: end procedure
8: procedure Expand((s,a))
9: LOCK
10: if a = ad then
11: insert s in BE
12: for a ∈ A do
13: f ((s,a)) = g(s) + h(s)
14: insert (s,a) in OPEN with f ((s,a))
15: end for
16: else
17: UNLOCK
18: s′, c ((s,a))← GenerateSuccessor ((s,a))
19: LOCK
20: if s′ /∈ CLOSED ∪BE then
21: Φs0s′ = GenerateTrajectory(s, s′)
22: if Φs0s′ is not NULL and g(s′) > Jtotal(Φs0s′) then
23: g(s′) = Jtotal(Φs0s′)
24: s′.parent = s
25: s′.traj = Φs0s′

26: f
(
(s′,ad)

)
= g(s′) + h(s′)

27: insert/update (s′,ad) in OPEN with f
(
(s′,ad)

)
28: end if
29: end if
30: n_successors_generated(s)+ = 1
31: if n_successors_generated(s) = |A| then
32: remove s from BE
33: insert s in CLOSED
34: end if
35: end if
36: UNLOCK
37: end procedure
38: procedure GenerateTrajectory(s, s′)
39: for s′′ ∈ Ancestors(s) ∪ s do ▷ From s to s0
40: Φs′′s′ = Optimize(s′′, s′)
41: if Φs′′s′ is collision free then
42: Φs0s′ = WarmOptimize(Φs0s′′ ,Φs′′s′)
43: return Φs0s′

44: end if
45: return NULL
46: end for
47: end procedure
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8.2 Evaluation

Start Goal

Figure 8.2: Kinodynamic motion planning for an ABB arm. Figure (left to right)
shows waypoints along a plan.

INSAT PINSAT
Threads (Nt) 1 1 10 60 120
Success (%) 38 37 56 69 68

Mean | Median Planning Time (s) 4.21 | 2.28 3.58 | 1.83 0.86 | 0.43 0.53 | 0.28 0.60 | 0.47

Table 8.1: Statistics for planning time and success rate for INSAT and PINSAT with
a timeout of 20s for several thread budgets..

We evaluate PINSAT in a kinodynamic manipulation planning for an ABB robot
shown in Figure 8.2. The red horizontal and vertical bars are obstacles and divide
the region around the robot into eight quadrants, four below the horizontal bars and
four above. We randomly sample 500 hard start and goal configurations. We do so
by first ensuring that the end effector corresponding to one of those configurations is
above the horizontal bars and the other is underneath. We also ensure that the end
effector for the start and goal configurations are not sampled in the region enclosed
by the same two adjacent vertical bars. For the trajectory optimization, we use a
B-spline-based optimizer that respects the velocity, acceleration, and jerk constraints
for the robot. However, we inflate the velocity limit of the ABB by a factor of 10 for
every joint.

Table 8.1 and Figure 8.3 show success rate and planning time statistics for INSAT
and PINSAT for different thread budgets. The planning time statistics were only
computed over the problems that were successfully solved by both algorithms for a
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Figure 8.3: Box plot for planning time for INSAT and PINSAT for several thread
budgets, with the median indicated with an orange line and the mean indicated with
a dashed green line.

given thread budget. We also implemented a parallelized version of RRTConnect [28]
as a baseline. The kinematic plan generated by RRTConnect was then used to ini-
tialize a trajectory optimizer to compute the final kinodynamic plan. Though RRT-
Connect had a 100% success rate in computing a kinematic trajectory, the trajectory
optimizer had a success rate of 1%. Therefore, we did not include this baseline in
Table 8.1. PINSAT achieves a significantly higher success rate than INSAT for all
thread budgets greater than 1. Specifically, it achieves a 7x improvement in mean
planning time, a 9x improvement in median planning time, and a 1.8x improvement
in success rate for Nt = 60. Even with a single thread, PINSAT achieves lower plan-
ning times than INSAT. This is because of the decoupling of edge evaluations from
state expansions in ePA*SE which was explained in Chapter 5.

95



8. Edge-Based Parallelization of INSAT

8.3 Conclusion
In this Chapter, we presented PINSAT, which parallelizes the interleaving of search
and trajectory optimization using the ideas of ePA*SE developed in Chapter 5. In a
kinodynamic manipulation planning domain, PINSAT achieved significantly higher
success rates and a drastic reduction in planning time.
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Chapter 9

Conclusion and Future Work

There is significant scope for further research in parallelized search algorithms. To
conclude this thesis, we will suggest some future research directions that we think
are worth exploring.

9.1 Conclusion
In this thesis, we developed a family of domain-agnostic search algorithms that utilize
parallelization to solve planning problems in robotics efficiently. They do so by
exploiting the characteristic feature of expensive to evaluate actions in robotics.

• In Chapter 4, we presented MPLP that searches the graph lazily and delegates
the evaluation of discovered edges to a pool of parallel threads.

• In Chapter 5, we presented ePA*SE that interleaves the search and parallel
evaluation of edges.

• In Chapter 6, we presented A-ePA*SE that brings the anytime property to
ePA*SE.

• In Chapter 7, we presented GePA*SE that extends ePA*SE to domains with
action spaces that are heterogenous in the computational effort required for
their evaluation. It does so by pooling together cheap-to-compute edges and
delegating their evaluation to the same thread while delegating the expensive
edges to independent threads.
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On the theoretical front, we proved that all the algorithms provide rigorous guar-
antees of completeness and bounded suboptimality. On the practical front, we eval-
uated them on several different types of task and motion planning domains and
demonstrated that incorporating parallelization can drastically reduce planning times
in robotics. In particular, in Chapter 8, we demonstrated the benefit of paralleliza-
tion in INSAT, which is an algorithm that interleaves search with computationally
expensive trajectory optimization. The resulting algorithm, PINSAT, achieves sig-
nificantly higher success rates and an order of magnitude improvement in planning
time statistics over INSAT.

9.1.1 A Practitioner’s Guide to Parallel Search

To condense the ideas developed in this thesis into an easy-to-interpret format, Fig-
ure 9.1 provides a guide for practitioners to pick the right algorithm for their planning
domain. Given a planning domain, the first question to ask is if edge evaluations are
expensive. If they are not, the algorithms developed in this thesis are less applicable,
and PA*SE would likely be the ideal choice. If they are, the second question to ask
is if there is a way to generate successors lazily and if a good optimistic estimate of
the edge costs is available. If the answer is yes, MPLP is the ideal choice. If lazy
successor generation is not possible or if a good optimistic estimate of the edge cost
is not available, the third question to ask is if anytime performance is required. If yes,
A-ePA*SE is the appropriate algorithm. If anytime performance is not required, the
fourth question to ask does the domain comprises a mix of cheap and expensive edges.
If yes, GePA*SE is the appropriate choice, and if not, ePA*SE is the algorithm to
go with.

9.2 Discussion and Future Work

9.2.1 MPLP with Parallelized Successors Generation

In MPLP, the size of the optimistic graph and, consequently, the number of edges
that need evaluation depends on how optimistic the successor generation is. If the
successor generation is extremely optimistic, the graph size can increase dramatically,
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Figure 9.1: A practitioner’s guide to parallel search. The algorithms highlighted in
green have been developed in this thesis.

resulting in an overall worse planning time as compared to wA*. Therefore, there is a
case to be made in expending some computation in generating meaningful successors.
An example is the assembly domain used in this thesis. One of the controllers
(Place) uses a motion planner to compute a trajectory and then a simulator to
simulate the outcome of placing a block in its desired pose. The simulator is required
to compute the final positions of the blocks which are a part of the state. Since
the generation of the state depends on the simulator, it needs to be a part of the
optimistic controller. Considering the variability in the simulation speed and the
overhead of communicating with the simulator, this can take a wall time of 1 s.
Therefore, if the simulation can be parallelized, the optimistic search itself can be
sped up, leading to overall faster planning.

In such domains, where the optimistic search takes a non-trivial amount of time,
ePA*SE can be used to parallelize it. MPLP and ePA*SE use fundamentally different
parallelization strategies. MPLP searches the graph lazily while evaluating edges
in parallel but relies on the assumption that states can be generated lazily without
evaluating edges. On the other hand, ePA*SE evaluates edges in a way that preserves
optimality without the need for state (and edge) re-expansions but does not rely on
lazy state generation. Therefore, in domains where states can be generated lazily,
however, the lazy state generation takes a non-trivial amount of time, and these two
different parallelization strategies can be combined.
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9.2.2 Parallelization of Search on the GPU

In Chapter 3, we discussed the limitations of GPUs because of their SIMD execu-
tion model. Though GPUs are limited by their inability to parallelize heterogenous
instructions, they are very good at large-scale parallelization of similar instructions.
In several planning domains, this can be exploited by delegating the evaluation of
actions that share the same code to GPU threads and the evaluation of the remain-
ing actions to CPU cores. This idea can be particularly useful for domains that use
GPU-parallelized simulators like Isaac Gym [58] as models for action evaluations.

9.2.3 Bounded Planning Time with Infinite Threads

The performance of ePA*SE generally increases with an increasing number of threads
up until it saturates. The thread budget at the saturation point can be thought of as
the maximum number of threads the search can utilize at any point in the search. The
number of threads the search can utilize is limited by the independence check that is
required to guarantee optimality. If optimality is not desired, the independence check
can be eliminated and the number of edges available for expansion will be limited
by the rate at which they are discovered by the search and the thread budget. In
the presence of infinite threads, it is likely possible to express the planning time as a
function of the quickest-to-evaluate path from the start to the goal. Without a lazy
search that discovers edges quicker, this is the lower bound on the planning time,
and theoretical analysis of this bound is likely to provide interesting insights. It will
also be interesting to analyze how the bound changes with lazy successor generation.

9.2.4 Going Beyond Domains with Expensive Edges

The focus of this thesis has been on domains with expensive-to-compute edges. Be-
yond that, parallelization can also be a useful tool for domains where heuristic com-
putations are expensive. For example, in many task planning heuristics, the heuristic
value of a state is the solution to a relaxed version of the problem from the state [61].
Solving the relaxed version of the problem, though significantly cheaper than solv-
ing the original problem, takes a considerable amount of computation. The price,
however, is worth paying since these heuristics guide the search in a state space that
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grows exponentially with the number of literals. In such domains, parallelization of
heuristic computation can be extremely useful. Another type of domain that could
benefit from the parallelization of open list operations is where the graph size is large,
like in the case of domains with high branching factors. In such cases, the open list
can grow exceedingly large in size, and therefore, parallelization of operations like
insertion, removal, and rebalancing could be potentially useful.

9.2.5 Parallelization of Other Search Algorithms

The ideas of edge-based parallelization developed in this thesis can be employed in
a variety of search algorithms that exploit specific characteristics of the domain to
speed up planning. One such algorithm is Multi-Heursitic A* (MHA*) [3], which
integrates a consistent and admissible heuristic with any number of arbitrary inad-
missible heuristics to improve performance in domains where a single heuristic is
unable to capture all the complexities of the domain. Another example is Multi-
Resolution A* (MRA*) [7], which searches over multiple resolutions of the state
space to combine the benefits of reduced search effort in coarser resolutions and ma-
neuverability in finer resolutions. Yet another example is Anytime Multi-Resolution
Multi-Heuristic A* [54] that combines the ideas of MHA* and MRA*. These algo-
rithms are primarily used in robotics domains and, therefore, typically on graphs
with expensive edges. There are also more general search algorithms that could
potentially benefit from edge-based parallelization like Iterative Deepening A* [62],
Beam Search, Bidirectional Search [63] and Multi-objective Search [64, 65, 66, 67].
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