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Abstract
Virtually every scene has occlusions. Even a scene with a single object exhibits

self-occlusions - a camera can only view one side of an object (left or right, front
or back), or part of the object is outside the field of view. More complex occlusions
occur when one or more objects block part(s) of another object. Understanding and
dealing with occlusions is hard due to the large variation in the type, number, and
extent of occlusions possible in scenes. Even humans cannot accurately segment or
predict the contour or shape of the occluded region when the object is occluded. Cur-
rent large human-annotated datasets cannot capture such a wide range of occlusions.
In this thesis, we propose learning amodal .i.e both visible and occluded regions of
objects in a self-supervised fashion in densely populated scenes.

Occlusions in a scene can be broadly categorized into either self-occlusion, occluded-
by-others, and/or truncation. For learning in self-occluded regions, We use multi-
view priors in a bootstrapping framework to infer the content of occluded regions
of the image. We show that such supervision helps the network learn better image
representations even with large occlusions. We extend this using temporal cues from
a stationary camera to learn accurate 3D shapes of self-occluded objects. For Occlu-
sion by others, we explored using longitudinal data i.e. videos captured over weeks,
months, or even years to supervise occluded regions in an object. We exploit this
real data in a novel way to first automatically mine a large set of unoccluded objects
and then composite them in the same views to generate occlusion scenarios. This
self-supervision is strong enough for an amodal network to learn the occlusions in
real-world images.

Finally, We show two methodologies for learning different types of occlusions.
First, We combine the previous two paradigms of learning Self-Occluded and Oc-
clusion by others for predicting the 3D amodal reconstruction of objects. Here, we
show by learning and exploiting different occlusion categories like Self-occluded,
and occluded by others and truncation can enhance the accuracy of the reconstruc-
tion. On the other hand, we show learning of 3D reconstruction and tracking of
objects in an end-to-end learning framework using multi-view video input. We will
discuss and analyze the pros and cons of the different approaches and representations
for the amodal representation of objects.
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List of Figures

1.1 We illustrate images captured in the wild from a wide variation of camera loca-
tions like dashboard cameras, traffic cameras, mobile phones, Shopping CCTV
footage, Home robots, and manufacturing. Observe that virtually all images cap-
tured have occlusions. We observe different kinds of occlusions like people and
vehicles occluding objects, stationary objects, and robotics occluding scenes.
Understanding complete 3D scenes from such data will play a major role in scene
understanding and 3D Reconstruction which can be utilized by different down-
stream tasks like robot perception, planning, and automation. In this thesis, we
will discuss the methodology to tackle vision problems like detection, segmen-
tation, and reconstruction under occlusions and propose methods to generate an
accurate holistic representation of objects using self-supervised frameworks. . . 3

1.2 We show annotation of a different object in an image using multiple human ex-
pert annotators to tackle the problem of bounding box, pose, and segmentations.
We observe very high agreement when the full object is visible(First row). But
in the example of an occluded object (the car behind the yellow cab), where the
annotators have different thoughts about extending the object beyond the vis-
ible regions. This is naturally much harder to annotate than if the object had
been fully visible in the image. Further such occlusions can be seen to extend
to truncated objects(the black car in the third row) as well. We observe the huge
variance in annotations across all representations .i.e Bounding boxes, keypoints
etc. This illustrates the need for using self-supervision for reasoning about oc-
clusions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Self-Occlusion Supervision Emerges from multi-view data. The scene depicts
multiple people playing a game of tag and the green-shirt lady is occluded in the
view of the initial frame. To predict the exact pose of the occluded objects in the
current image, we search in multi-view data(next frames) without occlusions and
project into the initial image as ground truth supervision for occluded regions.
This multi-View supervision helps in automatically generating large occlusion
data using cameras in the wild. . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 Example results of Supervision for self-occlusion. We accurately localize oc-
cluded keypoints under a variety of severe occlusions Specifically in self-occluded
cases. Different colors depict different vehicles. . . . . . . . . . . . . . . . . . . 6

1.5 The keypoints and 3D reconstructions overlaid on Google map for a camera. We
show 3D mean trajectories and velocities of the mean trajectories. These mean
trajectories represent typical vehicle motions. . . . . . . . . . . . . . . . . . . . 7
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1.6 Occlusion by Others Supervision Emerges from Longitudinal data. The scene
depicts a parking lot at a busy intersection with continuous motion. We use time
lapse videos of the camera over long duration to extract unoccluded object .i.e
the black car in the image as supervision at instances when the car is occluded
by mutiple other vehicles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.7 The amodal representation of vehicles and people under severe occlusions by
others showing significant improvement in amodal detection and segmentation. . 8

1.8 We show additional qualitative results of our method on multiple sequences of
the WALT dataset. The input image (col 1) to the pipeline produces amodal
segmentation mask (col 2) and keypoint locations (col 3). in (col 4 and 5), We
visualize the 3d reconstruction from multiple views. . . . . . . . . . . . . . . . 8

1.9 We illustrate the output of Tessetrack on the Tagging sequence. The top two row
potray the projections of keypoints on two views, while the bottom row shows the
3D pose tracking. Observe smooth tracking of people in the wild with moving
cameras for long duration of time. . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.10 The top column consists of Google map view of the intersection used to capture
the data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1 Accurate 2D keypoint localization under severe occlusion in our CarFusion dataset.
Different colors depicts different objects in the scene. . . . . . . . . . . . . . . . 14

2.2 Occlusion-net: We illustrate the overall approach to training a network to im-
prove the localization of occluded key points. The input is an ROI region from
any detector, which is passed through multiple convolutional layers to predict
the heatmaps with a confidence score. These confidences are passed through a
graph encode-decoder network and trained using multi-view trifocal tensor loss
for localization of occluded 2D keypoints. The output from the decoder is passed
through a 3D encoder to predict the shape basis and the camera orientation. This
network is a self-supervised graph network and is trained using reprojection loss
with respect to the 2D decoder output. . . . . . . . . . . . . . . . . . . . . . . . 14

2.3 We analyze the need for a 2D-KGNN encoder. The left image shows the confi-
dence score of the heatmaps from the baseline method (the distribution is colored
based on Ground Truth visibility). The right image shows the ROC curve of the
predictions from graph encoder and baseline. At 0.1 false positive rate, the base-
line returns 0.5 true positive rates compared to 0.8 of the 2D-KGNN. . . . . . . . 18

2.4 On the left, we show accuracy of human annotations with respect to geomet-
rically obtained keypoints. We observe that most of the keypoints are labeled
within α = 0.1 PCK error. On the right, count of multi-view correspondences
of keypoints predicted using different methods. When few views are available,
the occluded points predicted by Occlusion-Net provide much more correspon-
dences to improve multi-view reconstruction. . . . . . . . . . . . . . . . . . . . 19

xiv



2.5 Accuracy with respect to different alpha values of PCK for the Car-render dataset.
Graph based methods (2D/3D) outperform the MaskRCNN trained keypoints for
all the occlusion types. Specifically at alpha=0.1 we observe an increase of 22%
for cases with 3 invisible points and 10% in case of 9 invisible points (out of 12
keypoints). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.6 Accuracy plots with varying number of occluded keypoints on the Car-render
dataset. Graph based methods (2D/3D) outperform the baseline (in red) in the
case of α = 0.1. For a more conservative alpha, the performances are compara-
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are robust to occlusion, compared to the 3D KGNN plot (15%) and the baseline
MaskRCNN plot (25%). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.7 Example results of occlusion-net on sample images of the CarFusion dataset. We
accurately localize occluded keypoints under a variety of severe occlusions. See
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the scene. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.8 Accuracy vs Alpha on the CarFusion dataset. Focusing on Alpha=0.1 across the
plots, graph based methods show an improvement of 6% for cases where only 3
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2.9 Accuracy analysis with varying occlusion configurations. Notice for occlusions
with 4 (out of 12) visible points, our approach is nearly 25% higher compared to
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2.10 The plots depict the change in accuracy for the methods when Gaussian noise is
added to the input keypoints. As expected, 3D-KGNN (green) performs much
better in the presence of strong noise. . . . . . . . . . . . . . . . . . . . . . . . 24

2.11 Qualitative evaluation of the 2D/3D keypoint localization for different occlusion
categories of cars from the CarFusion dataset. The initial detector was trained
using the MaskRCNN on the visible 2D keypoints. We use our self-supervised
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columns show clear improvement in the localization of the occluded keypoints
with respect to the baseline MaskRCNN. The canonical 3D views computed us-
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Chapter 1

Introduction

Figure 1.1: We illustrate images captured in the wild from a wide variation of camera locations like dashboard
cameras, traffic cameras, mobile phones, Shopping CCTV footage, Home robots, and manufacturing. Observe that
virtually all images captured have occlusions. We observe different kinds of occlusions like people and vehicles
occluding objects, stationary objects, and robotics occluding scenes. Understanding complete 3D scenes from
such data will play a major role in scene understanding and 3D Reconstruction which can be utilized by different
downstream tasks like robot perception, planning, and automation. In this thesis, we will discuss the methodology
to tackle vision problems like detection, segmentation, and reconstruction under occlusions and propose methods to
generate an accurate holistic representation of objects using self-supervised frameworks.

Virtually every scene has occlusions as shown in Fig 1.1. Even a scene with a single object
exhibits self-occlusions - a camera can only view one side of an object (left or right, front or
back), or part of the object is outside the field of view. More complex occlusions occur when
one or more objects block part(s) of another object. Understanding and dealing with occlusions
is hard due to the large variation in the type, number, and extent of occlusions possible in scenes.
Understanding occlusions and modeling vision algorithms to be robust to occlusions is the major
emphasis of this thesis. While there has been strong progress in data-driven methods for ob-
ject detection, tracking, segmentation and reconstruction with limited occlusions, most methods
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under-perform in severely occluded scenarios. Severe occlusions are common in busy intersec-
tions and crowded places. Even in less dense scenes, pedestrians and vehicles often pass each
other or pass behind other objects. As a result, objects are either not detected at all, or the 2D
bounding boxes and segments are truncated and produce errors in downstream processes such
as 3D reconstruction. Much of this state of affairs can be attributed to the fact that occlusions
are treated as noise that must be overcome by robust measures. There are several challenges
that make this strategy hard to succeed. First, it is much harder to label object bounding boxes
or segments that are occluded, even for humans. Thus, even large datasets like COCO[11] and
ImageNet[12] have relatively few objects labeled that are severely occluded. This creates a strong
bias against learning robustness to occlusions. Further, the evaluation metrics are often reported
on the entire datasets [11, 13, 14] that could hide problems in occluded scenarios. This thesis

Figure 1.2: We show annotation of a different object in an image using multiple human expert annotators to tackle
the problem of bounding box, pose, and segmentations. We observe very high agreement when the full object is
visible(First row). But in the example of an occluded object (the car behind the yellow cab), where the annotators
have different thoughts about extending the object beyond the visible regions. This is naturally much harder to
annotate than if the object had been fully visible in the image. Further such occlusions can be seen to extend to
truncated objects(the black car in the third row) as well. We observe the huge variance in annotations across all
representations .i.e Bounding boxes, keypoints etc. This illustrates the need for using self-supervision for reasoning
about occlusions.
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1.1 Why Human Annotations for occlusions are Imprecise?

Obtaining an accurate representation of objects when occluded is challenging. Even humans
cannot accurately segment or predict the contour or shape of the object when occluded. To em-
phasize this point we did a simple experiment with human annotators. we had the same 200
camera images being annotated by 14 different professional annotators, all with high produc-
tion quality. The images were typical for different applications both in terms of content and
technical standard, and bounding boxes were annotated according to a well-defined annotation
guideline. Altogether the images contained some 2500 objects, and with 14 annotations of each,
we recorded some 35 000 bounding boxes in this experiment. We show some sample annotations
in 1.2. To get the best possible reference annotation, we used “the wisdom of the crowd” and
averaged the 14 possible different annotations to define the ground truth for each object. We
thereafter studied how many pixels each boundary of each individual annotation deviated from
this reference ground truth.

With well-trained professional annotators, it would seem reasonable to expect a high level of
agreement between the annotators. And most of the time, that seems to be the case since most
pixel deviations are close to 0. However, there is also a significant (and perhaps surprising) share
of deviations that are not particularly close to 0 (the most extreme deviations, far beyond the
shown range of the histogram, were in fact about 400 pixels). In statistical terms, the distribution
has a so-called heavy tail. Generally, such distribution corresponds to occluded objects.

1.2 Self-Supervising occlusions

Such errors in human annotations propel us to learn occlusions using self-supervised methods
with no human annotations. Occlusions in a scene can be broadly categorized into either self-
occlusion, occluded-by-others, and/or truncation. For learning in self-occluded regions, We use
multi-view priors in a bootstrapping framework to infer the content of occluded regions of the
image. We show that such supervision helps the network learn better image representations
even with large occlusions. We extend this using temporal cues from a stationary camera to
learn accurate 3D shapes of self-occluded objects. For Occlusion by others, we explored using
longitudinal data i.e. videos captured over weeks, months, or even years to supervise occluded
regions in an object. We exploit this real data in a novel way to first automatically mine a large
set of unoccluded objects and then composite them in the same views to generate occlusion
scenarios. This self-supervision is strong enough for an amodal network to learn the occlusions
in real-world images.

Finally, We show two methodologies for learning different types of occlusions. First, We
combine the previous two paradigms of learning Self-Occluded and Occlusion by others for pre-
dicting the 3D amodal reconstruction of objects. Here, we show by learning and exploiting differ-
ent occlusion categories like Self-occluded, and occluded by others and truncation can enhance
the accuracy of the reconstruction. On the other hand, we show learning of 3D reconstruction
and tracking of objects in an end-to-end learning framework using multi-view video input. We
will discuss and analyze the pros and cons of the different approaches and representations for the
amodal representation of objects.
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Figure 1.3: Self-Occlusion Supervision Emerges from multi-view data. The scene depicts multiple people playing
a game of tag and the green-shirt lady is occluded in the view of the initial frame. To predict the exact pose
of the occluded objects in the current image, we search in multi-view data(next frames) without occlusions and
project into the initial image as ground truth supervision for occluded regions. This multi-View supervision helps in
automatically generating large occlusion data using cameras in the wild.

Supervision for self-occlusion: In chapter 2, We present Occlusion-Net, a framework to predict
2D and 3D locations of occluded key points for objects, in a largely self-supervised manner. We
use an off-the-shelf detector as input (e.g. MaskRCNN [15]) that is trained only on visible key
point annotations. This is the only supervision used in this work. A graph encoder network then
explicitly classifies invisible edges and a graph decoder network corrects the occluded keypoint
locations from the initial detector. Central to this work is a trifocal tensor loss that provides
indirect self-supervision for occluded keypoint locations that are visible in other views of the ob-
ject. The 2D keypoints are then passed into a 3D graph network that estimates the 3D shape and
camera pose using the self-supervised reprojection loss. At test time, Occlusion-Net successfully
localizes keypoints in a single view under a diverse set of occlusion settings. We validate our
approach on synthetic CAD data as well as a large image set capturing vehicles at many busy
city intersections. As an interesting aside, we compare the accuracy of human labels of invisible
keypoints against those predicted by the trifocal tensor.

Figure 1.4: Example results of Supervision for self-occlusion. We accurately localize occluded keypoints under a
variety of severe occlusions Specifically in self-occluded cases. Different colors depict different vehicles.

Supervision for Temporal occlusions: Traffic is inherently repetitious over long periods, yet
current deep learning-based 3D reconstruction methods have not considered such repetitions and
have difficulty generalizing to new intersection-installed cameras. In chapter 3, We present a
novel approach exploiting longitudinal (long-term) repetitious motion as self-supervision to re-
construct 3D activity from a video captured by a single fixed camera. Starting from off-the-shelf
2D keypoint detections, our algorithm optimizes 3D shapes and poses, and then clusters their
trajectories in 3D space. The 2D key points and trajectory clusters accumulated over the long
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term are later used to improve the 2D and 3D key points via self-supervision without any human
annotation. Our method improves reconstruction accuracy over state of the art on scenes with a
significant visual difference from the keypoint detector’s training data and has many applications
including velocity estimation, anomaly detection, and vehicle counting. We demonstrate results
on videos captured at multiple city intersections, collected using our smartphones, YouTube, and
other public datasets.

Keypoints Reconstruction Mean Traj. Mean Vel.

Figure 1.5: The keypoints and 3D reconstructions overlaid on Google map for a camera. We show 3D mean
trajectories and velocities of the mean trajectories. These mean trajectories represent typical vehicle motions.

Figure 1.6: Occlusion by Others Supervision Emerges from Longitudinal data. The scene depicts a parking lot at
a busy intersection with continuous motion. We use time lapse videos of the camera over long duration to extract
unoccluded object .i.e the black car in the image as supervision at instances when the car is occluded by mutiple
other vehicles.

Supervision for occlusion by others: Current methods for object detection, segmentation, and
tracking fail in the presence of severe occlusions in busy urban environments. Labeled real data
of occlusions is scarce (even in large datasets) and synthetic data leaves a domain gap, making it
hard to explicitly model and learn occlusions. In chapter 4, we present the best of both the real
and synthetic worlds for automatic occlusion supervision using a large readily available source
of data: time-lapse imagery from stationary webcams observing street intersections over weeks,
months, or even years. We introduce a new dataset, Watch and Learn Time-lapse (WALT), con-
sisting of multiple (4K and 1080p) cameras capturing urban environments over a year. We exploit
this real data in a novel way to first automatically mine a large set of unoccluded objects and then
composite them in the same views to generate occlusion scenarios. This self-supervision is strong
enough for an amodal network to learn the object-occluder-occluded layer representations. We
show how to speed up the discovery of unoccluded objects and relate the confidence in this dis-
covery to the rate and accuracy of training of occluded objects. After watching and automatically
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learning for several days, this approach shows significant performance improvement in detecting
and segmenting occluded people and vehicles, over human-supervised amodal approaches. Re-
constructing 4D activity (3D space and time) from cameras is useful for autonomous vehicles,
commuters, and local authorities to plan for smarter and safer cities.

Figure 1.7: The amodal representation of vehicles and people under severe occlusions by others showing significant
improvement in amodal detection and segmentation.

Exploiting Occlusion Categories:Objects are occluded in scenes in numerous complex ways.
For example, they may be partially occluded by other static or dynamic objects, truncated by
the camera’s field of view, or be self-occluded, i.e., the camera-facing side of the object is oc-
cluded by the opposing side of the object. In Chapter 5, We present a holistic approach to
handle such occlusions for amodal 3D shape reconstruction. The approach starts with learning
occlusion categories with human supervision. Then, these learned categories are exploited in
a novel framework that uses a mixed representation (keypoints, segmentations and shape ba-
sis) for objects to automatically generate a large physically realistic dataset of occlusions using
freely available time-lapse imagery. This dataset provides strong 2D and 3D self-supervision to
a network that jointly learns amodal 2D keypoints and segmentations, which are then used in op-
timization to reconstruct 3D shapes. Automatically estimated visibility is used to supervise the
entire pipeline. Our system demonstrates significant improvements in amodal 3D reconstruction
of heavily occluded objects captured at any time of the day from traffic, hand-held, and vehicle
cameras.

Figure 1.8: We show additional qualitative results of our method on multiple sequences of the WALT dataset. The
input image (col 1) to the pipeline produces amodal segmentation mask (col 2) and keypoint locations (col 3). in
(col 4 and 5), We visualize the 3d reconstruction from multiple views.

End-to-End occlusion learning: In chapter 5, We consider the task of 3D pose estimation and
tracking of multiple people seen in an arbitrary number of camera feeds. We propose a novel
top-down approach that simultaneously reasons about multiple individuals’ 3D body joint recon-
structions and associations in space and time in a single end-to-end learnable framework. At the
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core of our approach is a novel Spatio-temporal formulation that operates in a common voxelized
feature space aggregated from single- or multiple-camera views. After the detection step, a 4D
CNN produces short-term person-specific representations which are then linked across time by a
differentiable matcher. The linked descriptions are then merged and deconvolved into 3D poses.
This joint Spatio-temporal formulation contrasts with previous piece-wise strategies that treat
2D pose estimation, 2D-to-3D lifting, and 3D pose tracking as independent sub-problems that
are error-prone when solved in isolation. Furthermore, unlike previous methods, our method is
robust to changes in the number of camera views and achieves very good results even if a single
view is available at inference time. Quantitative evaluation of 3D pose reconstruction accuracy
on standard benchmarks shows significant improvements over the state of the art.

Frame 0 Frame 100 Frame 200

Figure 1.9: We illustrate the output of Tessetrack on the Tagging sequence. The top two row potray the projections
of keypoints on two views, while the bottom row shows the 3D pose tracking. Observe smooth tracking of people
in the wild with moving cameras for long duration of time.
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1.3 Datasets

Figure 1.10: The top column consists of Google map view of the intersection used to capture the data.

1.3.1 CarFusion:

The dataset captured multiple traffic scenes with six Samsung Galaxy 6, ten iPhone 6, and six
Gopro Hero 3 cameras at 60 fps in a busy intersection for 10 minutes. These videos were cap-
tured by 13 people, some of whom carried two cameras. The sequence is challenging as there are
no constraints on the camera motion or the vehicle motion in the scene. To model a wide range
of real occlusions, we collect an extensive dataset captured simultaneously by multiple mobile
cameras at 60fps at 5 crowded traffic intersections . This extended dataset consists of 2.5 million
images out of which 53000 images were sampled at uniform intervals from each video sequence.
Approximately, 100000 cars detected in these images were annotated with 12 keypoints each.
Each annotation contains the visible and occluded keypoint locations on the car. We do not use
the occluded keypoints for training. We selected four annotated intersections to train the network
while using one intersection to test it, which split the annotation data into 36000 images for train-
ing and 17000 for testing. We further compute a 90-10 train validation split on the training data
to validate our training algorithm. The dataset was completely captured “in the wild” and con-
tains numerous types and severity of occlusions.he data for this “CarFusion Dataset” is available
for research purposes1. We show the Google map view of the intersections, which were used for
capturing the data in Figure 1.10. We released the dataset for further research in the direction of
Multi-View data for different tasks like keypoint detection, segmentation etc.

Dataset Image source
Appearance diversity in terms of

# images # car instances Occ. keypoint annotations Per-keypoint occ. type
Cities Times of Day Weathers Viewpoints

PASCAL3D+ Natural Yes Yes Yes No 6,704 7,791 No No
KITTI-3D Self-driving No No No No 2,040 2,040 No No

ApolloCar3D Self-driving No No No No 5,277 60,000 No No
Carfusion Handheld No No No No 53,000 100,000 Yes No

WALT-Annotated
Handheld

Self-driving
Traffic cameras

Yes Yes Yes Yes 7,018 42,547 Yes Yes

Table 1.1: Summary and comparison of our datasets to other publicly available datasets with vehicle keypoint
annotations.

1http://www.cs.cmu.edu/∼ILIM/projects/IM/CarFusion/
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1.3.2 Watch And Learn Time-lapse (WALT) Dataset:
The dataset consists of 25 4K resolution cameras setup by us and 75 1080p YouTube public live
streams. The cameras overlook public urban settings analyzing the flow of traffic and people
with severe occlusions. We used 4 cameras from our setup and 6 cameras from YouTube for
training. Data captured from 2 cameras are used for testing. The data is captured for 3-second
bursts at 30 FPS every few minutes. Only the images with notable changes from the previous
image are stored. This results in storing approximately 5000 images per day for a year. We will
be releasing months of data captured from cameras set up by us and publish a live stream video
of the cameras on YouTube for research purposes. The code to automatically capture and process
data from YouTube live streams will be released.
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Chapter 2

Supervision For Self-Occlusions

Virtually any scene has occlusions. Even a scene with a single object exhibits self-occlusions - a
camera can only view one side of an object (left or right, front or back), or part of the object is
outside the field of view. More complex occlusions occur when one or more objects block part(s)
of another object. Understanding and dealing with occlusions is hard due to the large variation
in the type, number and extent of occlusions possible in scenes. As such, occlusions are an
important reason for failure of many computer vision approaches for object detection [15, 16,
17, 18], tracking[19, 20, 21, 22], reconstruction [23, 24] and recognition, even today’s advanced
deep learning based ones.

The computer vision community has collectively attempted numerous approaches to deal
with occlusions [25, 26, 27, 28] for decades. Bad predictions due to occlusions are dealt with as
noise/outliers in robust estimators. Many methods provide confidence or uncertainty estimates to
downstream approaches that need to sort out whether the uncertainty corresponds to occlusion.
But it is hard to predict performance as they usually do not take occlusions explicitly into account.

On the other hand, occlusions are explicitly treated as missing parts in model fitting meth-
ods [29, 30]. These approaches have had better success as they exploit a statistical model of a
particular type of object (e.g. car, human, etc.). But much remains to be done. For instance,
severe occlusions, such as when a large part of an object is blocked, can result in poor fitting[31].
Further, often these approaches do not explicitly know which parts of an object are missing and
attempt to simultaneously estimate the model fit as well as the missing parts.

In this work, we present an approach to explicitly predict 2D and 3D keypoint locations of
the occluded parts of an object using graph networks, in a largely self-supervised manner. Our
method receives as input, the output of any detector (e.g., using the MaskRCNN architecture
[15]) that has been trained on a particular category of object with human supervision of only
visible keypoints and their types (e.g., front, back, left, right). Implicitly, then, the key points
that are not labeled are assumed to be invisible. This is the only human supervision used in this
work. The detector usually provides an uncertainty of all key point locations. We first show that
the distribution of the uncertainties for visible and occluded points overlap significantly, making
it hard to predict which key points are occluded at test time. To address this issue, we design
an encoder-decoder graph network that first predicts which edges have an occluded node, and
then localizes the occluded node in 2D in the decoder. Visible or invisible edge classification is
trained using the implicit non-labeled supervision of occluded points.

We then train the decoder graph network to localize invisible keypoints using multiple wide-
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Figure 2.1: Accurate 2D keypoint localization under severe occlusion in our CarFusion dataset. Different colors
depicts different objects in the scene.

Figure 2.2: Occlusion-net: We illustrate the overall approach to training a network to improve the localization of
occluded key points. The input is an ROI region from any detector, which is passed through multiple convolutional
layers to predict the heatmaps with a confidence score. These confidences are passed through a graph encode-
decoder network and trained using multi-view trifocal tensor loss for localization of occluded 2D keypoints. The
output from the decoder is passed through a 3D encoder to predict the shape basis and the camera orientation. This
network is a self-supervised graph network and is trained using reprojection loss with respect to the 2D decoder
output.

baseline views of objects. Our observation is that while some parts may be missing in one view,
they are visible and labeled in another view. But how do we provide supervision for a hidden
point location in a view? We use two views where a keypoint is seen (and labeled by humans)
and compute the trifocal tensor using camera matrices to predict its location in the view where
the keypoint is occluded. We call this the Trifocal tensor loss, which is minimized to correct the
2D keypoint positions from the initial detector. Compared to other approaches that use multiple
views [32, 33, 34], our approach explicitly predicts occluded keypoints.

The predicted 2D keypoints (both occluded and visible) are then used in a graph network to
estimate the 3D object shape and the camera projection matrix. Similar to previous work [31, 35],
we will estimate the parameters of a shape basis computed a priori of the object of interest. The
training is performed in a self-supervised way by minimizing the reprojection loss i.e. error
between the reprojection and the predicted 2D keypoint locations. We train the entire pipeline,
called Occlusion-net, end-to-end with the aforementioned losses.

We evaluate our approach on images of vehicles captured at busy city intersections with nu-
merous types and severity of occlusions. The dataset extends the previous CarFusion dataset
[33] to include many more city intersections, where 18 views of the intersection are simultane-
ously recorded. A MaskRCNN car detector is trained using 100000 cars, with human labeled
visible keypoints to produce a strong baseline for our method to compare to and build upon.
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Our Occlusion-net significantly outperforms (about 10%) this baseline across many metrics and
performs well even in the presence of significant occlusions (see Figure 5.1). As an interest-
ing exercise, we also show a comparison of the trifocal loss against human labeling of the 2D
occluded point locations and observe that humans label around 90% of the points to lie within
the acceptable range of error. We also evaluate our approach on a large synthetic CAD dataset,
showing similar performance benefits and improvements of up to 20% for occluded keypoints.
Our network is efficient to train and can localize keypoints in 2D and 3D in real-time (more than
30 fps) at test-time. While we have demonstrated our approach on vehicles, the framework is
general and applies to any object category.

2.1 Related Work

Occlusion Detection: While there has been significant progress in predicting the visible key-
points by using part detectors learned from CNNs [27, 36, 37, 38, 39, 40], most of these methods
fail short to precisely localize occluded keypoints. Using synthetic data, Moreno et al. [41] show
that such occlusion modeling is crucial. To address this problem, many methods employ active
shape models [42] for vehicle detection under occlusion [31, 43, 44]. However, these methods
only model self-occlusions and omit often seen occlusions by other objects. Recently, [33, 34]
propose a multi-view bootstrapping approach to generate accurate CNN training data when pre-
cise human labeling is not possible. However, their methods are trained in stages and do not
explicitly model the interaction between visible and occluded points. Most related to our work,
[2] only incorporates intermediate keypoint supervisions from CAD model during training. Inter-
estingly, they show that training such a model on synthetic images can generalize to real images.
We train our model on real images and incorporate multiview constraints to propagate ground
truth visible keypoints from multiple views to supervise occluded points.
Graph Neural Networks: Modeling keypoints as a graph problem can be dated back to the first
attempt at scene understanding [45, 46]. Multiple works have built on this graph representation
and solved pose using belief propagation [47, 48]. Recently, [49, 50, 51, 52, 53] have extended
classical graphical modeling to a deep learning paradigm and showed better modeling capability
for unstructured data. Based on the success of these methods on the graph classification tasks,
multiple recent works have extended the methods to address multiple 3D problems like Shape
segmentation [54], 3D correspondence [55] and CNN on surfaces [56]. We model keypoint
prediction as a deformable graph that is learned using multi-view supervision.

2.2 Occlusion-Net

Occlusion-Net consists of three main stages - visible keypoints detection, occluded 2D keypoint
localization and 3D keypoint localization networks - as shown in Figure 6.2. The 2D-Keypoint
Graph Neural Network deforms the graph nodes to infer the 2D image locations of the occluded
keypoints. The 3D-Keypoint Graph Neural Network localizes the 3D keypoints of the graph
using a self-supervised training procedure. We combine these networks to accurately predict the
3D and 2D keypoint locations. Each of these stages is described in the following sections.
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2.2.1 2D-Keypoint Graph Neural Network
The 2D-Keypoint Graph Neural Network(2D-KGNN) consists of three components: initial key-
point heatmap prediction, a graph encoder to model the occlusion statistics of the graph, and a
graph decoder infering the 2D locations of the occluded keypoints. We use the heatmap based
methods [15][36] to compute the location of all the keypoints in an image. The input to the graph
network consists of k keypoints, which are further categorized as v visible keypoints and o invis-
ible/occluded keypoints. We denote the vertex of the graph as V = (V1, ...,Vk) for k keypoints.
The relationship between all nodes is encoded in the edge Eij = {Vi,Vj}, where

Eij =

{
1, if i ∈ v and j ∈ v

0, otherwise

We also denote V l as labeled keypoint annotations and Vg as keypoints predicted from 2D-
KGNN, respectively.

2D-KGNN Encoder: Occluded Edge Predictor
The 2D keypoint graph network (2D-KGNN) needs to infer the locations of the occluded

keypoints (or, edges Eij) from the keypoint heatmaps. We convert the heatmap into a graph
by encoding the location and confidence of each keypoint into a node feature. The feature for
keypoint i, can be more formally represented as Vi = {xi, yi, ci, ti}, where (xi, yi) is the location,
ci is the confidence and ti is defined as the type of the keypoint. Since, we do not know the
underlying graph, we use the GNN to predict the latent graph structure.
The encoder is modeled as q(Eij|V) = softmax(fenc(V)) where fenc(V) is a GNN acting on the
fully connected graph produced from the heatmaps. Given the input graph our encoder computes
the following message passing operations to produce the occlusion statistics:

h1
j = fenc(Vj) (2.1)

v → e :h1
(i,j) = f 1

e ([h
1
i , h

1
j ]) (2.2)

e → v :h2
j = fv(

∑
i̸=j

h1
(i,j)) (2.3)

v → e :h2
(i,j) = f 2

e ([h
2
i , h

2
j ]) (2.4)

In the above equations, ht denotes the tth hidden layer of the network, while v and e denote
the vertex and edge of the graph. Here, v → e shows a convolution operation from vertex to edge,
while e → v represents the operation from edge to vertex. The functions f() are implemented
as fully connected layers. The edge loss for this encoder is the cross-entropy loss between the
predicted edges and the ground truth edges, given as:

LEdge = −
∑
i,j∈k

Eijlog(E l
ij) (2.5)

The E l
ij is the visibility statistics for each edge computed from the labeled keypoints.

2D-KGNN Decoder: Occluded Point Predictor The decoder predict consistent 2D key-
point locations of the occluded keypoints from the erroneous initial graph and the edges predicted
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from the encoder. This can mathematically be represented as estimating Pθ(Vg|V , E), where Vg

represents the output graph from the decoder and E is the input from encoder, while V is the
graph from the initial heatmap. The following message passing steps are computed on the graph
network:

v → e :h(i,j) =
∑
p

Eij,pfp
e ([Vi,Vj]) (2.6)

e → v :µg
j = Vj + fv(

∑
i̸=j

h(i,j)) (2.7)

Pθ(Vg|V , E) = N (µg
j , ρ

2I) (2.8)

Here Eij,p denotes the p-th element of the vector Eij . An important thing to observe is the
current state is added into Eq. 2.7, so inherently the model is learning to deform the keypoints i.e
predict the difference ∆V = Vg − V . Further in Eq. 2.7, µ is the mean location predictor and N
produces the probability of the locations. We only minimize the distance between the predicted
and ground truth occluded points in this network using a trifocal tensor loss.

Trifocal Tensor Loss. We exploit multiple views of the object captured “in the wild” to estimate
the occluded keypoints. The assumption is that the keypoints occluded in one view are visible in
two or more different views. Thus, the trifocal tensor [57] can transfer the locations in the two
visible views to the occluded view. Then, the loss for each occluded keypoint is computed as:

LTrifocal =
∑
j∈o

[Vg
j ]×(

∑
i

(V ′)
i
jTi)[V ′′

j ]×, (2.9)

where i represents the three views considered for the trifocal tensor T , Vg
j is the prediction from

the decoder for the occluded keypoint j in the current view, and V ′
j and V ′′

j are the annotated
keypoints j in two different views. We computed T using the camera poses in the object refer-
ence frame. In our setting, since the object (vehicle) is rigid, the two visible views could come
from any camera viewing the same object at any other time instants.

2.2.2 3D-Keypoint Graph Neural Network
Given the graph from the 2D-KGNN decoder, the 3D-keypoint graph neural network encoder
predicts a 3D object shape W and the camera projection matrix π. This encoder takes as input
the graph and predicts the 3D location of the all the keypoints using a self-supervised projection
loss. Mathematically, this is formulated as q(β, π|V) = fenc(V), where, β are the deformation
coefficients of PCA shape basis of the object and π is the camera projection matrix.

Shape Basis: We model the shape as a set of 3D keypoints corresponding to the predicted
2D keypoints. We compute the mean shape b0 and n principal shape components bj and cor-
responding standard deviations σj , where 1 ≤ j ≤ n, using the 3D repository of the object
[58] with annotations of 3D keypoints from [27]. Given the shape bases, any set of deformable
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Figure 2.3: We analyze the need for a 2D-KGNN encoder. The left image shows the confidence score of the
heatmaps from the baseline method (the distribution is colored based on Ground Truth visibility). The right image
shows the ROC curve of the predictions from graph encoder and baseline. At 0.1 false positive rate, the baseline
returns 0.5 true positive rates compared to 0.8 of the 2D-KGNN.

3D keypoints can be represented as a linear combination of the n principal components β as
W = b0 +

∑n
k=1 βk ∗ σk ∗ bk.

Camera Projection Matrix: Let π(W ) be the function that projects a set of 3D keypoints W
onto the image coordinates. We use the perspective camera model and describe π as a function
of the camera focal length f , the rotation q, represented as quaternion, and translation t of the
object in the camera coordinate frame [57]. We assume the principle point of the camera is at
the origin. To account for the normalization of the image to a square matrix from the original
dimensions, we re-scale the projected 2D points by s = w/h, where w and h denote the width
and height of the input image (see [59] for further details).

Keypoint Reprojection Loss: We train the 3D-Keypoint Graph network in a self-supervised
manner using the reprojection loss, i.e. the difference between the projected 3D keypoints and
the keypoints computed from the 2D-KGNN:

LReproj =
∑
j∈k

||π(Wj)− Vg
j ||2 (2.10)

The use of the 3D basis shape allows explicit enforcement of 3D symmetry which provides
further constraints for the 2D keypoint estimation via the reprojection loss.

2.2.3 Total Loss

Our Occlusion-Net is trained to minimize the sum of the aforementioned losses:

L = LKeypoints + LEdge + LTrifocal + LReproj, (2.11)

where, LKeypoints is the cross-entropy loss over a t2-way softmax output between the predicted
keypoints and the ground truth labels [15]. Here, t is the number of keypoints.
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Figure 2.4: On the left, we show accuracy of human annotations with respect to geometrically obtained keypoints.
We observe that most of the keypoints are labeled within α = 0.1 PCK error. On the right, count of multi-view
correspondences of keypoints predicted using different methods. When few views are available, the occluded points
predicted by Occlusion-Net provide much more correspondences to improve multi-view reconstruction.

2.3 Experimental Results
We demonstrate the ability of our approach to infer occluded keypoints and 3D shape from a
single view on the new and challenging CarFusion dataset. We first describe this dataset in
section 2.3.1. We then perform ablative analysis of the algorithm in Section 2.3.2. Finally, we
show qualitative comparisons against the state of art Mask-RCNN [15] detector in section 2.3.3.
For a fair comparison, we retrain this baseline model on our dataset. In the evaluation metrics,
2D-KGNN refers to the output after the decoder layer and 3D-KGNN refers to the projections of
predicted 3D keypoints onto the image.

2.3.1 Datasets
Car-render Self-occlusion dataset: We use the 472 cars sampled from shapenet [60] and 3D
annotated by [27]. We select 12 keypoints from the annotated 36 keypoints and render them from
different viewpoints. The viewpoints are randomly selected on a level 5 Icosahedron, at varying
focal lengths and distances from the object. We use 300 synthetic CAD models for training, 72
for validation and 100 for testing. We project the 3D keypoint annotations of the CAD model
with visibility. we trace a ray toward the object from a pixel and check if the first intersection is
close to the ground truth location to determine visibility.

CarFusion dataset: To model a wide range of real occlusions, we collect an extensive dataset
captured simultaneously by multiple mobile cameras at 60fps at 5 crowded traffic intersections
(extending previous work [33]). This extended dataset consists of 2.5 million images out of
which 53000 images were sampled at uniform intervals from each video sequence. Approx-
imately, 100000 cars detected in these images were annotated with 12 keypoints each. Each
annotation contains the visible and occluded keypoint locations on the car. We do not use the
occluded keypoints for training the Occlusion-Net. We selected four annotated intersections to
train the network while using one intersection to test it, which split the annotation data into 36000
images for training and 17000 for testing. We further compute 90-10 train validation split on the
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Figure 2.5: Accuracy with respect to different alpha values of PCK for the Car-render dataset. Graph based methods
(2D/3D) outperform the MaskRCNN trained keypoints for all the occlusion types. Specifically at alpha=0.1 we
observe an increase of 22% for cases with 3 invisible points and 10% in case of 9 invisible points (out of 12
keypoints).

training data to validate our training algorithm. The dataset was completely captured “in the
wild” and contains numerous types and severity of occlusions.

Preprocessing: Computing the trifocal loss requires the virtual camera poses in the object frame.
For every image, the virtual pose is estimated by solving a PnP [61] between the visible keypoints
and the 3D points computed from [33].

2.3.2 Quantitative Evaluation
We compare our approach with other state-of-the-art keypoint detection networks. We use the
PCK metric [62] to analyze both the 2D and the 3D occluded keypoint locations. According
to the PCK metric, a keypoint is considered correct if it lies within the radius αL of the ground
truth. Here L is defined as the maximum of length and width of the bounding box and 0 < α < 1.
To evaluate the 3D reconstruction, we project the reconstructed keypoints into their respective
views and compute the 2D PCK error.

Occlusion Prediction: We demonstrate that the confidence scores computed using MaskRCNN
is insufficient to predict occlusions. The left image in Fig 2.3 shows the distributions of confi-
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Figure 2.6: Accuracy plots with varying number of occluded keypoints on the Car-render dataset. Graph based
methods (2D/3D) outperform the baseline (in red) in the case of α = 0.1. For a more conservative alpha, the
performances are comparable. The 2D KGNN plots in both the alpha scenarios have a variance of 5% and are
robust to occlusion, compared to the 3D KGNN plot (15%) and the baseline MaskRCNN plot (25%).

Figure 2.7: Example results of occlusion-net on sample images of the CarFusion dataset. We accurately localize
occluded keypoints under a variety of severe occlusions. See supplementary for additional results. Different colors
depict different vehicles in the scene.

dence scores of occluded and visible points. These distributions overlap significantly making it
hard to distinguish occluded points from visible points. In contrast, by modeling a graph network
to exploit relative locations of the keypoints, we observe a significant boost in the accuracy of
occlusion prediction as seen from the right image in figure 2.3. We observe an AUC of 0.83 with
MaskRCNN, whereas 2D-KGNN gives an AUC of 0.95.

Robustness Analysis: We analyze the effect of adding error to input locations of the graph to
analyze the robustness of the learned model. Figure 2.10 shows the accuracy with respect to
different Gaussian error added to the input graph. We observe that 3D-KGNN is more stable
with increasing error while 2D-KGNN performs well for highly occluded points but falls steeply
with increasing error in input.
Evaluations of visible points: We show evaluation of our network with respect to existing vis-
ible keypoint estimation methods. Both 3D-KITTI[64] and PASCAL3D+ [65] datasets have
annotations only for visible keypoints and do not contain occluded point annotations or multiple
views to directly evaluate our method. The 2D keypoint predictions in [64] are evaluated only
on visible keypoints and the 3D model is evaluated by fitting only visible keypoints on objects
that are not truncated or occluded by other objects (”Full” in their table). Our model has not
been trained on either of these datasets or the CAD dataset from [64]. Table 4.2 compares our
method against those on the annotated 2D visible points in 3D-KITTI. Table 4.2 also shows the
evaluation against the ground truth 3D model for the ”Full” (unoccluded) case - the only case
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Figure 2.8: Accuracy vs Alpha on the CarFusion dataset. Focusing on Alpha=0.1 across the plots, graph based
methods show an improvement of 6% for cases where only 3 (out of 12) points are occluded and nearly 10% or
more improvement for more severe occlusion, justifying the usage of graph networks for occlusion modeling.

mentioned in [64]. We observe that our approach outperforms the other methods for two cat-
egories .i.e. Truncation and oth-Occlusion. This can be attributed to the fact that our dataset
models a range of occlusion types and severity.

Importance of 3D-KGNN: The 3D pose computed is useful for traffic analysis (speed, flow)
and understanding/visualizing activity at busy city intersections. 3D-KGNN can also be used to
find correspondence across views for multi-view reconstruction, especially when there are very
few views available and the keypoints may be occluded. Figure 2.4 demonstrates that 3D-KGNN
finds significantly more inliers for multiview correspondence compared to 2D-KGNN or MaskR-
CNN.

Human Annotation vs Geometric Prediction: The CarFusion dataset has annotated keypoints
for occluded points as well as the visible points across multiple views. Thus, as an interesting
aside, we evaluate the accuracy of hand-labeled occluded points with respect to those obtained
using the trifocal tensor, as shown in Figure 2.4. We observe that at α = 0.1, nearly 90% of the
hand-labeled keypoints lie within the region of the geometrically consistent keypoints.

Accuracy Analysis: Figure 2.5 depicts the change in accuracy with respect to Alpha on Car-
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Figure 2.9: Accuracy analysis with varying occlusion configurations. Notice for occlusions with 4 (out of 12)
visible points, our approach is nearly 25% higher compared to the baseline for occluded points.

2D 3D yaw(Error)
Method Full Truncation Car-Occ Oth-Occ All Full Full

[63] 88.0 76.0 81.0 82.7 82.0 NA
[31] 73.6 NA 73.5 7.3
[2] 93.1 78.5 82.9 85.3 85.0 95.3 2.2

Ours 89.73 87.41 81.68 86.45 88.8 93.2 1.9

Table 2.1: PCK Evaluation[α=0.1] and comparison of Occlusion-Net on 2D visible keypoints annotated in KITTI-
3D. Full denotes unoccluded cars, Truncation denotes cars not fully contained in the image, Car-Occ denotes cars
occluded by cars, and Oth-Occ denotes cars occluded by other objects. All represents combining the statistics for all
the occlusion categories. Our method outperforms in most of the occlusion categories. The 3D keypoint localization
(last two columns) in [2] is only evaluated on Full.

render dataset. We show four different plots with different occlusion configuration, ranging from
3 (very less occluded) to 9 (highly occluded) invisible points out of 12 keypoints in total. We
observe that our method outperforms the baseline method in all configurations for occluded key-
points. At α=0.1 we observe a boost of 22% for 3 invisible points and 10% for 9 invisible
points. Figure 2.6 shows the change in accuracy with respect number of occlusions for Car-
render dataset. We plot the graph for two different value of α and observe that 2D graph method
is more stable with increasing occlusion compared to the 3D-KGNN. We show similar accuracy
vs. alpha plots on CarFusion dataset in Figure 2.8. We observe that with increasing occlu-
sions our method shows higher accuracy improvement compared to the baseline MaskRCNN.
At α = 0.1 we nearly gain a boost of at least 6% in all the occlusion categories and nearly 12%
boost for 5 occluded points. Figure 2.9 depicts the change in accuracy with increasing number
of occluded points on CarFusion dataset. For the case of 4 invisible points configuration, our ap-
proach is nearly 25% higher compared to the baseline. To conclude we observe that the accuracy
of KGNN on occluded points is higher than using the baseline method.
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Figure 2.10: The plots depict the change in accuracy for the methods when Gaussian noise is added to the input
keypoints. As expected, 3D-KGNN (green) performs much better in the presence of strong noise.

2.3.3 Qualitative Evaluation

In this section, we analyze the visual improvements of our method across different categories of
occlusion. Figure 4.11 depicts the visual results of the algorithm in different occlusion situations.
We demonstrate results on four occlusion types namely, self-occlusion, vehicle occluding car,
other objects occluding car, and truncation where the car is partially visible. The first column
depicts the output from the MaskRCNN keypoints. The color is coded blue because the output
from heatmaps does not give statistics about the occlusion categories of the keypoints. The
other column show ablation results on our approach. The results demonstrate that predicting
occluded keypoints as a heatmap generate large errors in localization while learning a graph
based latent space improves the location of the occluded keypoints with respect to the visible
points. Specifically, in high occlusion scenarios, graph-based methods show large improvement
visually compared to MaskRCNN. We further show the results of our method on multiple cars
simultaneously in Figure 2.7. Our method performs accurate occluded keypoint localization on
very challenging occluded cars.

24



2.4 Conclusion
We presented a novel graph based architecture to predict the 2D and 3D locations of occluded
keypoints. Since supervision for 2D occluded keypoints is challenging, we computed the error
using labeled visible keypoints from different views. We proposed a self-supervised network to
lift the 3D structure of the keypoints from the 2D keypoints. We demonstrated our approach on
synthetic CAD data as well as a large image set capturing vehicles at many busy city intersections
and improve localization accuracy (about 10%) with respect to the baseline detection algorithm.

Limitations The algorithm need multi-view data as supervision for learning occluded key-
points is the main bottleneck of the supervision. In the network architecture, we disentangle
the image feature from the graph network making us loose the gradient from the image to the
occluded keypoints in future versions using methods that can transform the heatmap to key-point
coordinates in a differentiable manner.
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MaskRCNN 2D-KGNN 3D-KGNN Ground-Truth Canonical-3D

Figure 2.11: Qualitative evaluation of the 2D/3D keypoint localization for different occlusion categories of cars
from the CarFusion dataset. The initial detector was trained using the MaskRCNN on the visible 2D keypoints. We
use our self-supervised 2D-KGNN and 3D-GNN to localize keypoints from a single view. 2D reprojections of the
3D keypoints are shown in third column. The second and third columns show clear improvement in the localization
of the occluded keypoints with respect to the baseline MaskRCNN. The canonical 3D views computed using 3D-
KGNN are shown in the last column. The ground truth is obtained by applying trifocal tensor on the human labeled
visible points to estimate the invisible points. Green represents visible edges and red represents occluded edges.
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Chapter 3

Supervision For Temporal Occlusions

Understanding vehicle motion in 3D space is useful for intelligent traffic systems. The shapes,
positions and velocities of vehicles in 3D reveal instantaneous traffic information, which can
be aggregated to automate traffic monitoring and facilitate driver assistance systems. Depth
sensors have been used to reconstruct 3D information, but are too expensive to deploy at city
scale. In contrast, video surveillance cameras are already widely installed, but most surveillance
systems are only able to collect 2D information such as 2D bounding boxes, re-identification
and 2D trajectories. Due to the ambiguity between 3D location and 2D image projection, it is
impossible to reconstruct 3D vehicles from these cameras directly without any priors. Recently,
many deep learning-based reconstruction methods [66, 67] have been proposed to estimate 3D
shape and position from visual appearance, but they are sensitive to training data and hard to
transfer to new scenes. For example, models trained on egocentric views like KITTI [68] or
Argoverse [69] perform poorly on traffic surveillance cameras because of differences in view
angle and background. Unstable and inaccurate detections cause 3D trajectory reconstruction to
fail over time. Although many works attempt to enforce temporal consistency in reconstruction
and video analysis [70, 71, 72, 73, 74], they focus on short intervals such as over a few frames
or seconds.

In this work, we argue that key to accurate vehicular 4D reconstruction (i.e. recovering 3D
shape and motion) is exploiting the consistency in long-term (several minutes or greater) rep-
etitious activity, i.e. vehicles passing an intersection clustered into groups with similar motion
patterns. Using longitudinal consistency as self-supervision, we adapt a pre-trained keypoint de-
tector [15] to new scenes it never saw before, and obtain higher accuracy 2D and 3D keypoints
without any manual annotation. Starting from off-the-shelf 2D keypoint detections and camera
intrinsics, our method reconstructs 3D keypoints with an active shape model, fits an analytic
trajectory model to each vehicle’s 3D poses over time, and applies a novel method to cluster the
vehicle trajectories in 3D. Later, the accurate 2D keypoints and 3D mean trajectories of each
cluster (denoted as 2D and 3D experts) accumulated over the entire video are used to improve
2D and 3D keypoints in a self-supervised manner as shown in Fig. 6.1. We refer to this process
as longitudinal self-supervision. Our main contributions are summarized below and the entire
framework is shown in Fig. 6.2:
(a) Joint optimization for longitudinal reconstruction (Sec 3.2.2): Consistent reconstruction of
diverse motion and poses from single-view by joint optimization over all vehicles in long-term
videos. This improves 3D keypoint reconstruction accuracy by 29% relatively over state of the
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2D Keypoints Activity Reconstruction (4D)

Longitudinal Activity (4D) 3D Velocities

Figure 3.1: Long term repetitious vehicular activity is used as self-supervision to compute accurate 2D and 3D
keypoints, trajectories and velocities from a single fixed camera. Reconstruction accuracy improves significantly
over 20 minutes at this intersection as compared to methods that enforce consistency over short periods (a few
frames to seconds).

art [3].
(b) Scene-specific repetitious activity clustering (Sec 3.2.3): Projecting 3D trajectories to sub-
spaces with strong separability to suppress noise from imperfect detection and reconstruction,
and then clustering the trajectories into fine-grained motion groups. This method outperforms
the state of the art clustering algorithm by 25% relatively.
(c) 2D/3D longitudinal self-supervision (Sec 3.2.4): Selecting and accumulating accurate 2D
keypoints via geometry consistency to refine erroneous keypoints; Learning geometric corre-
spondence between 3D mean trajectories and individual poses as a posterior to improve 3D
reconstruction. The continuous self-learning framework improves the accuracy of detection and
reconstruction by 16% using self-supervision over long term videos.

We demonstrate the versatility and generalizability of our approach using traffic videos of
78k frames captured by 18 single view fixed cameras at city intersections. The datasets are from
a variety of sources: (a) live YouTube cameras, (b) our iPhone cameras, and (c) the AI City
Challenge dataset [75]. We also apply our method to traffic tasks such as velocity estimation,
anomaly detection and vehicle counting. See supplementary video and the project webpage
for better visualizations of our results.
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Figure 3.2: Framework for self-supervised 4D reconstruction of repetitious activity. Our method takes off-the-shelf
2D keypoint detections as input, reconstructs 3D keypoints with an active shape model, fits an analytic trajectory
model to each vehicle’s 3D poses along with frames, and accumulates them over time. Then, for 2D self-supervision,
good keypoints from initial detections are selected as “2D experts” to refine bad 2D keypoints. For 3D, the accu-
mulated 3D trajectories are clustered and the mean trajectories are used as “3D experts” to refine 3D poses. The
reconstruction could be applied to traffic analysis such as velocity estimation and anomaly analysis.

3.1 Related Work
Single View Reconstruction: Many methods utilize Lidar [? ? ], IMU [? ], UAV [76] to
acquire 3D information, or deploy deep networks to infer 3D geometric properties from RGB
images, largely in a supervised manner [66, 77, 78, 79]. For the pure RGB methods, obtaining
3D ground truth in the wild is challenging. Further, deep models trained on the subset of data
do not generalize well. To address these issues, shapes and poses are optimized with stronger
geometrical constraints instead of 3D labels. Works [3, 67, 80, 81] build active shape models
to optimize/retrieve 3D shapes from 2D images. Recent works [3, 80, 82] enforce coplanar or
pairwise distance constraints for short term or local objects to resolve ambiguity in reconstruc-
tion. All of these methods do not study long term temporal consistency. As far as we know, our
method is the first to perform trajectory reconstruction using long term self-supervision from a
single 2D view.
Repetitious Activity Analysis: Multiple methods model repetitious activity using dimension-
ality reduction [83, 84] and clustering [85, 86]. Specific to modeling repetitious activity, [6]
proposed clustering vehicle trajectories using kernel shrinkage. However, these previous meth-
ods are constrained to 2D image trajectories and are not robust to noise. In contrast, our method
the first to uplift 2D vehicle trajectories to 3D, resulting in strong separability of clusters in higher
dimensions and achieving state of the art accuracy.
Self-Supervision in the Wild: Supervised methods require large amount of labels and are sensi-
tive to training data. To circumvent these issues, the community has collectively proposed many
weakly supervised or self-supervised methods with automatic supervisory signals such as shape
symmetry [87, 88, 89] and style consistency [90, 91]. In addition, many works [92, 93, 94]
utilize alignment between frames to learn optical flow; [71, 95] detect and reconstruct objects
based on their motion over frames. All these supervisions come from short intervals such as a
few frames or seconds. But in this chapter we argue long term consistency can be a strong su-
pervisory signal and propose longitudinal self-supervision to improve the accuracy of detection
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and reconstruction simultaneously.

3.2 Self-Supervised 4D Reconstruction

3.2.1 Background
Here we introduce the notation, 3D shape representation and motion model as preliminaries to
our approach.
Notation used in the chapter: We use three coordinate systems, i.e. camera, world and map
coordinates as shown in Fig. 3.3. The camera coordinate is defined with origin at focal point,
XY parallel to image plane; while in world coordinate XY is the ground plane and Z axis points
upwards. The two coordinate systems are associated by a rigid transform. In world coordinate
each object’s trajectory is represented with x, y as we assume coordinate z to be constant with
a planar ground. Finally, we have a map coordinate system consistent with Google maps. The
transform from world coordinates to map coordinates involves rotation, translation, and scaling
that are estimated using annotated landmarks on input image and Google map (represented as
yellow crosses in Fig. 3.3). Each new camera only needs these annotations for our 4D automatic
self-supervision pipeline.

We refer to each object’s appearance in one frame as an instance. For a video of M frames,
a total of N unique objects are captured with J keypoints for each instance. P

(c)
n,m,j and pn,m,j

denotes the 3D position (in camera coordinates) and 2D position (in image coordinates) of the
j-th keypoint of the n-th instance in m-th frame, respectively. Each instance’s rotation and trans-
lation vector (r(c)n,m, t(c)n,m) are in camera coordinates, while (r(w)

n,m, t(w)
n,m) are in world coordinates.

π(·) is the 3D-to-2D camera projection and η(c) : η1x+ η2y + η3z + η4 = 0 is the ground plane
in camera coordinates.
3D Shape Model: We parameterize the object 3D keypoints by an active shape model [81] to
regularize shape optimization. The mean shape Q̄ of all object models, and their principle com-
ponents Q1, ...,QK are computed from an object CAD model dataset [27]. Then each object’s
actual shape Xn is formulated as linear combination of mean shape with the top K principal
components: Xn = Q̄+

∑K
k=1 αn,kQk, where αn is the shape coefficient vector that needs to be

estimated in the later optimization stage. For each object, we track it over time and enforce the
shape parameter αn to be constant for its instances in different frames.
3D Trajectory Model: We use an h-th order polynomial as analytic model to fit each object’s
3D motion. For simplicity, we convert all the poses into world coordinate so only the motion
in x, y direction needs to be considered. The trajectory of the n-th object t̂(w)

n = [t̂
(w)
n,x , t̂

(w)
n,y ]T is

parameterized as

t̂(w)
n,x(t) = aht

h + ...+ a2t
2 + a1t+ a0 (3.1)

t̂(w)
n,y (t) = bht

h + ...+ b2t
2 + b1t+ b0 (3.2)

where cn = [ah, . . . , a0, bh, . . . , b0]
T denotes the parameters to solve and t represents the time-

stamps in video. t = m − m0 for the object in frame m with first appearance in frame m0, so
all objects are aligned temporally. We observed that in most of the experiments, h = 3 fits the
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Figure 3.3: 3D reconstruction coordinate frames. Vehicle 3D keypoints are computed in camera coordinates. The
world coordinate is defined with XY as the ground plane, in which we perform analytic model fitting and repetitious
activity clustering. Map coordinates are defined based on Google maps, whose XY plane is also the ground. This
is used to estimate real-world location and speed. Yellow cross landmarks transform world to map coordinates.

model well (turns, including U-turns, and lane changes) but higher order may be necessary for
rare complex motions.

The reconstructed object poses (from Sec 3.2.2) are used to solve cn by minimizing ℓ2 loss.
In frame m, the coordinate t̂

(w)
n,m and tangent ∇t̂

(w)
n,m predicted by cn should be close to the re-

constructed pose (t
(w)
n,m, r

(w)
n,m) in XY plane. We convert both ∇t̂

(w)
n,m, r(w)

n,m into direction vector
denoted as u(·). We also add regularizing terms for third order coefficients.

Lfit,n =
∑
m

(∥∥t̂(w)
n,m − t(w)

n,m

∥∥2
+

β1

∥∥u(∇t̂(w)
n,m)− u(r(w)

n,m)
∥∥2

+ β2a
2
3 + β3b

2
3

) (3.3)

where β1, β2, β3 are weight coefficients for the loss terms.
In this section, we explain our approach to utilize longitudinal consistency in repetitious

vehicular activity for accurate 4D reconstruction. Fig. 6.2 shows the overall pipeline with the
three stages described below.

3.2.2 Joint Optimization For Longitudinal Reconstruction
We propose to jointly optimize for the shape and pose of objects moving in the scene over long
durations of time. We show clear improvement in reconstruction accuracy compared to previous
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proposed methods, which either optimize for shape or pose over short durations (few consecutive
frames) [3, 81]. Specifically, exploiting rigidity over consecutive frames and a constant ground
plane constraint show that our joint reconstruction outputs are more accurate and consistent com-
pared to previous state of the art methods.
Pose Initialization: We use HRNet [96] to detect 2D bounding boxes and keypoints for objects
in each frame. We pass these detections into a Visual Intersection-Over-Union (V-IOU) multi-
object tracker [97]. We enforce each object is rigid over frames using the tracking ids. Then, the
3D rotation and translation is initialized using RANSAC based EPnP to account for inaccurate
keypoints from detector.
Joint Optimization over all Objects: The 3D keypoint locations n at frame m can be computed
from the shape model parameterized by αn with object pose (r

(c)
n,m, t

(c)
n,m) as:

P(c)
n,m = R(c)

n,m(Q̄+
K∑
k=1

αn,kQk) + t(c)n,m (3.4)

where R
(c)
n,m is the rotation matrix from r

(c)
n,m. We need to optimize the shape coefficients vector

αn and pose (r
(c)
n,m, t

(c)
n,m) jointly for all the vehicles in all the frames. We exploit the following

geometric constraints to enforce the joint consistency in reconstruction over long term.
(1) Reprojection loss: the error between the projection of each object’s 3D keypoints and its
respective 2D detections.

Lrep =
∑
n,m,j

∥π(P(c)
n,m,j)− pn,m,j∥2 (3.5)

(2) Joint planar loss: This loss constrains all the vehicles in the long-term video to be as close
as possible to a ground plane. We formulate this error as the squared distance in camera coordi-
nates between the vehicle’s bottom center P(c)

n,m,jb
= [P

(c)
n,m,jb,x

, P
(c)
n,m,jb,y

, P
(c)
n,m,jb,z

]T (center of the
rectangle formed by joining wheel centers) and the ground plane η(c).

Lpla =
∑
n,m

(η1P
(c)
n,m,jb,x

+ η2P
(c)
n,m,jb,y

+ η3P
(c)
n,m,jb,z

+ η4)
2

η21 + η22 + η23
(3.6)

We solve αn, r(c)n,m, t(c)n,m and η(c) by minimizing the two losses via Levenberg-Marquardt
optimization: Lrec = γ1Lrep+ γ2Lpla , where γ1, γ2 are the weights of corresponding loss terms.

3.2.3 Scene-Specific Repetitious Activity Clustering
Capturing repetitious motion patterns over a long duration plays an important role in decipher-
ing higher level semantics of the environment. We observe and demonstrate using experiments
that such higher order semantics are much more distinguishable in 3D compared to 2D [4, 6].
Thus, we first fit a polynomial model to each object’s 3D poses to suppress noise and reduce
data dimension as described in Section 3.2.1. Then, the trajectory parameters are clustered hier-
archically and projected to subspaces with good cluster-separability using a novel scene-specific
clustering approach.
Hierarchical Scene-Specific Clustering: Repetitious activity, like vehicles moving in the same
lanes every day, can be used as a signal for supervision. The method proposes using additional
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Figure 3.4: Demonstration of our hierarchical clustering in birds-eye view. Left: First stage clusters and the average
direction of the blue cluster. Right: Second stage clustering. Trajectories are projected along their average direction,
maximizing the spatial difference between near clusters. The blue trajectories from left are projected onto axis b
and are distinguished very well into two clusters, while they are almost overlapped on axis a.

scene specific constraints for clustering such activity. We illustrate this with an example of
separating the vehicles into lane-specific activity as shown in Fig. 3.4. We face two challenges
here: (a) vehicles on different lanes can be close to each other (see blue and purple lines in Fig.
3.4) and (b) trajectories of the same lane have different shapes and positions. The issues are
further exaggerated by imperfect tracklets and keypoints.

We solve these issues with a hierarchical approach. First, we directly cluster trajectory pa-
rameters using a Gaussian Mixture Model. We observe vehicles in different directions are in
different clusters (orange in Fig. 3.4), but lanes in the same direction (blue and purple) cannot be
distinguished.

Thus, in the second stage of the hierarchy, our observation is that each sub activity will have
a scene-specific dominant direction that can be used to cluster. For this, we find a direction to
project trajectories belonging to the same initial cluster from 2D to 1D. We define the direction
of a trajectory as the vector between its starting and ending points ∆twn,min tn,max tn = twn,max tn −
twn,min tn , and the average direction in each cluster i from the first stage is computed among all Ni

objects as pi =
1
Ni

∑
n ∆twn,min tn,max tn = [pi,x, pi,y, 0]

T . Then each trajectory is projected along
the average direction as:

t̂′n(t) =
t̂
(w)
n,x(t)pi,x + t̂

(w)
n,y (t)pi,y

∥pi∥
(3.7)

which is still an h-order polynomial with c′n = [ahpi,x+bhpi,y, . . . , a0pi,x+b0pi,y]
T as coefficients.

In Fig. 3.4, axis a is the average direction. Blue and purple trajectories are projected along axis
a to axis b. We notice the overlapping between the two lanes is mostly eliminated, so they
become easily distinguishable. Our method is unsupervised and takes scene-specific information
(say, the geometry of traffic lanes) into account to maximize the separation between similar
clusters (lanes). For each fine-grained cluster, we then save the average of the parameters of all
trajectories.
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3.2.4 2D and 3D Longitudinal Self-Supervision

Humans generally improve their cognitive skills from observations and repetitious behaviors
generally reinforce inference. Inspired from human cognition, we propose self-improvement in
detection both in 2D and 3D using the clustered mean shapes. These mean shapes act as anchors
for any new observation and show a clear improvement in detection in 2D and 3D over passage
of time as shown later in the results.
2D Longitudinal Self-Supervision: Learning-based detectors produce precise as well as erro-
neous keypoints. We would like to use the accurate detections to improve the badly localized
keypoints. We distinguish the good ones from the erroneous by using a threshold δrep on the re-
projection error. All the inliers below the threshold are considered as 2D experts and integrated
into a 2D expert pool.

Each instance above the threshold is considered erroneous and needs to be refined. To refine
each erroneous instance, it is necessary to retrieve a 2D expert from the expert pool with a similar
shape as the instance. Since the camera is fixed and object motion is constrained, we can assume
that objects with bounding boxes of similar size and location tend to have similar 3D shapes
and pose, so we extract temporal bounding boxes as the feature for matching. For an instance
at frame m, we concatenate its 2D bounding box’s 4 corner coordinates from frame m − k to
m+k as the feature for retrieval. Similar features for all 2D experts are stored for matching. The
erroneous instance finds its guiding 2D expert from the expert pool by minimizing ℓ2 distance of
bounding box features using the nearest neighbor algorithm.

Two vehicles having similar bounding box features need not be perfectly aligned in 3D, so
we transform the bounding box and keypoints to overlap between instance and the 2D expert.
We optimize for scale s

(b)
n,m and translation t

(b)
n,m from the 2D expert bounding box b̂n,m to the

instance bounding box bn,m = s
(b)
n,mb̂n,m + t

(b)
n,m. Then the optimized transformations s

(b)
n,m,

t
(b)
n,m are applied to the 2D expert’s keypoints. If the distance between the transformed expert

keypoint and the instance keypoint is above a threshold, the instance keypoint is considered as
misclassified and updated with the expert keypoint.
3D Longitudinal Self-Supervision: We use 3D mean trajectories learned from repetitious ac-
tivity clustering as our 3D experts. Since 3D experts represent the typical motion over a long
duration, they act as a strong regularization to refine erroneous 3D poses. To refine each 3D
pose, we find a correspondence between the estimated 3D pose and the 3D experts for supervi-
sion.

For each object, we first find out from all the 3D experts, the one most similar to the object’s
motion. Considering the object’s pose t

(c)
n,m, r(c)n,m in frame m and the 3D expert of one specific

cluster, we find a point t̂(c)n,m on the 3D expert minimizing its distance to the object position t
(c)
n,m.

We compute the Chamfer distance from this object’s trajectory to the 3D expert as the sum of
such distance over all frames where this object appears: dn,cham =

∑
m∥t(c)n,m − t̂

(c)
n,m∥. From 3D

experts of different clusters, we select the one with the minimal Chamfer distance to the object’s
trajectory.

If the selected 3D expert’s Chamfer distance is less than a threshold δch, it is used to refine
the object pose. For the pose t

(c)
n,m, r(c)n,m in frame m, we find its closest point t̂(c)n,m on the 3D

expert when calculating Chamfer distance. r̂(c)n,m is the tangent direction of the 3D expert at t̂(c)n,m.
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We propose the 3D longitudinal loss to learn correspondence between individual pose and 3D
experts by minimizing

Llong = β4∥t(c)n,m − t̂(c)n,m∥2 + β5∥r(c)n,m − r̂(c)n,m∥2 (3.8)

where β4 and β5 are coefficients. We add this longitudinal loss term and refine the 3D recon-
struction by optimizing Lrefine = γ1Lrep + γ2Lpla + γ3Llong.

3.3 Experimental Evaluation
We evaluate our approach on two datasets captured at intersections by stationary cameras with
various view angles, vehicle motions, and scene appearances. A new dataset captured by us
named TRAFFIC4D, and a public dataset AI City Challenge [75] have been used in all experi-
ments. We compare our method with other benchmarks and analyze how 2D and 3D longitudinal
self-supervision improve reconstruction accuracy. We compare our repetitious activity clustering
accuracy with the state of the art to show the advantage of using scene-specific clustering. We
also demonstrate application to traffic tasks such as velocity estimation, anomaly analysis and
vehicle counting.

3.3.1 Datasets
TRAFFIC4D Dataset: This is a novel dataset proposed in the chapter to analyze data at inter-
sections over a long duration. It includes 10 videos (70k frames) obtained from multiple sources:
3 live YouTube streams from static cameras and 7 views captured by iPhone 6 fixed on tripods.
This dataset is divided into 3 stereo pairs and 4 single view videos. The stereo pairs were cap-
tured to evaluate the accuracy of 3D reconstruction. We sampled frames from the stereo pairs and
computed 3D keypoints locations using the triangulation of manually annotated 2D keypoints.
We also annotate the ground truth trajectory clusters.
AI City Challenge Dataset: There are few public datasets for fixed camera reconstruction.
Track 1 of AI City Challenge 2019 [75] has 5 monocular camera sets, two of them taken at
intersections with enough traffic, so we choose these two sets having 8 cameras, 8k frames in
total, each captured for around 5 minutes. The ground truth trajectories are manually annotated
and projected on to 3D ground plane using homography. The reconstructed vehicles should lie on
or close to these annotated trajectories and are used as metric for evaluating the reconstruction.

3.3.2 Evaluation Metrics and Baseline Methods
CarFusion dataset [98] is used to pretrain our 2D keypoint detector [96]. Then we run the detector
and perform reconstruction, clustering, and longitudinal self-supervision on the two evaluation
datasets without using any ground truth annotations. Note that the appearance and view angle of
the evaluation datasets and Carfusion are quite different.

We analyze the accuracy of our reconstruction by using metrics both in 2D and 3D. We use
3D-PCK (Percentage of Correct Keypoints) [62] between our 3D reconstructed keypoints and 3D
ground truth keypoints for evaluating the reconstruction. We further evaluate the reconstruction
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Figure 3.5: Accuracy of reconstruction with respect to varying window size (α) on TRAFFIC4D stereo pairs.
Left and right are keypoints projected to the second view of stereo and reconstructed in 3D respectively. “Recon”
indicates using our joint optimization for reconstruction. Note that longitudinal self-supervision (denoted L2D, L3D)
consistently outperforms other baselines. Averaging over α = [0.05, 0.3], v2/3D PCK shows 35%/53% relative and
16%/12% absolute improvement over the nearest baseline.

by comparing the reprojection of keypoints onto the stereo pair with ground truth using 2D-PCK.
According to the PCK metric, a keypoint is considered correct if it lies within the radius αL of
the ground truth. Here L is defined as the maximum length and width of the bounding box and
0 < α < 1. For data without stereo, we compare 3D poses with the annotated ground truth
trajectory using the A3DP metric [3]. For each reconstructed pose, we find its nearest point on
the ground truth trajectory. This nearest point’s location and the tangent direction are used as
ground truth translation and rotation. As in [3], the criteria for judging a true positive is that both
the rotation and translation differences lie within a threshold.

For reconstruction comparisons, we use two state of the art methods i.e. Apollo3D [3] and
Occnet [81]. To make a fair comparison, we use HRNet as the common backbone for all the
approaches. These methods act as strong baselines to evaluate the 3D and 2D pose reconstruction
of objects.

For clustering, we compare with multiple state of the art 2D trajectory clustering methods i.e.
AMKS [6], MS [4], MBMS [5]. We further extend these methods to 3D for a fair comparison
with our method. For 2D we keep the algorithms unchanged and use each vehicle’s bounding
box center trajectory as input; For 3D we feed 3D trajectories given by Sec 3.2.2 to all the
algorithms. We report the proportion of correctly clustered trajectories metric to evaluate our
method as proposed in [6].

3.3.3 Accuracy Analysis

Reconstruction Analysis: Fig. 3.5 compares reconstruction on the stereo pairs of TRAFFIC4D.
We observe higher PCK accuracy compared to [81] and [3] in 2D and 3D. Specifically, when no
longitudinal self-supervision is used, our second view (v2) and 3D PCK are significantly higher
than the others, indicating our reconstruction is more consistent in 3D. We emphasize that the
global co-planar loss contributes to the improvement in reconstruction accuracy as it regularizes
all the vehicles’ poses in the video for better spatial consistency. Moreover, our method achieves
better accuracy after 2D and 3D longitudinal self-supervision.
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Figure 3.6: Examples of keypoint refinement via 2D longitudinal self-supervision. First row: Visualization of 2D
experts. The heatmaps show frequency of 2D experts being used to refine other instances. 2D experts are used
mostly at image border, occluded or far away places. The vehicle patches show the top three nearest neighbors
retrieved from expert pool (good keypoints predicted by initial detector), which have very similar shape and pose to
the refined instance; Second row: Initial erroneous keypoints from detector; Third row: Refined keypoints after
2D longitudinal self-supervision.

Fig. 3.6 plots keypoint refinement results of 2D longitudinal self-supervision. The heatmaps
illustrate that 2D experts supervise most frequently at image borders, occluded places, or posi-
tions far from the camera as expected from failures from the initial detector. For each instance,
the three nearest neighbor experts (vehicles with accurate keypoints predicted from original de-
tectors) are visualized. We notice the same vehicle correctly detected at neighbor frames or
a different vehicle with a similar appearance from a different time instance are used as experts.
Observe that the retrieved experts have accurate shape ensuring the success of longitudinal learn-
ing. Table ?? shows improvement on A3DP for our method compared to baselines on S01 and
S02 sets of AI City dataset. Similar to Fig. 3.5, adding 2D and 3D longitudinal self-supervision
improves A3DP as well.
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Figure 3.7: The plot depicts PCK-α accuracy improving over time by using longitudinal self-supervision. We
observe 11% absolute and 16% relative improvement in average accuracy of 3D reconstruction and detections over
stereo cameras (left) in TRAFFIC4D dataset with 18 minutes of continuous learning. Here, at time zero we use
an off-the-shelf detector, while at 18 minutes we use a retrained detector from longitudinal self-supervision. We
observe similar accuracy boost in the single view cameras (right) of TRAFFIC4D dataset.

S01 S02
Method L2D L3D A3DP-Rel A3DP-Rel

mean(in %) c-l(in %) c-s(in %) mean(in %) c-l(in %) c-s(in %)
OccNet [81] 9.30 45.44 8.90 12.21 51.54 6.98
Apollo [3] 24.91 43.14 25.72 31.14 53.72 31.00
Traffic4D 28.03 47.55 24.84 41.04 63.86 44.68
Traffic4D ✓ 33.11 57.49 30.96 44.27 63.90 46.99
Traffic4D ✓ ✓ 39.42 63.88 40.16 45.86 65.59 47.11

Table 3.1: Comparing to state of the art trajectory reconstruction methods on AI City dataset using A3DP metric.
”Mean”, ”c-l”, and ”c-s” denote mean, loose and strict criteria with different thresholds relative (”Rel”) to depth
[3]. Traffic4D shows an average improvement of 14.62%(in absolute terms) and 34.2% (in relative terms) compared
to [3] on both sequences, without any manual supervision.

Accuracy vs. Video Length: The key idea of longitudinal self-supervision is to accumulate
information over time, so the duration of the video being used is a critical parameter affecting
keypoint accuracy. For each sub-sequence split based on time specified, we construct the 2D
expert pool and 3D experts from it and use them to refine over keypoints on the complete se-
quence. Fig. 3.7 left illustrates the effect on reconstruction accuracy for varying sub-sequence
length on TRAFFIC4D dataset stereo cameras. We observe a clear increase in accuracy with
an increase in sub-sequence length illustrating that longitudinal supervision enhances the recon-
struction accuracy. The accuracy converges after a specific duration of time emphasizing that the
activity clustering for the sequence has been learned. We observe similar improvements in PCK
accuracy on single view cameras as shown on the right in Fig. 3.7.
Repetitious Activity Clustering Analysis: Table ?? reports the proportion of correctly clustered
trajectories in each video of TRAFFIC4D dataset. Notice that 3D clustering outperforms 2D in
all the videos and our method achieves the highest accuracy in most sequences. The reason is
trajectories in the same direction but belonging to different lanes look quite near each other if
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Forbidden Left Turn Sudden Stop in Near Collision

Figure 3.8: Automatic anomaly detection. The plot shows different anomalies like vehicles making forbidden left
turn (Left column), sudden stop in near collision (Right column) using our method. Last row shows the anomaly’s
log likelihood (red/green lines, p represents the probability) is much lower than the normal trajectories (blue bars)
in the cluster.

they are distant or the camera looks straight forward, while 3D clustering eliminates the view
angle and perspective effect by converting them to 3D.

3.3.4 Applications

(1) Vehicle velocity estimation and activity visualization: Vehicle activity reconstruction pro-
vides insights into driving behavior by estimating real world speeds. Each vehicle’s velocity
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Figure 3.9: The keypoints (first row) and 3D reconstructions overlaid on Google map (second row) at different
times, as well as 3D mean trajectories (third row) and velocities of the mean trajectories (fourth row) for three
intersections. These mean trajectories represents typical vehicle motions and are used for 3D longitudinal self-
supervision.

vector in world coordinates is obtained from trajectory taking time derivative: v(w)
n,x (t) =

dt̂
(w)
n,x(t)

dt
,

v
(w)
n,y (t) =

dt̂
(w)
n,y (t)

dt
. Fig. 3.9 shows the accurate reconstruction results of individual vehicles, 3D

mean trajectories and speed profile after longitudinal self-supervision.
(2) Anomaly analysis: As an application of our model, vehicular anomalies can be identified.
The log likelihood of a trajectory belonging to a specific cluster is obtained by sampling from
the corresponding Gaussian component in the clustering model. The trajectory is considered as
an anomaly if its likelihoods are lower than a threshold in all the clusters. Compared to previous
anomaly detection methods purely in 2D, the 3D anomaly trajectory also reveals the anomaly
vehicle’s position and velocity in 3D real world. Fig. 3.8 shows the trajectories and likelihood of
anomalies.
(3) Vehicle counting: The number of vehicles in each direction and lane is counted based on
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Seq 2D 2D 2D 3D 3D 3D
No. MS MBMS AMKS MS MBMS AMKS Traffic4D
001 57.32 63.59 66.10 75.31 66.10 73.22 90.37
002 60.68 59.83 60.68 64.10 76.92 83.76 82.05
003 48.18 52.27 49.54 62.27 61.36 66.81 90.90
004 59.32 41.04 66.04 68.28 79.85 75.74 93.28
005 51.73 53.06 54.40 56.00 56.53 68.00 86.67
006 68.07 67.60 69.95 64.78 63.85 67.14 85.44
007 62.20 64.56 66.14 75.59 71.65 84.25 91.34
008 41.44 47.75 49.55 45.05 45.95 58.55 91.89
009 57.89 63.90 67.66 73.30 78.19 83.08 86.09
010 60.16 62.60 65.85 75.61 73.17 77.24 85.36

Table 3.2: Comparing the accuracy of TRAFFIC4D clustering algorithm with previous clustering methods MS [4],
MBMS [5], AMKS [6]. The metric used is proportion of correctly clustered trajectories (higher is better). “2D”
means clustering on trajectories using bounding box centers in image; “3D” means clustering on 3D trajectories
reconstructed by our approach. We observe that using our hierarchical clustering algorithm improves the accuracy
of clustering by 14.79% (in absolute terms) and 19.76% (in relative terms) with respect to current state of the art
(3D AMKS).

cluster ids. The supplementary video and webpage show the results.

3.4 Conclusion and Future Work
We proposed a novel approach to reconstruct repetitious vehicular activity in 4D from a single
view using longitudinal self-supervision. Our algorithm takes as input off-the-shelf 2D keypoint
detections, optimizes 3D vehicle poses and clusters their motion in 3D space. The accumulated
2D keypoints and trajectory clusters are then used to refine the 2D and 3D keypoints without
any human annotation. Experimental results show our self-learning framework greatly improves
the accuracy of detection and reconstruction on long term testing videos unseen by the detec-
tor. In the future, longitudinal self-supervision could be extended to people or robot activity
reconstruction with analogous keypoint detectors and geometric constraints.

Limitations:The algorithm only works with a single view camera data captured over signif-
icant duration of time and is ideal for stationary cameras in the wild. The method is heavily
dependent on keypoint detector and needs more research to generalize to other representations
like segmentation etc.
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Chapter 4

Supervision For Occlusion by Others

While there has been strong progress in data-driven methods for object detection[47, 99, 100,
101], tracking[19, 20, 21, 22], segmentation[15, 102, 103, 104, 105] and reconstruction[10, 23,
24, 106] with limited occlusions, most methods under-perform in severely occluded scenarios.
Severe occlusions are common in busy intersections and crowded places. Even in less dense
scenes, pedestrians and vehicles often pass each other or pass behind other objects. As a result,
objects are either not detected at all, or the 2D bounding boxes and segments are truncated and
produce errors in downstream processes such as 3D reconstruction [10, 33, 107, 108, 109, 110].

Much of this state of affairs can be attributed to the fact that occlusions are treated as noise
that must be overcome by robust measures [25, 26, 27, 28, 111, 112]. There are several chal-
lenges that make this strategy hard to succeed. First, it is much harder to label object bounding
boxes or segments that are occluded, even for humans [7, 8, 113]. Thus, even large datasets
like COCO[11] and ImageNet[12] have relatively few objects labeled that are severely occluded
[7, 8]. This creates a strong bias against learning robustness to occlusions [114, 115, 116]. Fur-
ther, the evaluation metrics are often reported on the entire datasets [11, 13, 14] that could hide
problems in occluded scenarios.

As a result, there is growing recognition that occlusions must be explicitly modeled and
learned [105, 105, 117, 118, 119? ]. This has led to new efforts in labeling occlusions explicitly
in multiple datasets [7, 8, 120]. Using such supervision, amodal, or holistic, representations (e.g.
segmentations and bounding boxes) of objects are learned from partially occluded observations
[121, 122, 123]. While producing significantly better results than before, these commendable
efforts are still plagued by the same challenges - difficulty for humans to label occlusions in
real scenes and the limited dataset size. To supplement such limited data, focus has turned
toward synthesizing objects in occluded scenarios using synthetic inpainting[105, 121? ] using
computer graphics [124, 125, 126]. CG can generate a large amount of data for supervision
(given today’s cloud computing resources) but even the best renderers [127, 128, 129] leave a
notable domain gap to the real data, which needs to be bridged [130, 131].

In this work, we present the best of both the real and synthetic worlds for automatic occlusion
supervision using a large source of hitherto unexploited data: time-lapse imagery from stationary
cameras observing street intersections over weeks, months, and even years1. We exploit this data

1In the past decades, much analysis on time-lapse data was conducted for illumination and weather under-
standing [132][133], object insertion and rendering, from thousands of webcams all over the world citeja-
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Figure 4.1: We visualize the prediction of amodal representation of vehicles and people under severe occlusions
trained using our longitudinal self-supervision framework. The method shows significant improvement in amodal
detection and segmentation with images captured from different cameras.

in a novel way to first mine a large dataset of real unoccluded objects over time and then use
them to synthesize a large number of occlusion scenarios. We develop a new method to classify
unoccluded objects based on the idea that when objects on the same ground plane occlude one
another, their bounding boxes overlap in a particular common configuration. Once unoccluded
objects are discovered, they are composited in layers back into the same scene. These compo-
sitions have artifacts that perhaps do not make them too useful for visualization. But they are
close enough to real data to reduce the domain gap for a deep network that explicitly predicts the
object, its occluder, and the occluded.

Being patient pays off here. Over time, our method discovers tens of thousands of unoccluded
objects at diverse positions, orientations, and appearances due to lighting and weather conditions,
even in busy scenes. We speed up this discovery by combining sparse time sampling of the data
with burst local tracking. This step reduces the required observation period from many months to
several days (images captured every few mins.). The data enables us to analyze the performance
of our approach over different durations and confidences of self-supervision. Specifically, we
relate the confidence in unoccluded object prediction to the rate and accuracy of training occluded
objects. In the beginning, including lower confidence predictions increases more supervision to
speed up training, but is quickly passed by training only on high confidence supervisions.

We introduce a new dataset, Watch and Learn Time-lapse (WALT), consisting of 12 (4K
or 1080p) cameras capturing urban environments over a year. The cameras view a diverse set
of scenes from traffic intersections to boardwalks. The performances of pedestrian and vehicle
detection and segmentation improve significantly on all cameras. Like in [111, 113, 134], we
report performances at different levels of occlusion and show that the performance drops more

cobs07amos,baatz2012large, Li-2021-127410.
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slowly as occlusion increases, compared to methods that do not use longitudinal self-supervision.
Because of this, we achieve strong results in detecting and tracking objects as they pass each other
- a common failure mode of existing approaches. The methods we present are simple but provide
an effective baseline to inspire future work on exploiting longitudinal supervision for computer
vision under strong occlusions.

4.1 Watch and Learn Amodal Representation
We address the problem of layer representation of objects in a scene under severe occlusions.
We propose a continuous learning framework to resolve occlusion ambiguities from images.
Initially, given a time-lapse stream of data from a stationary camera, we detect and mine all
the unoccluded objects over a long duration of time. These unoccluded objects collected over
time automatically act as supervision that we term longitudinal self-supervision. We follow
a clip art-based integration method to place these unoccluded objects within the scene at the
same detected location but overlapping with another unoccluded object from the database. This
generates many realistic occlusion configurations for training a network to disentangle holistic
object segmentation from a cluttered scene. We further show how to speed up the training for
learning amodal representations by tracking around unoccluded detections.

4.1.1 Unoccluded Object Mining
We exploit the time-lapse data in a novel way to mine a large dataset of real unoccluded objects
over time. We develop a new method to classify unoccluded objects based on the idea that
when objects on the same ground plane occlude one another, their bounding boxes overlap in a
particular common configuration.
Preprocessing Videos: On the time lapse feed from a camera, we run instance segmentation[101]
on each frame. We use Intersection-Over-Union based tracker[135] to track the detected bound-
ing box and segmentation. We represent the detections as Dt0....tN

m=0,...,M , where tN represents time,
while N represents the number of images and m corresponds to the index of the object from a
total of M detections.
Occlusion Classification: We locate and segment unoccluded objects in the scene from time
lapse video sequences. The unoccluded objects are detected by exploiting overlap between ob-
jects detected in an image as shown in Fig 4.2. For every detection Di at time instance tj , we
compute the occlusion indicator O(D

tj
i ) using

O(D
tj
i ) =

{
0, if Dtj

i ∩Dtj = 0 or B(D
tj
i ) ∩Dtj < δ

1, otherwise.
(4.1)

We use two hypotheses to classify the detected objects as occluded or fully visible. The first con-
straint is that the bounding box should not intersect any other detected objects Dtj from the same
time instance. Secondly, for every overlapping bounding box, we disentangle the occluded ob-
ject and the occluder assuming planar constraints. When both objects are on the same plane, we
observe that the bottom of the occluded bounding box always intersects with another bounding
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Figure 4.2: Illustrating the region used to classify unoccluded (Blue) and occluded objects (Red) using planar based
IOU (Green) for different categories of objects like vehicles and people.

Figure 4.3: We illustrate generated training images(top) from Clip Art WALT dataset. The synthesized Ground-
Truth amodal segmentation map(bottom) captures multiple layers(darker represents higher order of occlusion) of
occlusions for training. The Clip Art images have realistic occlusions because the inpainting is performed by
superimposing the object at the same location as it was observed but from varying time instances.

box from the scene. We exploit this observation and find the intersection of the occluding bound-
ing box with the bottom of the occluded bounding box B(D

tj
i ). If the intersection is larger than

a threshold δ, we classify the object as occluded. This classification is computed iteratively over
all the detections Dt0....tN

m=0,...,M and unoccluded object detections and segmentations are extracted.

4.1.2 Clip-Art based Self-Supervision
Once unoccluded objects are discovered, they are composited in layers back into the same scene
as shown in Fig 5.5. These are close enough to real data to reduce the domain gap for a deep
network that explicitly predicts the object, its occluder, and the occluded.
Background Computation: Given a sequence of images from a stationary camera, we compute
the median image by finding the median RGB value per pixel from a collection of images. Since
the camera is captured throughout the day and in different weather computing a single median
image is unrealistic. To create realistic background images, we generate median images for
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Figure 4.4: The composite images are passed through our Network to train for amodal representations of the scene.
The feature map from the backbone is passed through the box head to produce the amodal bounding box. This
bounding box is combined with the feature map from the backbone to produce an ROI feature. The ROI feature
is used to train for amodal segmentation. The key to predicting holistic object representation is to understand
the occluder and the occluded objects in the amodal bounding box. The features from occluder and occluded are
concatenated with the ROI feature to produce accurate amodal segmentation. We supervise this network with a
segmentation map generated using Clip-Art based Self-Supervision.

varying imaging conditions like time of the day or different weather i.e. sunny, rainy, etc. This
is computed by sampling the images under different conditions. We also compute the spatial
distribution of the object occurrence for each median image to simulate the occlusion patterns
similar to the real-world images.
Generating Layered Representation: We randomly select a background image and its ob-
ject occurrence data distribution. We sample P unoccluded objects from the data distribution
Dt0....tN

m=0,...,M where O(D
tj
i ) == 0; i ∈ P . These sampled objects and their segmentation masks

are segregated into different layers for generating varied occlusions of the scene. We iterate
through each layer and composite the objects onto the background image using the segmentation
masks. Since they are composited layer-wise onto the image, an amodal segmentation map is
automatically generated using the segmentation mask for all the objects in the scene. Since we
use longitudinal information (images over a long period of time) to generate these objects the
network learns from large variations of objects as well as different occlusion configurations. The
composited image and the amodal segmentation map are passed to the network for training the
Amodal Representation.

4.1.3 Watch and Learn Time-lapse Network

We learn the amodal representation of the scene by training a network using the composite image
and its amodal segmentation map as shown in Fig 5.3. The input image is passed through a
backbone network [101] to produce feature maps. The feature map produced from the backbone
is passed through the box head [136] to produce an amodal bounding box. The amodal bounding
box is combined with the feature map to produce the amodal segmentation by learning Object-
Occluder-Occluded interaction.
Amodal Bounding Box: The feature map from the backbone is passed through the box head to
compute the amodal bounding box hypothesis. We train this box head using FCOS [136] based
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losses as:
LAmodalBox = LRegression + LCenterness + LClass (4.2)

The ground truth bounding box is computed using the amodal segmentation map obtained by
compositing. Bounding box hypotheses are combined with the backbone feature map to learn
the amodal segmentation network.
Object-Occluder-Occluded Interaction: We learn the interaction between the object and other
layers present in the bounding box. Every amodal bounding box has three components .i.e.
the object we want to detect (amodal object(AO)), object occluding the amodal object (oc-
cluder(OR)), objects occluded other than background(occluded(OD)). To learn a holistic rep-
resentation of the object, the interaction of the object with both the occluder and occluded must
be exploited by the learning framework. To train for such interactions we propose using differ-
ent modules for each of the categories. The occluder network takes as input the ROI features
and predicts the occluder layer in the amodal bounding box. The occluded network predicts the
occluded layer of the amodal bounding box from the ROI features. The object network predicts
the amodal object segmentation by robustness to the occluder and the occluded. We combine the
occluder and occluded features with the object features to make the network robust to different
occlusions. We use both the boundary and segmentation mask to learn the amodal segmentation.
We train the boundary for each component using the loss function LB:

LB
M = LBCE(WBF

B
M , GTB

M) (4.3)

We train the segmentation for each component using the loss function LS:

LS
M = LBCE(WSF

S
M , GT S

M) (4.4)

Here, M ∈ [AO,OR,OD] denotes different network components, and LBCE denotes binary
cross-entropy loss between the Ground-Truth GT and the predicted heatmap. WS and WB de-
note the weights trained for segmentation and boundary respectively. F S

M and F S
M are the com-

puted feature map for segmentation and boundary respectively for each M . To make the amodal
segmentation robust, we combine the occluder FOC , occluded FOD and input feature maps to
produce the amodal object feature map FAO.
End-to-End Parameter Learning: The whole amodal representation framework can be trained
in an end-to-end manner defined by a multi-task loss function L as,

L = λbLAmodalBox + LAO + LOR + LOD (4.5)

LObject = λS
AOL

S
AO + λB

AOL
B
AO (4.6)

where, LAO,LOR,LOD are losses for Amodal object, Occluder and Occluded networks, respec-
tively. As shown in Eq(4.6), for each layer the loss is a summation of the boundary loss and the
segmentation loss. Similar to Eq(4.6), we compute the boundary and segmentation loss for both
the occluder and occluded layers. Finally, the network is trained with an end-to-end framework
optimizing all the losses.
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Figure 4.5: We compare the number of detected unoccluded objects (bold) using our unoccluded tracking frame-
work compared to uniform sampling (transparent) on the left image. Using the new module, achieving high accuracy
faster(within 15 days) compared to uniform sampling for nearly all thresholds of γ (right).

4.1.4 Speeding Up Amodal Learning

The accuracy of the amodal representation is affected by the quality and quantity of the unoc-
cluded objects. We speed up the discovery of unoccluded objects by combining sparse time
sampling of the data with burst local tracking. This step reduces the required observation period
from many months to several days (images captured every few mins.). We discover nearly 3 times
more unoccluded objects with different thresholds of detection using this strategy, as shown by
the thin transparent lines on the left of Fig 4.5. These additional mined unoccluded objects speed
up the training by more than 5 times and plateau in just 14 days of observation as shown in Fig
4.5 for different thresholds δ. Another important insight is that the network learns faster with
higher δ but loses accuracy as the mined unoccluded objects are erroneous. On the other hand,
lower δ shows that the network takes longer to learn but gains accuracy with the addition of more
samples. We reduce δ linearly with the number of days captured for faster training.

4.2 Dataset and Metrics

We introduce a new dataset, called WALT, of 12 (4K and 1080p) cameras capturing data over a
year in short bursts. Further, we propose a novel evaluation method using stationary objects to
improve on the shortcomings of human-annotated or synthetic datasets on real images.
Watch And Learn Time-lapse (WALT) Dataset: The dataset consists of 6 4K resolution cam-
eras setup by us and 6 1080p YouTube public live streams. The cameras overlook public urban
settings analyzing the flow of traffic and people with severe occlusions, as shown in Fig 5.4. We
used 4 cameras from our setup and 6 cameras from YouTube for training. Data captured from
2 cameras are used for testing. The data is captured for 3-second bursts at 30 FPS every few
minutes. Only the images with notable changes from the previous image are stored. This results
in storing approximately 5000 images per day for a year. We will be releasing months of data
captured from cameras set up by us and publish a live stream video of the cameras on YouTube
for research purposes. The code to automatically capture and process data from YouTube live
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Figure 4.6: Sample visualizations from the WALT(Right) and Rendered WALT(Left) dataset. The dataset contains
diverse objects with severe occlusions captured over years. The results show significant performance in amodal
representation learning on such large scale real data for the first time.

streams will be released.
Potential Societal Impact: We do not perform any human subject studies from these cameras.
To discourage any human subject study and preserve the privacy of the object captured in the
images, we blur the faces and license plates in all the images to be released. The data is captured
in short bursts around random time instances to discourage identification of movement patterns
of particular persons or vehicles. This study is designated as non-human subjects research by our
Institutional Review Board (IRB).
Rendered WALT Dataset(RWALT): We replicate the WALT Dataset using computer graphics
rendering[129]. We use a parking lot 3D model and simulate object trajectories similar to the
real-world parking lot. We render 1000 time-lapse images of the scene from multiple viewpoints.
The cameras for rendering are placed on the dashboard of the vehicles or on infrastructure around
the parking lot. Sample rendered images from the dataset are shown in Fig 5.4. We use rendering
from 100 cameras for training and 20 cameras for testing. We use the dataset to compute the
ablation study of the network using Ground-Truth from rendering.
Metrics: We use average precision (AP) for evaluating bounding box and segmentation accu-
racy throughout our experiments unless specified otherwise. We evaluate our method on three
different categories of data generated from the WALT Dataset: the Rendered WALT Dataset
(RWALT), Clip Art WALT Dataset (CWALT), and Stationary Objects WALT Dataset (SWALT).
For the Rendered WALT Dataset, the amodal representation is computed on the synthetic image
and compared to the Ground-Truth silhouette produced from rendering. For Clip Art WALT
Dataset, we compute the unoccluded objects for 90 days on the test and train cameras of the
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Dataset
Amodal Object(AO) Occluder(+OR) Occluded(+OD)

B M BM B M BM B M BM
RWALT 55.3 60.5 61.4 64.2 65.5 66.3 66.2 67.9 68.1
CWALT 62.3 65.5 66.1 70.2 71.2 73.2 73.9 74.2 75.3

Table 4.1: Ablation analysis of the proposed learning architecture on Rendered and CWALT Dataset. Note that each
component .i.e Occluder (+OR) and Occluded (+OD) network improves the accuracy of segmentation. Training
with Boundary(B) and Segmentation Mask(M) consistently outperforms models trained only with Boundary or
Segmentation Mask.

WALT Dataset and synthesize 10000 composite images per camera using the method from Sec
4.1.2. We pass the layered image through the network and compare the results with generated
Ground-Truth for test images.
Stationary Object-Based Evaluation (SWALT): Since human annotators can only hallucinate
the object extent in the occluded region, their labeling is not reliable. To circumvent this problem,
we propose using consistency in stationary object segmentation and detection under occlusions
as a metric to quantify the accuracy of the algorithm. From the test set of WALT, we mine unoc-
cluded stationary objects by clustering objects detected at the same location. We use unoccluded
bounding box and segmentation of the stationary object as ground truth to compare predictions
when the object is occluded by another object at a different time instance. The mean Intersection-
over-union (IOU) between the Ground Truth and prediction is computed for the stationary object
when it is occluded by greater than a threshold of γ. γ is computed as the overlap between
the Ground-Truth bounding box and the bounding box of other objects in the scene. Using this
strategy, we extracted 536 stationary objects observed over 60k frames for evaluation.

4.3 Evaluations and Ablation Analysis

The performances of pedestrian and vehicle detection and segmentation improve significantly
in all of the cameras. we report performances at different levels of occlusion and show that the
performance drops more slowly as occlusion increases, compared to methods that do not use
Clip-Art Based self-supervision.
Notations: Modal represents a model trained using visible segmentations or bounding boxes,
while Amodal uses our amodal supervision. In Amodal methods, just using the Amodal object
network is represented as AO, while adding just occluder network as +OR. +OD is given as
a combination of final layers from both occluder and occluded networks. B and M represent
boundary and segmentation Mask respectively, while BM represents training jointly.
Occluder and Occluded Networks Analysis: We observe that adding features from the oc-
cluder and occluded networks to the amodal object prediction network increases the accuracy of
amodal segmentation for the Rendered WALT Dataset and the Clip Art WALT Dataset as shown
in Fig 4.1. We observe robust segmentation accuracy with an increase in occlusion percentage
when using the occluder and occluded networks in Fig 4.7 for both vehicles and people.
Boundary and Mask Prediction Analysis: Segmentation based methods are observed to be
better than boundary based methods. We observe that combining the object boundary with seg-
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Figure 4.7: Comparative analysis of Segmentation and Detection accuracy of people and vehicles. Clearly
Amodal(Holistic Representation) based methods outperform Modal(only visible representation) based methods in
detection and segmentation. Addition of each Network(AO, +OD, +OR) to amodal training improves accuracy of
segmentation for severely occluded scenarios. At 50 % occlusion we observe nearly 90 % and 60 % improvement
in detection accuracy compared to modal based for people and vehicle respectively. Similarly, at 50 % occlusion
we observe 20 % and 12 % improvement in segmentation accuracy compared to Occluder(+OR) for people and
vehicles respectively.

mentation mask consistently improves accuracy on both the Datasets as shown in Tab 4.1.
Robustness to Occlusions: We evaluate the accuracy of our algorithm with different percentages
of occlusions using CWALT Dataset. We use the Ground-Truth segmentation masks from the
dataset to group objects based on the percentage of occlusion. Fig 4.7 shows the accuracy of
detection and segmentation on the Clip Art WALT Dataset with different occlusion percentages.
Clearly, we observe that the proposed method is very robust to occlusion compared to other
methods for both people and vehicles.
Occlusions Over Time: We analyze the accuracy of amodal representation with respect to train-
ing data from different lengths of the Clip Art WILD dataset, in Fig 4.8. The N-th day plot
corresponds to a model trained with N days of unoccluded object detection. We observe from
the heatmap that the accuracy increases with time as more unoccluded objects are used to train
but decrease with occlusion percentage. We further observe that accuracy improves over time
for more severe occlusions, emphasizing that longitudinal learning is important to handle severe
occlusions.
Comparison to Human Annotated Datasets: We reiterate that human annotations, especially
for strong occlusions, are imprecise to learn amodal representations. Compared to human anno-
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KINS COCOA
SWALT

γ = 0.01 γ = 0.5
ASN 24.9 29.6 79.4 76.91
BCN 27.3 32.7 82.79 77.44
Ours 27.9 33.1 83.6 78.2

(a) Trained on KNIS[7]+COCOA[8]

CWALT
SWALT

γ=0.01 γ=0.5
ASN 66.1 83.1 81.9
BCN 73.2 89.9 88.3
Ours 75.3 92.19 91.7

(b) Trained on CWALT

Table 4.2: Amodal Segmentation comparisons trained on Human annotated datasets (a) and Clip-Art WALT Dataset
(CWALT) (b) with respect to three different network architectures ASN[7], BCNet[8] and Ours. Tab. 4.2a shows
that Human annotated dataset training only achieves around 78% accuracy on SWALT. On the other hand, Tab.4.2b
reports 91.7% accuracy on SWALT showing the advantage of training on CWALT. In fact, all methods show im-
provement on SWALT by training on CWALT. γ represents the percentage of occlusion for each object in SWALT
but needs further study to report for human-annotated datasets.

tated datasets .i.e. KINS or COCOA, our SWALT based evaluation methodology produces more
accurate ground truth. Further, SWALT methodology generates much larger test sets compared
to any existing human annotated datasets (60K images from WALT dataset compared to 6157
images in KINS dataset) and is expected to grow significantly as data is captured from more
cameras in the following years. Scaling human annotations on such expanding datasets is costly
and infeasible and our self-supervision based methodology automatically generates accurate and
large training and testing datasets for amodal evaluation. Nonetheless, we report accuracy of our
method when trained on Human annotated datasets and tested on KINS, COCOA and SWALT
in Tab 4.2a. Our method slightly outperforms previous methods here.
Comparisons to other Networks: We analyze the advantage of training/testing different meth-
ods on our data (CWALT/SWALT). The test scores show improvement in amodal accuracy as
compared to other methods. In fact, all methods improve by training on CWALT and testing on
SWALT as shown in Tab 4.2b. We show a qualitative comparison of these methods on multiple
real-world images with severe occlusions in Fig 4.11.
Robust Tracking Using Amodal Representations: We demonstrate that learning robust amodal
representation automatically improves tracking of severely occluded objects, as shown in Fig
4.10 for people and Fig 4.9 for vehicles. Specifically, observe that the objects are well-segmented
and consistent across frames with various levels of occlusions. See supplementary material for
more results and videos.

4.4 Conclusion and Limitations

Limitations: Generalization of the amodal segmentation on new cameras that view significantly
different scenes needs to be analyzed. Speeding up learning rate even further needs to be inves-
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Figure 4.8: Heatmap of accuracy with different occlusion levels over time on the CWALT Dataset. Observe that the
accuracy improves drastically with time for severe occlusions(.i.e >50%) emphasising that our framework learns
robust amodal segmentation.

Figure 4.9: Accurate amodal segmentation of vehicles during occlusion while passing each other(Top) or when a
vehicle is parking. Our method is able to provide consistent segmentation and detection of all the vehicles in severe
occlusions and motions. This can lead to a drastic improvement in tracking objects with occlusions.

tigated for broader application of our approach.
Conclusion: This work demonstrates that real longitudinal data can be used effectively to self-
supervise amodal learning. The key insight is that it is easier to discover unoccluded objects
accurately and quickly (over several days) and use them to learn amodal segmentations from any
stationary camera observing a scene over time. The confidence of this discovery can be used
as a quasi-learning rate to speed up amodal training of occluded objects. We introduce a new
dataset, called WALT, of 12 (4K and 1080p) cameras capturing data over a year in short bursts
every 5 minutes or so. The data will be released with faces and license plates anonymized to help
preserve privacy. The results show significant performance in amodal representation learning on
large scale real data for the first time. In the future, we will extend our approach to learn from
cameras placed on vehicles for self-driving applications.
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Figure 4.10: Accurate prediction of amodal segmentation of people when a person passes by another(top) or when
they walk occluding throughout the video(bottom). Such representation directly extrapolates to improved tracking
of people in generic videos.
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Input Modal [101] ASN [7] BCNet [105] WALT-Net

Figure 4.11: Quantitative results comparing our method to the state-of-the-art images captured from different
datasets. The first two rows show vehicles occluding vehicles scenarios while the next two show people occlud-
ing people. Finally, we also show examples of people and vehicles occluding each other in the bottom two rows.
Observe that our method consistently outperforms other baselines in predicting the amodal segmentation due to
longitudinal self-supervision formulation. We perform accurate segmentation in difficult occlusions scenarios like
objects having similar colors (Second Row) or large occlusions(Third Row, Sixth Row) or multiple layers of oc-
clusions(First Row, Fifth Row). Our method even works with low-resolution images(Fourth Row) and inter-object
interactions(Fifth Row, Sixth Row).
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Chapter 5

Exploiting Occlusion Categories

Occlusions are everywhere and handling them is crucial for scene understanding [28, 117, 119,
137, 138, 139, 140]. Treating occlusions as outliers [25, 26, 28, 112, 141, 142] does not often
work reliably as there may be too many in a scene. Explicitly modeling occlusions is challenging
because of the range of occlusion types in the scene [119, 142]: an object may be partially
occluded by other objects, truncated by the camera’s field-of-view and even if there is only
one object, the viewable side of the object (front) occludes the non-viewable side of the object
(back) (see examples in Figure 5.1). Learning occlusions requires a large annotated, realistic
dataset. Unfortunately, such datasets are lacking because labeling hidden parts of objects is a
difficult task for people to consistently accomplish [7, 8, 113]. Overcoming these challenges is
important to advance many smart cities applications, where the number of cameras on vehicles
and city infrastructure is rapidly increasing [143, 144, 145].

To address these challenges, there have been several recent advances in amodal scene under-
standing by modeling occlusions. There have been small datasets where humans have annotated
occlusions to the best of their abilities and methods have been developed with such supervi-
sion [7, 8, 118, 120], even if the labels are inaccurate or insufficient. Occlusion-Net [113, 146]
provides an accurate method to supervise self-occluded keypoints using multiple views. To ex-
pand the supervision, several methods synthesize occlusions to varying degrees of realism. But
pure CG renderings [105, 115, 121, 124, 125, 126, 142] suffer from a wide domain-gap [28, 131].
To address this domain gap, methods such as WALT [9] introduces a hybrid approach to com-
posite real image segments of self-occluded objects captured from time-lapse data to create a 2D
clip-art dataset of a large number of occlusion configurations. They used this clip-art dataset to
train a network and showed significant performance improvement in 2D amodal segmentations.
While these approaches have advanced the state of the art, they focused on only one type of
occlusion (self-occlusion or occlusion-by-others) and there is still a strong need for a holistic
approach for 3D amodal reconstruction under all types of occlusions.

In this work, we present an approach to address occluded by other objects, self-occlusion,
and occluded by truncation to produce 3D amodal reconstruction for the first time. We start by
making an observation that human supervision is highly accurate in categorizing (not localizing)
occlusions in images and an accurate category classifier can be learned. We show that this cate-
gorization (occluded by other objects, self-occlusion, or occluded by truncation) can be exploited
to develop both 2D and 3D amodal reconstructions of all objects. Key to achieving this is our
use of mixed-representation for objects - keypoints, segmentations and statistical shape models
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Figure 5.1: Top: Example scene with objects (vehicles) exhibiting different types of complex occlusion. Middle:
Our method is able to recover amodal 2D segmentation and keypoints. Different types of occlusion are shown by
different colored wireframe segments. Every object in this scene has visible regions (green) and one or more type of
occlusion like Self-Occlusion (red), Truncation (magenta), and Occlusion-by-Others (blue). Bottom: Our method
is able to reconstruct amodal 3D shapes and poses of the objects by exploiting these occlusion categories in densely
populated scenes.

- since no single representation is satisfactory for all occlusion configurations. Segmentations
provide natural layered representations in 2D, keypoints are useful to represent self-occluded
regions and statistical shape models regularize 2D-to-3D optimization.

We have also develop an approach to automatically generate realistic supervision data for
training from time-lapse imagery. But instead of doing this in 2D [9, 105, 147], our method
generates this data in 3D by first mining only self-occluded objects, reconstructing them using
object motion and then compositing them in 3D. This hybrid 3D composited data is then used to
train both layered amodal keypoints and segmentations. Finally, the amodal 2D representations
are lifted to 3D using shape basis optimization. Binary visibility of keypoints is used to supervise
the entire pipeline.

We demonstrate our holistic approach to amodal 3D reconstruction using several datasets,
including WALT [9], Carfusion [146], and others (PASCAL3D+ [148], KITTI3D [142], Apollo-
Car3D [3]). The occlusion categorization method outperforms previous heuristics, making sure
that the hybrid training data we generate is physically accurate. Quantitatively, our approach
significantly improves upon previous the state-of-the-art by 12% for self-occlusion handling and
layered occlusion 3D recovery. We demonstrate successful 3D reconstruction at busy urban
scenes captured from a variety of viewpoints and distances including traffic-cams, hand-held
cameras and under different lighting conditions including night. While we have focused mainly
on vehicles in this work, it can be naturally extended to other classes of objects like people using
the readily available shape models [149].
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Self-Occluded

Occ-by-Others

OCC Network

3D Supervision Data3D Shape and Poses

Figure 5.2: We illustrate the framework for 3D Supervision Generation using Clip-Art. The key idea is that we
use the Occlusion Category Classification (OCC) network on a stream of data to mine for self-occluded objects.
We then perform 3D spatio-temporal reconstruction of these mined self-occluded objects following [1] to get 3D
shape and poses (showed on top of the actual 3D background scene reconstruction). These self-occluded objects are
placed back in the same location they were detected to generate various occlusion configurations as 3D ground-truth
supervision data to train for Amodal 2D/3D Representations. Note that per-keypoint occlusion category information
are also later used in the occlusion consistency loss as an additional supervision signal.

5.1 Amodal 3D Reconstruction
We tackle the problem of 3D recovery of objects under severe occlusions by learning and exploit-
ing different occlusion categories. We blend occlusion understanding into a 3D reconstruction
framework for improving accuracy with no additional supervision. We start by classifying the
input object into three different occlusion categories, i.e. self-occluded, occluded-by-others, and
truncation.

5.1.1 Occlusion Category Classification
For every semantic keypoint on a single input object, we define its visibility status which can be
classified into four different categories: visible, self-occluded, occluded-by-others, and occluded-
by-truncation and its 2D location. The visibility category is crucial to facilitate better occlusion
understanding since an object can simultaneously fall into different occlusion configurations,
e.g., some parts of a vehicle are self-occluded and other parts can be occluded by other objects.
We formulate the visibility prediction problem as a classification task that associates each de-
tected keypoint with one of the four labels mentioned above. We will refer to this as the OCC
(Occlusion Category Classification) module. We learn this module in a supervised manner using
our new dataset which will be described in Section 5.2. This keypoint occlusion understanding
is then used to generate ground-truth 3D occlusion-aware data for training.

5.1.2 Generating Occlusion-Aware Supervision
Using the OCC module, we are able to categorize types of occlusion for every semantic keypoint.
This information is sufficient to generate a large amount of occlusion-aware data for training. In
this section, we will look at how to exploit the occlusion understanding to generate supervision
signal for different occlusion categories.
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Figure 5.3: Given the Amodal Clip-Art Image and the corresponding 2D/3D representations of the objects from the
occlusion-aware supervision, we illustrate the network used to train to predict 3D pose and shape of the object. The
input image is passed through a backbone to extract ROI features. These features are passed through an occluder
and occluded networks which help disentangle objects occluded-by-others. The features from these networks are
concatenated and passed through an amodal network. The network learns to predict the amodal segmentation,
keypoint locations, shape bases, and occlusion types. Finally, these representations are combined with the camera
parameters and passed through a Occlusion-Guided Differentiable PNP to produce the amodal 3D pose. All the
network losses are jointly optimized to produce 3D reconstruction.

Geometric Supervision for Self-Occlusion On an instance-level, each object can be categorized
as Self-Occluded or Occluded-by-Others (see Fig. 5.2). Evidently, many downstream vision
tasks such as segmentation, tracking, reconstruction, etc. work well for Self-Occluded objects.
Using the occlusion category information from the OCC module, we classify each object instance
into the Self-Occluded or Occluded-by-Others category. We then mine all the objects belonging
to the Self-Occluded class and reconstruct them in a large joint optimization using planar con-
straints combined with the 3D static background reconstruction following [1]. Given the 2D key-
point locations of the object, we initialize the 3D poses using EPnP[61, 150] by using only visible
keypoints. Further, during the joint optimization for the object poses and shape coefficients, only
the visible keypoints predicted from the OCC network are used. This occlusion-aware recon-
struction pipeline produces accurate 3D poses and shape coefficients. The mined Self-Occluded
object segmentation, keypoint predictions and 3D poses are used in a clip-art based framework
to generate 3D supervision data as illustrated in Fig. 5.2.

Clip-Art Supervision for Occluded-by-Others: Getting supervision for occluded-by-others is
a challenging problem. Therefore, by using clip-art based image augmentation, we can auto-
matically generate a large number of supervision signals in severe occlusions. By using the 3D
poses of the objects, we generate a 3D-aware scene graph with non-intersecting 3D bounding
boxes. These objects are placed back into the background image from the farthest to closest
objects producing a realistic looking generated image as shown in Fig. 5.5. The generated image
additionally can produce ground-truth data such as amodal segmentation, amodal 2D/3D bound-
ing box, 3D poses and depth as shown in Fig. 5.5 for occluded-by-others category. This kind
of supervision signal will play a major role for in deciphering different layers of occlusions for
downstream tasks such as tracking and reconstruction.
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5.1.3 Occlusion-Aware 3D Reconstruction
We have generated a large clip-art image dataset and corresponding amodal 2D/3D ground-truth
representations with occlusion understanding. Using these supervision signals, we will recover
the 3D pose of the object by disentangling each layer of occlusion in a network as shown in
Fig. 5.3. We first run a feature extractor network on the input image and ROI features are passed
through a Bbox Network to compute the amodal bounding box. We compute the loss between
the predicted bounding box and the Ground-Truth Amodal Bounding box similar to [101] and
is given as LAB. The rest of the ROI features are passed through the 3D prediction network.
We can simplify the network into two broad segments based on occlusion categories. Firstly, we
learn to disentangle multiple occlusion layers in the scene.
Learning Occluded-by-Other layers: For computing the amodal features of an object initially,
it is quintessential to learn different occlusion layers in the amodal bounding box. To achieve
this goal, we learn the occluder-occluded-object interaction which helps us distinguish each ob-
ject interacting with the bounding box to disentangle multiple objects in a scene. We train the
segmentation loss for each of these components using the binary cross-entropy loss function L:

LT
M = −WT [G

T
M log(F T

M) + (1−GT
M)log(1− F T

M)] (5.1)

Here, M ∈ [AN,OR,OD] denotes amodal network, occluder and the occluded network, while
T ∈ S,K denotes the type of representation, i.e. Segmentation and Keypoint respectively. We
compute the binary cross-entropy loss between the Ground-Truth G and the predicted map F
with the weights given by W . Note that the features from both the occluded and occluder layer
are concatenated with the input ROI feature to produce an amodal feature vector, which helps
improve the amodal network to learn to distinguish different objects in a bounding box. This
combined amodal representation feature is used to compute the segmentation mask, keypoint
locations, shape coefficients, and the occlusion category of each object. For the amodal seg-
mentation computation, the output of amodal network is passed through multiple convolutions
to produce a heatmap for segmentation and the loss is computed as:

LAS = LS
OD + LS

OR + LS
AN (5.2)

Here LS
OD, LS

OR, LS
AN represent binary cross-entropy loss for occluded, occluder, and amodal

segmentation maps, respectively.
Similarly, the amodal features are passed through keypoint regression network to produce amodal
keypoints, and the loss is given as:

LAK =
∑
k∈K

Lk
OD + Lk

OR + Lk
AN (5.3)

Here Lk
OD, Lk

OR, Lk
AN represent binary cross-entropy loss for occluded, occluder, and amodal

keypoints where the loss is summed over each k ∈ K keypoints of the object. We also com-
pute the per-keypoint occlusion category to understand the type of occlusion from the amodal
network. The loss is given as:

LOC = −
∑
k∈K

∑
c∈M

ykc log(p
k
c ) (5.4)
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where ykc is the binary indicator if keypoint k belongs to class c given by the OCC network while
pkc is the predicted probability observation of class c for keypoint k from the network. This helps
us distinguish multiple objects and their visibility accurately in predicted amodal bounding box.
Generally, although we can compute the loss on both categories, segmentation representation is
more beneficial compared to keypoint in understanding such layers. Note that the supervision is
produced from clip-art based augmentation method as shown in Fig. 5.2.
Learning Self-Occlusion Using 3D Supervision: Once the occluder and occluded layers are
disentangled from the input ROI feaure, only objects with self-occlusions remain to be learned.
We use the geometrically consistent reconstruction from longitudinal data for supervising the
self-occluded portion of the object. We pass the amodal representations through an Occlusion-
Guided-Differentiable-PnP (OGD-PNP) to produce the 3D pose and shape parameters used for
amodal 3D recovery. OGD-PNP is similar to [151, 152] but has additional occlusion supervision
for improved pose estimation. The input to this module is the keypoints and segmentation mask
transformed to the original image coordinate frame, the mean shape of the object, mean shape
coefficients, camera parameters, and occlusion category class. We compute the loss for OGD-
PNP as:

L3D =
1

2

N∑
i=1

||wi ◦ (π(RXi + t)− xi)||2 +
∑
k∈K

∑
c∈M

ykc log(r
k
c ) (5.5)

The first term is the reprojection loss between the reconstructed shape and the predicted shape.
Here wi represents the weights of the reprojection loss, ◦ represents element-wise mutiplication,
R and t represent the 3D poses of the object. N represents all the points in the mean shape. Xi

and xi represent the 3D mean shape and 2D predicted points. The second term is the occlusion
consistency term which enforces that the occlusion configuration of the predicted 3D object
should be as similar as possible to the predicted occlusion type. Specifically, rkc is computed by
ray-tracing the reconstructed 3D keypoint and optimizing for the visibility constraint. We can
learn these losses for objects occluded-by-truncation by minimizing the 3D reprojection loss on
visible keypoints.

We compute the corresponding Xi for keypoints and masks using the same shape coeffi-
cients on the mean shape from [113] for keypoints and [153] for masks. For the 2D location xi

of the keypoints, we pass the predicted keypoints through a differentiable argmax module (DSNT
[154]) to convert from ROI feature space to coordinate space. These ROI coordinates are trans-
formed with respect to the bounding box to produce the keypoint locations in the original image
space. Similarly, we transform the amodal segmentation mask to the image coordinate frame
as well. Finally, the reprojection loss and occlusion consistency loss are optimized to produce
amodal 3D pose and shape of the object.
End-to-End Optimization: The final step is to optimize for the 3D poses from the input clip-art
image with 2D/3D supervision signals. The final loss term is given as the sum of the losses for
the amodal bounding box, segmentation heatmap, keypoints, and OGD-PNP:

L = LAB + LAS + LAK + L3D (5.6)

For a object, we learn amodal bounding box, segmentation, keypoint locations, occlusion cate-
gory, 3D shape and pose in an end-to-end differentiable joint optimization.
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Figure 5.4: Sample images from our new Occlusion Category Classification (OCC) Dataset. Our dataset contains a
wide range of appearance variations: nighttime driving, traffic cams, etc.

5.2 Dataset and Implementation Details

There are multiple vehicle keypoints datasets [3, 142, 146, 148] but none of them provides de-
tailed occlusion category information. Moreover, they also lack the appearance diversity to per-
form well on in-the-wild evaluation data. To tackle this problem, we propose a new dataset called
Occlusion Category Classification (OCC) Dataset.
Occlusion Category Classification (OCC) Dataset: Our new dataset consists of images col-
lected from many freely available in-the-wild sources, including in-vehicle, handheld, and pub-
lic traffic cameras. The dataset also captures a large number of appearance variations including
day/night and different countries, weather conditions, and seasons. It contains of 7,018 images
with 42,547 car instances with 90/10% training and testing split. We manually annotated 12
semantic keypoints for each vehicle as well as the corresponding occlusion category. Among
these, 5,384 instances are marked as Occluded-by-Others and 1,467 instances as Occluded-by-
Truncation. The dataset is used for pre-training and evaluation purposes and will be released for
the research community. Examples from our OCC dataset are shown in Fig. 5.4.
WALT Dataset [9]: This dataset contains images from 12 cameras overlooking urban scenes
captured over multiple years. The images are either 4K or HD and are captured at 60fps in
short bursts. We used 30 days of data from 10 cameras amounting to approximately 3.3 million
car instances for our experiments. We use the WALT raw dataset to generate the 3D Clip-Art
supervision dataset.
3D Clip-Art Supervision: From the WALT dataset, we mine for objects containing Self-Occlusion
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Figure 5.5: We show samples of the generated 3D Clip-Art dataset on images captured from WALT dataset. We
show the 3D Clip-Art generated realistic image(column 1) and their respective amodal segmentation mask (column
2) and keypoint locations (column 3). In column 4, we show the reconstructed 3D poses of vehicles using the
3D Clip-Art generation pipeline. Observe that the method can generate results across multiple cameras with varied
weather and lighting conditions with realistic occlusion configurations. This acts as a very strong supervision signal
to learn 3D amodal network.

resulting in 2.1 million objects. We paste them back into the scene with different backgrounds
generating 10000 training and 500 testing images per camera. The resulting Clip-Art dataset
covers all occlusion categories in different lighting and weather conditions. Sample 3D Clip-Art
dataset are shown in Fig 5.5.
Camera Parameter Estimation: We leveraged Google Street View (GSV) [155] to perform
camera calibration automatically on all the cameras. We sample multiple panoramas around
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PCK@0.1 Visibility Class. Occ. Type Classification
Method Self-Occ Occ-Oth Occ-Trunc
MaskRCNN [15] 62.45 74.27*
Occ-Net [150] 66.41 80.15
Ours 80.12 86.18 80.80 61.74 63.01

Table 5.1: We show the keypoint prediction, visibility classification, and occlusion type classification accuracy on
our OCC dataset. ( : not available, *: using best confidence score threshold)

Metric δ = 0.01 δ = 0.1 δ = 0.2 δ = 0.5 OCC (ours)
Recall 0.60 0.42 0.17 0.01 0.81
Precision 0.32 0.41 0.52 0.57 0.70

Table 5.2: Accuracy of our OCC module compared with heuristics baseline using bbox IOU threshold δ [9] in
detecting Occluded-by-Others objects.

the desired camera’s location and use COLMAP [156] to reconstruct the 3D scene geometry.
We then establish 2D-3D correspondences between the camera’s image and GSV reconstruc-
tion using [157, 158] and jointly optimize for the intrinsic and extrinsic parameters in a bundle
adjustment step.
Metrics: We follow the Mean Average Precision (IoU=0.5)[11] for bounding box detection,
object segmentation, and 3D pose estimation. In the case of 3D pose estimation, we compare
the predicted 3D bounding box with respect to the ground-truth bounding box from the 3D Clip-
Art generated 3D poses. For the case of keypoints, we use the Percentage of Correct Keypoints
(PCK) metric where a keypoint is considered correct if it lies within the radius α of the ground-
truth keypoint (normalized by the maximum of length and width of the bounding box and 0 <
α < 1).
Baselines: We use MaskRCNN[15], Occ-Net[113] and 3DRCNN[159] with SWIN[101] back-
bone trained on multiple vehicle datasets[3, 142, 146, 148]. We use WALTNet and WALTNet-
KPS [9] on the WALT dataset to evaluate for amodal representations.

5.3 Ablation Analysis and Results:

Keypoint and Occlusion Category Accuracy: Using Occ-Net [113], we further finetune on our
OCC dataset and evaluate the accuracy of 2D keypoint localization and per-keypoint occlusion
classification on OCC testing data. From Table 5.1, we can draw two conclusions: 1) There exists
a big domain gap between previous datasets and ours (OCC) leading to an improvement of 20%
in keypoint localization accuracy and 8% in visibility classification when finetuned on our new
dataset, and 2) Per-keypoint occlusion type annotations provided by our dataset enables us to
effectively learn a category classifier and subsequently improve the performance of downstream
3D reconstruction tasks.
Occluded-by-Others Detection To detect Occluded-by-Others objects, WALT [9] used a simple
heuristics where an object is classified as Occluded-by-Others if its bounding box Intersection-
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Figure 5.6: We show the accuracy of our method with respect to an increasing percentage of occlusion on multiple
tasks like amodal detection, segmentation, keypoint, and 3D pose estimation. Observe that our method consistently
performs better than other baselines showing robustness to increasing occlusion percentage.

over-Union (IOU) with other objects is greater than δ. In Table 5.2, we compare this heuristics
baseline (using different thresholds of δ) with our OCC network in detecting Occluded-by-Others
objects. We show that our OCC module is significantly more effective compared to the naive
heuristics, allowing us to effectively filter out unwanted Occluded-by-Others objects in the train-
ing dataset, thus simultaneously reduce training time and improving training data’s purity.
Dissecting the Network We analyze the advantages and disadvantages of different network
choices in Table 5.3. Observing that with the addition of Occluder and Occluded networks,
the accuracy of segmentation improves drastically but the 3D network does not show substan-
tial improvement in segmentation. Keypoint detection improves marginally with the addition of
Occluder and Occluded network but improves substantially using the 3D loss. Each of these
elements helps improve the accuracy of the 3D pose showcasing that both the representations of
mask and keypoint are helpful as well as the network choices help improve accuracy by nearly
8%.
Robust 3D Recovery with Occlusions: Our method is robust in detection, segmentation, key-
point estimation, and 3D pose estimation with increasing occlusion compared to to previous
proposed methods as can be seen from Figure 5.6. We observe specifically that the 3D recovery
consistently outperforms other baselines both in the case of self-occlusion and occlusion-by-
others.
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Amodal Network (AN) AN+OR+OD AN+OR+OD+3D
Accuracy Kps Segm Both Kps Segm Both Kps Segm Both
Segm (AP) 72.3 72.5 76.3 76.9 76.4 76.5
Kps (PCK) 73.5 73.8 74.3 81.2 85.1 85.3
3D Pose (AP) 55.4 42.3 56.5 58.5 46.9 58.3 62.3 50.3 63.4

Table 5.3: Accuracy analysis of each network component with different representations, i.e. keypoints and segmen-
tation. Observe that with the addition of each constraint, the accuracy of 3D pose estimation improves, showcasing
that the additional supervision data is helpful in improving 3D recovery.

Segmentation vs. Keypoints for Amodal 3D: We show analysis of using different represen-
tations, i.e., segmentation and keypoints for 3D recovery in Table 5.3. We observe that seg-
mentation helps improve the accuracy in occlusion-by-other cases while keypoints and mean
shape help in self-occlusion. Therefore, we exploit both of them to produce accurate 3D Amodal
Reconstruction.
Comparison to Baselines: We show analysis of our method compared to other baselines in
Figure 5.6. We observe marginal improvement over WALTNet for segmentation and bounding
box detection due to marginal change in the Clip-Art generation methodology. However, we do
observe a substantial improvement in accuracy for 3D Detection (12%) and keypoint estimation
(8%) in severe occlusions compared to Occ-Net and 3DRCNN. This can be attributed to the
novel 3D clip-art based supervision for both the self-occlusion and occlusion-by-others cases.

5.4 Conclusion and Limitations
Conclusions: We demonstrated our holistic approach to amodal 3D reconstruction on several
datasets. The occlusion categorization method outperforms previous heuristics making sure that
the hybrid training data we generate is physically accurate. We demonstrated successful 3D re-
construction at busy urban scenes captured from a variety of view points and distances including
traffic-cams, hand-held cameras and under different lighting conditions including night. Our
framework can be used in a variety of smart city applications. For example, reliable amodal 3D
reconstruction of vehicles will permit vehicle-based analytics (e.g., gross counts, speed estima-
tion, etc.) that may supplement best practices used by urban planners.
Limitations: The method applies to one camera at a time and more research is needed for
generalization. The method assumes that a mean shape model for the object is available. Societal
Impact: Our framework could strongly benefit smart city applications. We do not perform any
human subjects research or compute identifying information from the data as required by our
Institutional Review Board (IRB).
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Figure 5.7: We show qualitative results of our method on multiple sequences of the WALT dataset. The input image
(col 1) to the pipeline produces amodal segmentation mask (col 2) and keypoint locations (col 3). Our method
spits out 3D poses of the objects using an end-to-end a differentiable optimization to produce the 3D poses of the
objects. We show the reconstructed 3D poses of the objects from two views (col 4 and col 5).We observe accurate
reconstruction of vehicles in wide-ranging poses and different occlusion configurations.
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Chapter 6

End-to-End Occlusion Learning

This chapter addresses the problem of tracking and reconstructing in 3D articulated poses of
multiple individuals seen in an arbitrary number of camera feeds. This task requires identifying
the number of people in the scene, reconstructing their 3D body joints into consistent skeletons,
and associating 3D body joints over time. We do not make any assumption on the number of
available camera views and focus on real-world scenarios that often include multiple close-by
interacting individuals, fast motions, self- and person-person occlusions. A key challenge in
such scenarios is that people might strongly overlap and expose only a subset of body joints due
to occlusions or truncations by image boundaries ( Fig. 6.1), which makes it harder to reliably
reconstruct and track articulated 3D human poses. Most multi-view strategies rely on multi-stage
inference [10, 33, 160, 161, 162, 163, 164, 165] to first estimate 2D poses in each frame, cluster
same person poses across views, reconstruct 3D poses from clusters based on triangulation, and
finally link 3D poses over time [160, 163]. Solving each step in isolation is sub-optimal and
prone to errors that cannot be recovered in later stages. This is even more true for monocular
methods [107, 150, 166, 167, 168] where solving each step in isolation often represents an ill-
posed problem.

We propose TesseTrack, a top-down approach that simultaneously addresses 3D body joint
reconstructions and associations in space and time of multiple persons. At the core of our ap-
proach is a novel spatio-temporal formulation that operates in a common voxelized feature space
obtained by casting per-frame deep learning features from single or multiple views into a dis-
cretized 3D voxel volume. First, a 3D CNN is used to localize each person in the voxel volume.
Then, a fixed spatio-temporal volume around each person detection is processed by a 4D CNN
to compute short-term person-specific representations. Overlapping representations at neighbor-
ing time steps are further scored based on attention aggregation and linked using a differentiable
matcher. Finally, 3D body joints of the same person are consistently predicted at each time step
based on merged person-specific representations. Notably, all components are implemented as
layers in a single feed-forward neural network and are thus jointly learned end-to-end.

Our main contribution is a novel spatio-temporal formulation that allows simultaneous 3D
body joint reconstruction and tracking of multiple individuals. In contrast to the multi-person 3D
pose estimation approach of [169] who similarly aggregate per frame information in 3D voxel
space, we address a more challenging problem of multi-person 3D pose tracking and propose
end-to-end person-specific representation learning. TesseTrack does not make assumptions on
the available number of camera views and performs reasonably well even in the purely monoc-
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Frame 0 Frame 100 Frame 200

Figure 6.1: We illustrate the output of Tessetrack on the Tagging sequence. The top two row potray the projections
of keypoints on two views, while the bottom row shows the 3D pose tracking. Observe smooth tracking of people
in the wild with moving cameras for long duration of time.

ular setting. Remarkably, using only a single view allows achieving similar MPJPE 3D joint
localization error compared to the five-view setting of [169], while using the same five-view set-
ting results in 2.4× reduction in MPJPE error ( Sec. 6.3). In contrast to the multi-person 2D
pose tracking method of [141] who rely on short-term spatio-temporal representation learning,
our approach operates on the aggregated spatio-temporal voxel volume and provides a richer
hypothesis comprising of tracked 3D skeletons.

Our second contribution is a novel learnable tracking formulation that allows extending
person-specific spatio-temporal representation learning to arbitrary-long sequences. In contrast
to [141] who use a heuristic pairwise tracking score based on pose distance and perform match-
ing using the Hungarian method, we rely on an attention aggregation layer and a differentiable
representation matching layer based on the Sinkhorn algorithm. Importantly, we match person-
specific representations instead of the determined body pose tracklets, which allows to learn
more expressive representations. In Sec. 6.3 we demonstrate that the proposed learnable track-
ing formulation not only improves tracking accuracy but also improves joint localization.

Our third contribution is a novel framework for the evaluation of multi-person articulated
3D pose tracking. Experimental evaluation on the Panoptic dataset [164] shows that Tesse-
Track achieves significant improvements in per-joint tracking accuracy compared to strong base-
lines.
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Finally, our fourth contribution is an in-depth ablation study of the proposed approach and
thorough comparisons to current methods on several standard benchmarks. In Sec. 6.3 we
demonstrate that proposed design choices result in significant accuracy gains, thereby estab-
lishing a new state of the art on multiple datasets.

6.1 Related Work

Person 3D Pose Estimation methods can be sub-divided into multi-view and monocular ap-
proaches. Multi-view approaches often rely on triangulation [57] of per view 2D poses to deter-
mine a 3D pose [160, 161, 164]. To improve robustness to 2D pose estimation errors, [170, 171]
jointly reason over 2D poses seen from multiple viewpoints. Recent monocular approaches typ-
ically lean on powerful neural networks to mitigate the ambiguity of recovering 3D from 2D
joint locations [10, 107, 108, 109, 110, 171, 172, 173]. [107, 172] directly regress 3D poses
from 2D joint locations using deep networks. While being quite simple, they suffer from in-
accuracies of 2D joint localization and the fact that appearance is not used during 3D pose
prediction. [10, 108, 173, 174] intend to overcome these limitations by predicting a 3D volu-
metric representations from images: [174] augments 2D detection heatmaps with latent 3D pose
features to predict 3D pose, [10] projects 2D feature maps to 3D volume and processes the
volume to predict 3D joint locations. Similarly to [10, 108, 173, 174], we cast per-frame deep
learning features from single or multiple views into a common discretized space. However, we
address a more challenging problem of multi-person 3D pose tracking and process 4D spatio-
temporal volumes to compute person-specific representations that allow to predict spatially and
temporally consistent skeletons of multiple people. Our method is also related to [109, 110] who
perform spatio-temporal representation learning optimized specifically for monocular case by
introducing occlusion-aware training and spatio-temporal pose discriminator [109]. In contrast,
our approach was not yet tuned to a monocular case and thus is expected to improve when using
similar strategies.
Multi-person 3D Pose Estimation methods typically split the problem into 2D joint grouping in
single frames and 3D pose reconstruction. 2D grouping is done using bottom-up [175, 176, 177,
178] or top-down [40, 179] strategies. In multi-view scenarios, recent approaches typically rely
on triangulation of 2D poses of the same individual to reconstruct 3D poses [161, 165], while
earlier methods extend pictorial structures model to deal with multiple views [162, 163, 180].
Independently solving 2D pose estimation, multi-view matching and triangulation are prone to
errors. [169] project per view 2D joint heatmaps into a voxelized 3D space and directly detect
people and predict their 3D poses in this space. Monocular approaches [181, 182] encode 2D
and 3D pose features and jointly decode 3D poses of all individuals in the scene. Encoding the
pose for all joints/limbs of the full-body, regardless of available image evidence, leads to potential
encoding conflicts when similar body parts of different subjects overlap. Similar to [169] we cast
per-frame feature maps into a voxelized 3D space and follow a top-down approach which starts
with detecting people in this space. However, we address a more challenging problem of multi-
person 3D pose tracking, which requires reasoning in spatio-temporal volumes extracted around
person detections and merging extracted person-specific representations to reliably reconstruct
and track 3D skeletons in arbitrarily long sequences. In contrast to [169] and similarly to [181,
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182] our approach can operate in a purely monocular setting. However, unlike [181, 182] our
approach does not suffer from encoding conflicts, since we cast feature maps into a common
voxelized 3D space.

Multi-person 3D Pose Tracking was only addressed by few approaches [160, 166, 183, 184].
The multi-view approach of [160] follows a multi-stage inference where 2D poses are first pre-
dicted per frame, same person 2D poses are triangulated across views to recover 3D poses which
are finally linked over time. In contrast, our formulation operates in a common spatio-temporal
volume, is end-to-end learnable, and is not restricted to the multi-view setting only. An earlier
monocular approach [166] relies on 2D tracking-by-detection and 2D-to-3D lifting to track 3D
poses of walking pedestrians with a little degree of articulation. In contrast, we do make no
assumptions about the type of body motions or people activities and address a harder problem
of multi-person articulated 3D pose tracking. [183] compute per frame 2D and 3D pose and
shape hypothesis and perform joint space-time optimization under scene constraints to recon-
struct and track 3D poses. [184] encodes per frame 2D and 3D pose features and identities for
all visible body joints of all people and employs a fully-connected deep network to decode fea-
tures into complete 3D poses, followed by a spatio-temporal skeletal model fitting. In contrast,
to [183, 184] who resort to a piece-wise trainable strategy, our approach is end-to-end trainable
and thus can propagate people detection, tracking, and pose estimation errors back to input im-
age pixels. Furthermore, our formulation seamlessly incorporates additional views, if available,
to boost accuracy. We envision though that similar spatio-temporal model fitting strategies as
in [183, 184] can be used to refine the output of our method.

Figure 6.2: The complete pipeline of tessetrack has been illustrated. Initially, the video feed from multiple cameras
is passed through shared HRNet to compute the features required for detection and 3D pose tracking. The final
layer of the HRNet is passed through a 3D convolution to regress to the center of the human 3D bounding boxes.
Each of the hypotheses is combined with the HRNet final layer to create a spatio-temporal Tube called tesseract. We
use a learnable 3D tracking framework for a person association over time using spatio-temporal person descriptors.
Finally, the associated descriptors are passed through deconvolution layers to infer the 3D pose. Note that the
framework is end-to-end trainable except for the NMS layer in the detection network.
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6.2 TesseTrack: Multi-Person 3D Pose Tracking
To learn person tracking and pose estimation in 3D we build multiple differentiable layers with
intermediate supervisions. Our network is made up of three main blocks, each one with an
associated loss. The first block is a person detection network in 3D voxel space (6.2.1). Given
person detections, a 4D CNN extracts a spatio-temporal representation of each detected person
over a short period of time. In order to track people, we then solve an assignment problem
between the set of descriptors for two frames t and t+∆t (6.2.2). All matched descriptors which
overlap are then merged into a single descriptor which is finally deconvolved into a 3D pose for
the person tracked at central frame (6.2.3).

6.2.1 Person Detection Network
Our approach starts with a multi-view person detection network (PDN) trained to detect people in
3D at a specific time instance. We use HRNet [179] as our backbone for extracting image-based
features at each frame. We use the pre-final layer of the network and pass it through a single
convolution layer to convert it into a feature map of size R. The feature maps coming from all
the camera views are then aggregated into a 3D voxelized volume by an inverse image projection
method, similarly to [10], with the critical difference that we don’t fuse the 2D joint heatmaps
in 3D but the richer feature vectors picked from the pre-final layer of HRNet. The voxel grid is
initialized to encompass the whole space observed by the cameras. Using the camera calibration
data, each voxel center is projected into the camera views. We aggregate all the feature vectors
picked in image space by concatenating them and passing through a shallow network with a
softmax layer. This produces a unique feature vector of size R. We thus end up with a data
structure of size R×W ×H ×D dimensions, where W , H , D are the dimensions of the voxel
grid and R is the dimension of the feature maps. We then apply 3D Convolutions to this volume
to generate detection proposals. For each person, we train the network to detect its ”center”,
which is defined as the midpoint between neck and center of the hips. The loss at each time t is
expressed directly as a distance between the expected heatmap and the output heatmap, similarly
to the CenterNet approach [185], except that our framework is in 3D instead of 2D:

Lt
D =

W∑
w=1

H∑
h=1

D∑
d=1

||V w,h,d
Pred − V w,h,d

GT || (6.1)

We apply non-maximum suppression (NMS) on the 3D heatmaps and only retain the detec-
tions with large score.

6.2.2 Spatio-Temporal Descriptors and Tracking
For each detected person we create a spatio-temporal volume of fixed dimension centered on
the person and use a 4D CNN to produce a short time description of the person around the
detection frame. We call this spatio-temporal volume a tesseract as it is a 4D volume of size
R×T×X×Y×Z, where T represents temporal window size and X ,Y ,Z are the dimensions of
the cuboid centered on the detected person. The goal of extending the volume in time around
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the detection frame is twofold. First, using a temporal context allows to better estimate the joint
positions in the central frame, and especially to extrapolate/interpolate occluded joints or to han-
dle pose or appearance ambiguities in a single frame. Second, extending a person’s description
in time generates a descriptor which overlaps with adjacent frames, hence producing descriptors
that can be matched by similarity for tracking purposes.
Tesseract Convolutions. The input to this sub-network is still the output of the HRNet pre-final
layer which is cast in 3D at each time stamp. We follow the same procedure as for the person
detection network to generate the features for each time instance of the tesseract. The tesseract
is then passed through multiple 4D convolutions and max pooling layers to produce a reduced
size tesseract feature. These features represent a spatio-temporal descriptor of a person centered
around a detection. This bottleneck descriptor is used in both the tracking and pose estimation
modules.
Attention Aggregation. Before temporal matching, as illustrated in Fig 6.3, we pass the features
into a Graph Neural Network to integrate contextual cues and improve the features distinctive-
ness. We use two types of undirected edges: self edges, connecting features belonging to the
same time instance and cross edges, connecting features from adjacent time instances. We use a
learnable message passing formulation to propagate the information in the graph. The resulting
multiplex network starts with a high-dimensional state for each node and computes at each layer
an updated representation by simultaneously aggregating messages across all incident edges for
all nodes.

Let (l)xti be the intermediate representation for element i at time instance t at layer l. The
message mϵ→i is the result of the aggregation from all features of persons j : (i, j) ∈ ϵ, where
ϵ ∈ ϵself , ϵcross. Following [186, 187, 188] we pass the input through multiple message passing
updates to get a final matching descriptors given as linear projections. They are given as f t

i =

W.(L)xti + b. for features at time t and f
(t+∆t)
i = W.(L)xt+∆t

i + b. at time t+∆t, where W are the
weights learned for the GNN.
Temporal Matching Layer. The final features of the attention module are passed through a
trained matching layer, which produces an assignment matrix. For a given time instance t, we
consider the features of N and M persons at time t and t + ∆t respectively. As in the standard
bipartite graph matching formulation, an optimal assignment P is a permutation matrix which
maximizes the total score

∑
i,j Si,jPi,j where S ∈ RM×N is a score matrix. We compute the

similarity Si,j between the descriptor i at time t and the descriptor j at time t+∆t using the inner
product between descriptors Si,j =< f t

i , f
(t+∆t)
j >. As opposed to learned visual descriptors,

the matching descriptors are not normalized, and their magnitude can change as per the feature
during training to reflect the prediction confidence.

To let the network suppress some predicted persons (false detections) and to handle changes
in the number of persons in the scene, we augment each set with a dustbin so that matching is
always computed on a fixed length feature vectors. This leads to optimal assignments for each
available detection and the rest unassigned dustbins always correspond one-to-one with the next
time instance. Following recent end-to-end learning approaches which include an optimal as-
signment step, such as [186, 189], we use the Softassign algorithm [190] to solve the assignment
problem by a differentiable operator. The Softassign algorithm is based on Sinkhorn iterative
matrix balancing, which projects an initial score matrix into a doubly stochastic matrix by itera-
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Figure 6.3: The learnable tracking framework. The input is the tesseract features for multiple detected humans at
two different time instances. The output is an assignment matrix providing the correspondence between the detected
persons at different times.

tively normalizing the matrix along rows and columns. When applied to the matrix exp(S−/τ), it
has been shown that Sinkhorn balancing corresponds to solving an entropy regularized problem
which converges to the optimal assignment solution as τ goes to 0 [189]. The Softassign algo-
rithm can be efficiently implemented on GPU by unrolling a fixed number of Sinkhorn iterations.
After T = 100 iterations, we get a final score matrix P and the association for the detection i at
time t is then extracted as argmaxj Pi,j .

Since all of the above layers are differentiable, we can train the tracking module in a super-
vised manner with respect to the ground truth. Given ground truth associations G between time
t and t+∆t, the objective function to be minimized is the log likelihood of the assignment P :

Lt
T = −

∑
(i,j)∈G

logPi,j (6.2)

6.2.3 3D Pose Estimation

The last module of the network computes the persons’ 3d poses using the persons descriptors
and their tracking.
Spatio-temporal descriptors merging. If T is the tesseract temporal window size, then after
tracking a person for T frames, we obtain T spatio-temporal descriptors of this person which
overlap at a common time and encode the person’s pose and motion over a total time interval of
length 2T −1. We thus merge all these descriptors to estimate the person’s pose at their common
time. As previously, we use a softmax-based merging strategy and the result is a single tesseract
description for the central frame.
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Tesseract deconvolution. The merged tesseract is finally passed through multiple 4D decon-
volution layers to produce 3D heatmaps of person’s joints at time t. If T q

Pred denotes the 3D
heatmap obtained for the joint q, the predicted joint position kq

Pred is obtained by a soft-argmax
operator, i.e. by a heatmap scores-weighted average of the voxel centers.

Similar to [10], we then combine two loss functions for the pose estimation task: a L1 dis-
tance computed on the keypoints positions and a loss on the response of the heatmap at the
ground truth joint position:

Lt,d
P =

Q∑
q=1

[||kq
Pred − kq

GT ||1 − β. log(T q
Pred(k

q
GT ))] , (6.3)

where Q is the number of joints. In the end, we train our network end-to-end to minimize the
sum of the three losses defined above over time, the person detection loss Lt

D, the tracking loss
Lt
T and the pose estimation loss Lt,p

P :

L =
∑
t∈D

Lt
D + αLt

T + γ
∑

p∈TP (t)

Lt,p
P

 , (6.4)

where D is the total duration of the sequence and TP (t) represent the true positive detections
at time t. The gradient is propagated back to the initial images, including through the HRNet
backbone which is shared by the detection module and the tracking + pose estimation modules.

6.3 Experiments

6.3.1 Datasets and Metrics
We selected the following standard 3D human pose estimation datasets for experimental evalua-
tion. All datasets provide calibrated camera poses.
Human3.6M [191] was captured from 4 cameras with a single human performing multiple ac-
tions. The dataset contains 8 actors performing 16 actions captured in controlled indoor settings.
Motion capture was used to create ground truth 3D poses. We use 6 sequences to train and 2
sequences (S09, S11) to test our algorithm.
TUM Shelf [180] was captured indoors using 5 stationary cameras, with 4 people disassembling
a shelf. The dataset provides sparse 3D pose annotations. Severe occlusions and random motion
of the persons are the key challenges.
TUM Campus [180] was captured outdoors using 3 stationary cameras, with 3 people interacting
on campus grounds. Similar to Shelf, it provides sparse 3D pose annotations. The dataset is
challenging for 3D pose estimation due to a small number of cameras and wide baseline views.
CMU Panoptic [164] was built to understand human interactions in 3D. It contains 60 hours
of data with 3D poses and tracking information captured by 500 cameras. We follow [169] and
sample the same 5 cameras for evaluation, and use the same sequences for training. We split the
training and testing sequences following [192].
Tagging [193] was captured in unconstrained environments where people are interacting in a
social setting. There are no constraints on the motion of the cameras or the number of persons
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during the capture. This ”in the wild” setting makes this dataset particularly interesting for 3D
pose tracking. However, since no GT pose annotations are available, we only use this dataset for
qualitative evaluation.
Evaluation details. Mean Per Joint Position Error (MPJPE) [194] evaluates 3D joint localization
accuracy in mm and represents L2 distance between the GT and predicted joint locations. Per-
centage of Correct Keypoints (3D-PCK) [161] provides a more global view on the accuracy of
3D pose estimation and is computed similarly to its 2D PCK counterpart [195]. On Human3.6M
we follow [10] and provide all comparisons using root-centered MPJPE metric. On Panoptic
dataset, we follow [169] and provide all comparisons using non-root-centered MPJPE.
Implementation Details. We train TesseTrack on 8 V 100 GPUs with 32 GB memory each.
As model does not fit into a single GPU, we share the tesseract convolutions and the backbone
across 2 GPUs. Each GPU has propagation weights of a single time instance. The tracking
and the deconvolution modules are shared among both GPUs. During testing, the model can be
computed on a single GPU using sequential processing. A learning rate of 0.01 is used for all
the modules. The Temporal Window (T ) and the step size (∆t) used across the experiments is 5
unless specified. The module was trained with Q = 19 keypoints with the voxel volumes size 64.
For all indoor experiments (Panoptic, Human3.6M and Shelf ) we use a voxel volume of 12m and
for outdoor experiments (Campus, Tagging) the size is 50m. For the tesseract a fixed volume size
of 2.5m is used across all datasets. We use panoptic [164] keypoint format in all the experiments
except for Human3.6M evaluation. As Shelf, Campus and Tagging datasets have no training GT
annotations we use multi-view triangulation to obtain auto-annotated 3D labels to finetune PDN
module only. We use HRNet [179] for feature extraction with R = 32 and α = 1 , β = γ = 0.01
in all experiments.
TesseTrack variants. We consider possible design choices for TesseTrack components: F -
casting backbone’s pre-final layer features into the voxelized space, H - using 2D joint detection
heatmaps instead [169]; T - prediction using tesseract spatio-temporal module, I - instantaneous
prediction per time instance instead; D - tracking using learned matcher, G - using heuristic
matching using the Hungarian algorithm instead [141]; L - learned descriptor merging, A - simple
heatmaps averaging instead [141]. This results into six TesseTrack variants: HI, FI, FT, FTGA,
FTGL, FTDL. We also consider a simple tracking baseline that performs instantaneous prediction
followed by the Hungarian matching of poses across time, which we denote as FIG.

6.4 Multi-Person 3D Pose Estimation

In this section, we evaluate TesseTrack on the task of multi-person 3D pose estimation. First,
we demonstrate the improvements due to various design choices and show the robustness of
TesseTrack to the number of available camera views on the Panoptic dataset. Then, we compare
to the state of the art on Panoptic, Shelf and Campus datasets.
Ablation analysis on Panoptic dataset. MPJPE metric is used for comparison. Results are
shown in Tab. 6.1.
Impact of Temporal Volumes.Tessetrack can operate without temporal information, which
leads to −5.8 mm MPJPE loss on Panoptic dataset ( FI vs. FT in Tab.6.6).
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Model HI FI FT FTGA FTGL FTDL
MPJPE (mm) 16.3 13.8 8.0 8.1 7.5 7.3

Table 6.1: Ablation study of 3D pose reconstruction on the Panoptic dataset using non-root-centered MPJPE. We
observe a clear increase in reconstruction accuracy with each additional improvement added to the model. Using
the final layer of the backbone with a spatio-temporal descriptor-based network and learned matching and merging
(FTDL) provides the best results in 3D reconstruction.

Figure 6.4: Impact of number of cameras on body joint localization error (MPJPE) (left) and pose tracking accuracy
(3D MOTA) (right). Tessetrack (FTDL) shows the greatest advantage with lower number of cameras.

Robustness to number of cameras. We evaluate the robustness of the best found FTDL archi-
tecture to the number of available camera views. To that end, we vary the number of cameras
available at each time instance from one (monocular) to ten. Results are shown in Fig. 6.4 (left).
First, we observe that FTDL can achieve a reasonable accuracy of 18.9mm in the pure monocular
scenario, although it was not specifically tuned for this setting. Intuitively, increasing the num-
ber of camera views results in a clear improvement in joint localization accuracy. Compared to
FTGL we observe noticeable improvements for fewer cameras, which underlines the advantages
of differentiable matching. Compared to FIG, both FTGL and FTDL achieve dramatic improve-
ments in localization accuracy, which demonstrates the importance of incorporating temporal
information.
FI vs. HI. We observe an improvement in reconstruction accuracy when using backbone features.
This is because 2D heatmaps learned from 2D pose supervision might be missing out on crucial
information required for accurate 3D joint reconstruction.
FT vs. FI. Most of the state-of-the-art methods use instantaneous 3D pose estimation and might
struggle due to a lack of consistency of keypoints over time. TesseTrack enforces smoothness
of the keypoints showing a clear improvement in 3D pose reconstruction.
FTGL vs. FTGA. Corresponding the human poses across time instances and merging them is
generally a neglected problem. Most of the methods just average joint locations from differ-
ent time instance inferences. We observe that relying on a learned merging framework at the
descriptor level improves accuracy.
FTDL vs. FTGL. Differentiable matching module learns person-specific representations that are
essential for reliable tracking. As expected, it improves over heuristic matching based on the

78



Multi-View (5 views) Monocular
Method Tu et al. [169] TesseTrack Tu et al. [169] TesseTrack

MPJPE (mm) 17.7 7.3 51.1 18.9

Table 6.2: Comparison to the state of the art on the Panoptic dataset in multi-view and monocular settings. We
show substantial improvement in reconstruction compared to the baseline method due to temporal consistency and
end-to-end learnable framework.

Method Actor-1 Actor-2 Actor-3 Total
Belagiannis et. [162] 93.5 75.7 84.4 84.5
Ershadi et. [165] 94.2 92.9 84.6 90.6
Dong et. [161] 97.6 93.3 98.0 96.3
Tu et al. [169] 97.6 93.8 98.8 96.7
TesseTrack 97.9 95.2 99.1 97.4

Table 6.3: Evaluation of 3D-PCK accuracy on the Campus dataset. TesseTrack ourperforms baselines due to the
temporal consistency constraints.

Method Actor-1 Actor-2 Actor-3 Total
Belagiannis et. [162] 75.3 69.7 87.6 77.5
Ershadi et. [165] 93.3 75.9 94.8 88.0
Dong et. [161] 98.8 94.1 97.8 96.9
Tu et al. [169] 99.3 94.1 97.6 97.0
TesseTrack 99.1 96.3 98.3 98.2

Table 6.4: Evaluation of 3D-PCK accuracy on the Shelf dataset. TesseTrack ourperforms baselines even in severe
occlusions of the Shelf dataset.

Hungarian algorithm.
Comparison to the State of the Art on Panoptic dataset. We compare FTDL to the state-of-
the-art approach of [169] in Tab. 6.2. TesseTrack achieves 2.4× reduction in MPJPE in multi-
view setting, and 2.7× reduction in monocular scenario, which clearly shows the advantages of
the proposed spatio-temporal formulation over [169].
Comparison to the State of the Art on TUM datasets. We use 3D-PCK metric and com-
pare on TUM Campus in Tab. 6.3 and on TUM Shelf in Tab. 6.4. FTDL achieves significant
improvements over the state of the art on both datasets.

6.4.1 Multi-Person Articulated 3D Pose Tracking
Most recent works on multi-person articulated 3D pose tracking [160, 183, 184] focus on eval-
uation of 3D pose reconstruction accuracy using MPJPE [194] or 3D-PCK [200]. However, this
is not clear how existing methods advance actual body joint tracking accuracy in multi-person
scenarios. We thus intend to fill in this gap and propose a set of novel evaluation metrics for
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Method Neck Head Shou. Elbow Wrist Hip Knee Ankle Avg
FIG 89.7 87.4 90.8 88.0 82.2 92.7 89.1 92.4 87.6

FTGL 93.9 91.7 93.0 92.1 87.4 94.4 93.9 94.6 92.1
FTDL 94.6 93.6 93.4 92.7 88.2 94.7 93.8 95.0 94.1

Table 6.5: 3D MOTA evaluations on the Panoptic dataset. Using an end-to-end learnable framework (FTDL)
systematically improves the accuracy of 3D pose tracking across all keypoints.

Protocol #1 Dir Disc Eat Greet Phone Photo Pose Purch Sit SitD Smok Wait Walk WalkD WalkT Total
Monocular methods, (MPJPE, mm)
Martinez et al. [196] 51.8 56.2 58.1 59.0 69.5 78.4 55.2 58.1 74.0 94.6 62.3 59.1 65.1 49.5 52.4 62.9
Iskakov et al. (monocular) [10] 41.9 49.2 46.9 47.6 50.7 57.9 41.2 50.9 57.3 74.9 48.6 44.3 41.3 52.8 42.7 49.9
Pavllo et al. [197] 45.2 46.7 43.3 45.6 48.1 55.1 44.6 44.3 57.3 65.8 47.1 44.0 49.0 32.8 33.9 46.8
Cheng et al. [110] 38.3 41.3 46.1 40.1 41.6 51.9 41.8 40.9 51.5 58.4 42.2 44.6 41.7 33.7 30.1 42.9
Cheng et al. [109] 36.2 38.1 42.7 35.9 38.2 45.7 36.8 42.0 45.9 51.3 41.8 41.5 43.8 33.1 28.6 40.1
TesseTrack 38.4 46.2 44.3 43.2 44.8 48.3 52.9 36.7 45.3 54.5 63.4 44.4 41.9 46.2 39.9 44.6
Multi-view methods, (MPJPE, mm)
Martinez et al. (multi-view) [196] 46.5 48.6 54.0 51.5 67.5 70.7 48.5 49.1 69.8 79.4 57.8 53.1 56.7 42.2 45.4 57.0
Pavlakos et al. [198] 41.2 49.2 42.8 43.4 55.6 46.9 40.3 63.7 97.6 119.0 52.1 42.7 51.9 41.8 39.4 56.9
Kadkhodamohammadi & Padoy [199] 39.4 46.9 41.0 42.7 53.6 54.8 41.4 50.0 59.9 78.8 49.8 46.2 51.1 40.5 41.0 49.1
Iskakov et al. [10] 19.9 20.0 18.9 18.5 20.5 19.4 18.4 22.1 22.5 28.7 21.2 20.8 19.7 22.1 20.2 20.8
TesseTrack (FI) 18.0 19.8 19.9 19.0 20.1 17.6 21.1 23.7 26.8 20.6 20.0 19.5 19.2 21.7 18.6 20.4
TesseTrack 17.5 19.6 17.2 18.3 18.2 17.7 18.0 18.0 20.5 20.3 19.4 17.2 18.9 19.0 17.8 18.7

Table 6.6: 3D pose reconstruction accuracy of different methods on the Human3.6M dataset using root-centered
MPJPE metric and Protocol #1 from [10].

multi-person articulated 3D pose tracking. To that end, we build on the popular Multiple Object
Tracking (MOT) [201] and articulated 2D pose tracking metrics [202] and extend them to the
3D pose use case. The proposed metrics require predicted 3D body poses with track IDs. First,
for each pair of (predicted pose, GT pose) 3D-PCK is computed. Predicted and GT poses are
matched to each other by a global matching procedure that maximizes per pose 3D-PCK. Fi-
nally, Multiple Object Tracker Accuracy (MOTA), Multiple Object Tracker Precision (MOTP),
Precision, and Recall metrics are computed.
Evaluation details. Evaluation is performed on the Panoptic dataset using the proposed 3D
MOTA metric. In the following we compare FTDL to FTGL and FIG.
Impact of temporal representations on tracking. Results are shown in Tab. 6.5. Using tempo-
ral person descriptors (FTDL and FTGL) significantly improves tracking accuracy compared to
instantaneous person descriptor (FIG). Using a end-to-end learnable tracking framework (FTDL)
instead of a Hungarian matching algorithm (FTGL) further improves tracking accuracy. This can
be attributed to the fact that the learnable descriptors matching can distinguish interacting people
much better than graph-based tracking methods.
Robustness to number of cameras. We analyze the accuracy of 3D pose tracking with respect
to a varying number of cameras. Results are shown in Fig. 6.4 (right). While an increasing
number of cameras allows improving the accuracy of all variants, we observe that relying on
spatio-temporal representation learning results in significant tracking accuracy improvements
specifically in the few cameras mode (FTDL and FTGL vs. FIG). Furthermore, using a learnable
tracklet matcher (FTDL) results in consistent increase in tracking accuracy over a wide range of
number camera views. Both observations underline the advantages of the proposed formulation
when only a few cameras are available. Finally, in the pure monocular setting, FTDL achieves
a reasonable 76% 3D MOTA accuracy, despite not being specifically tuned in this setting. We
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Figure 6.5: Qualitative results on Panoptic datasets. TesseTrack can track people in the wild as well as when
interacting in close proximity.

envision that incorporating scene constraints and performing spatio-temporal articulated model
fitting [183, 184] should significantly boost the accuracy of TesseTrack in monocular setting.

6.4.2 Single Person 3D Pose Estimation
We compare to the state-of-the-art methods on Human 3.6M using the MPJPE metric under
Protocol #1.
Multi-View scenario. Comparison to multi-view approaches is shown in Tab. 6.6 (bottom).
TesseTrack clearly improves over the state of the art, which underlines the advantages of the pro-
posed spatio-temporal formulation. Specifically, using temporal consistency improves the joint
localization accuracy for ambiguous poses like sitting down and walking a dog. We conclude
that temporal constraints boost reconstruction accuracy in challenging actions.
Monocular scenario. Comparison to monocular methods is shown in Tab. 6.6(top). Despite
not being specifically tuned for the monocular scenario, TesseTrack without bells and whistles
outperforms most of the monocular approaches [109, 110]. Both [109, 110] also rely on spatio-
temporal representation learning, but introduce occlusion-aware training which proved to be very
useful specifically in monocular case, while [109] further reduce the error by adding a spatio-
temporal discriminator to verify pose plausibility. Both improvements are orthogonal to our
approach and thus can be incorporated to improve monocular case.
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Figure 6.6: Qualitative results on Shelf datasets. TesseTrack can track people in the wild as well as when interacting
in close proximity.

6.5 Conclusion
Reliably reconstructing and tracking the 3D poses of multiple persons in real-world scenarios
using calibrated cameras is a challenging problem. In this work, we address it by proposing a
novel formulation, TesseTrack, which jointly solves the tasks of tracking and 3D pose recon-
struction within a single end-to-end learnable framework. In contrast to previous piece-wise
strategies which first reconstruct 3D poses based on geometrical optimization algorithms and
then subsequently linking the poses over time, TesseTrack infers the number of persons in a
scene and jointly reconstructs and tracks their 3D poses using a novel 4D spatio-temporal CNN
and a learnable tracking framework using differentiable matching. Experimental evaluation on
five challenging datasets show significant improvements not only in multi-person 3D pose track-
ing but also in multi-person 3D pose reconstruction accuracy.

Limitations The algorithm is heavily dependent on extensive compute using 4D convolutions
and the temporal data uses up a lot of GPU memory and needs to be optimized to work with lower
memory footprint.
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Chapter 7

Conclusion and Future Work

7.1 Analysis of Pros and Cons of Each Chapter
This thesis has shown different supervision signals for learning occlusions in different represen-
tations. We will briefly discuss the advantage and disadvantages of using different supervision
signals and the situation to use them.

If you want to train for self-occlusions for data in the wild generally multi-view data is essen-
tial for gaining the supervision signal for regions occluded by the object. In the Occlusion-Net
framework we explore such constraints to learn for self-occlusions. here multi-view data can be
produced either from multi-camera setup or from video data.

Similarly when the data is only an image and we want to infer the complete region of objects
i.e. amodal representation of objects using longitutdinal data as supervision can easily disentan-
gle such occlusions. We found that data augmentation by copy and paste enhances the accuracy
of the amodal segmentation from single view video as shown from the WALT method.

By combining the above two methodology we will be able to get a complete representation
of the objects in severe occlusions and if an approxiamte shape of the object is provided or
learned that can be used to infer the 3D space of the object automatically. Here the 3d location
is generally only inferred from the visible regions of the object but using the amodal shapes we
will be able to infer the shape of the object more accurately as shown in Chap 5.

Finally if we are given the multi-view video data we can automatically learn the 3D pose and
track them using an unified learning framework. here the occlusions are automatically learned in
an end-to-end fashion because of the spatio-temporal constraints in 3d. We explored this direct
using the chap 6.

7.2 Joint Multi-View and Longitudinal Constraints
We have explored two different methodology for learning occlusions. The first was using multi-
camera based multi-views constraints to learn occlusions. This has a severe bottle neck as cap-
turing such datasets in real world is challenging and the computation time to do reconstruction is
a very costly step. On the contrary the longitudinal data is very easy to capture but faces issue in
generalizing as the number of views are minimal and cannot be generalized easily. We plan on
combining the best of both world by using a multi-view longitudinal dataset captured over years
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of time to do accurate reconstruction and supervise occlusions to automatically improve single
view detectors. For the future work, these algorithms open door for different future directions
and interesting applications. For example the Carfusion dataset can be used to learn dynamic
novel view synthesis in the real world data using spatio-temoral frameworks which can be used
by different methods.

7.3 Occlusions for in-the-Wild Object Categories

We live in a dynamic and open world – over short time periods, objects move and vary their
shapes under the constraints of physics; over the long term, novel objects are created and new
scenes are formed. Three-dimensional perception in such dynamic and open environments has
been a longstanding problem in computer vision and machine learning, with tremendous impact
in real life. With the current proposal, we plan to solve the problem of generic object 3D re-
construction from unlabeled videos, to create a system for capturing the dynamic 3D world. We
can explore an new regime: Can one reconstruct dynamic 3D structures from unlabeled videos
without relying on strong shape or semantic priors?

We can address the following tasks to tackle the problem of open world dynamic 3D recon-
struction from unlabeled videos: (1) How does one learn deformable 3D shape templates from
videos without relying on strong shape priors? (2) How does one segment never-before-seen
objects from a video? (3) Can we use longitudinal self-supervision to improve reconstruction?
Learning 3D Shape Templates from Videos: To extract 3D shapes of objects, prior works
either rely on 3D data – building or learning 3D shape models from RGBD scans, or learn
category-specific 3D models from image collections with 2D annotations. However, depth data
are generally difficult to acquire and scale-up due to specialized sensor availability. Although
image collections of the specific object categories are relatively easy to obtain, a single image of
an object does not provide enough constraints to reconstruct the full 3D shape at test time. In-
stead of inferring 3D shape from category-specific image collections, the proposed work builds a
library of shape models from longitudinal observation of a single video of an object, or multiple
videos of similar objects. one key hypothesis is that recent progress in differentiable rendering
and optical flow allows one to recast the problem as analysis-by-synthesis task, solving the in-
verse graphics problem of recovering the 3D shape and trajectory, camera parameters as well as
space-time deformations of an object that fit observed flow measurements.
Open-world Object Discovery from Videos: While one can build accurate detectors for many
categories of objects, class-specific detectors rely heavily on appearance cues and categories
present in a training set. Consider a trash can that falls on the street; current closed-world detec-
tors will not likely be able to model all types of moving debris. This poses severe implications for
robustness of object segmentation in the open-world [203]. The proposed work follows classic
work on motion-based perceptual grouping from an observed motion field [204, 205, 206], and
extend these work that segments rigid bodies using geometric consistency in two-frames [207]
to videos. We can exploit the reconstructions from the previous stage for real world objects on
the continuously captured data at city scale. We can plan to further show that the data captured
for long duration (longitudinal) can be used as self-supervision in improving the accuracy of
reconstruction for dynamic objects.
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7.4 Occlusion Uncertainty Reduction
Uncertainty in prediction of occluded object boundaries even when the object is stationary rep-
resents that the network has high variance in the values being predicted. We can attempt to
reduce the uncertainty of occluded object predictions in the network and build a self-supervised
framework to reduce such uncertainty.
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