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Abstract

This work develops a methodology for collaborative human-robot exploration that leverages implicit coordination. Most autonomous single- and multi-robot exploration systems require a remote operator to provide explicit guidance to the robot team. Few works consider how to integrate the human partner alongside robots to provide guidance in the field. A challenge for collaborative human-robot exploration is the efficient communication of goals from the human to the robot. For applications like search and rescue, which are time-sensitive and high-stress endeavors, robot assistants must provide value for human partners to motivate deployment in the field.

In this thesis, we develop a methodology that implicitly communicates a region of interest from a helmet-mounted depth camera on the human’s head to the robot and an information gain-based exploration objective that biases motion planning within the viewpoint provided by the human. We also study the human perception of robot efficiency in a search task to better understand how to design and develop robots that explore alongside human partners. The result is an aerial system that safely accesses regions of interest that may not be immediately viewable or reachable by the human. The approach is evaluated in simulation and with hardware experiments in a motion capture arena. Our findings from the subject study suggest that users’ trust in the robot is highly dependent on mission success. Additionally, participants perceived that they had more control over the robot’s actions when the mission was successful, and the robot as being more in control when the mission failed. The results highlight the importance of designing robust robots with transparent behaviors for successful human-robot collaboration.
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Chapter 1

Introduction

Recent years have seen a rise in the use of robots for Search and Rescue (SAR) missions [15]. Within the context of robotics deployment in a priori unknown environments, the spectrum of autonomy has varied from teleoperated semi-autonomous robots [17], to fully autonomous deep learning-based solutions [34]. Such unmapped environments present a variety of challenges for human-driven SAR. Underground environments, such as mines and caves, contain small passageways (see fig. 1.1a) that are difficult for humans to traverse. Tight passageways pose a risk to humans, because they may become trapped. For example, in 2009 a man perished in Utah’s Nutty Putty Cave after becoming trapped upside-down in a narrow passage. Caves also have technically difficult sections, such as the one shown in fig. 1.1b, which requires the use of both hands to operate special equipment and limits the operator’s degrees of freedom. Given these challenges, robot-assisted SAR that: (1) allows hands-free task allocation, (2) supports guided exploration, (3) alleviates the human’s cognitive load, and (4) requires minimal supervision is crucial to enable efficient human-robot collaboration.

State-of-the-art exploration methodologies leverage the human as an operator outside of the exploration environment instead of directly engaging them side-by-side with robots [37, 39, 43]. Modeling the human as a collaborator instead of an operator in a shared workspace for exploration enables more efficient distributed exploration and useful emergent robot behaviors [19]. In this work, a collaborative human-robot exploration system is developed to explore 3D unstructured environments (fig. 1.2a) by communicating the field of view (FoV) of the human to the robot (fig. 1.2b) and
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(a) Image reproduced from Tabib et al. [40].

(b) Image courtesy of R. Arja.

Figure 1.1: Challenges found in cave environments. A caver can be seen crawling and mapping a tight passageway in fig. 1.1a, while fig. 1.1b shows a caver rappelling down a rope.
having the robot use this region of interest (ROI) to bias motion plans to acquire views of areas occluded to the human (fig. 1.2c).

Explicit robot tasking is impractical [14] during time-sensitive human-robot collaborative exploration (e.g. cave search and rescue) if humans must reduce their operational tempo [21, 25, 47], so implicit communication of spatial goals is imperative. State-of-the-art exploration objectives reduce environmental uncertainty without providing the flexibility to prioritize ROIs. To address these gaps in the state of the art, this work presents a collaborative human-robot exploration system that: (1) leverages implicit communication to spatially task an aerial system to regions occluded to the human, and (2) develops an information-gain based objective function inspired by the active object reconstruction literature [12] to bias motion planning within the ROI specified by the human. The approach is evaluated with real-time simulations and real-world hardware experiments in a motion capture arena.

In addition to mitigating the environmental challenges of SAR missions through efficient spatial tasking of the robot, we must study the human-robot interaction under the time-sensitive and high-stress conditions that these environments present [7, 31]. In particular, Casper and Murphy [7] find that the physical (e.g. lack of sleep) and psychological (e.g. stress and fatigue) difficulties, especially during the initial critical hours of the search task, take a toll on first responders. In light of these stressors, trust is an important factor to study, since a high amount of cognitive load results in a degradation of trust perception and task performance [9]. Failure to trust the robot partner might affect the human’s reliance on the system [29], resulting in a failure to complete the SAR task. The idea of trust has been studied heavily in the context of HRI [38, 44]. This work is unique from the trust literature in three ways. First, few studies have considered the effect of human trust in an SAR context. Second, the relation between task efficiency and perceived trust in SAR is yet to be understood. Finally, to the best of our knowledge, the dynamics between the human and the robot within a shared autonomy scenario and its effect on trust has not been explored. To that extent, this paper studies the human’s perception of a robotic partner in a simulated search scenario and the effect of task efficiency on perceived trust.
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Figure 1.2: (a) A human-robot team is tasked with exploring a cave. (b) The human implicitly conveys a region of interest to the robot by means of transmission of their current viewpoint. (c) The robot plans a path to areas of the environment that are occluded to the human.
Chapter 2

Background and Related Work

Human-robot collaboration for search and exploration is a fairly new area combining different aspects of field robotics and HRI, mainly lying at the intersection of two areas: human-robot collaborative exploration and the relationship between human factors and robotic performance. In this section, we review and contrast related works with the method detailed in this paper.

With regards to collaborative human-robot exploration, few prior works study the use of implicit coordination. Govindarajan et al. [19] achieve coordination through a distributed strategy that assigns robots to homotopy classes that are complementary to the ones being traversed by the human. It is assumed that a blueprint of the environment is available to identify homotopy classes before operation. In contrast, the proposed approach does not assume prior information on the environment layout. A motion primitive-based planner is leveraged to maximize information gain, which takes the human’s view into account, and drives the robot to explore regions occluded to the human; therefore, prior environment knowledge is not required. Within the context of multitasking, implicit communication has been used to augment human situational awareness via a robotic system. Bentz et al. [3] leverage head tracking while a human performs an arbitrary number of complex tasks and fit the data to a visual interest function. An aerial robot uses the visual interest function to provide camera views that augment the human’s situational awareness. This methodology does not directly translate to the exploration context because the visual interest function, which effectively rates the utility of a viewpoint, is difficult to specify.
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before or during exploration. Instead, the proposed approach uses the notion of potential information gain over a discrete set of candidate viewpoints to drive the robot towards the ROI. Reardon et al. [36] leverage augmented reality to share information between a robot and human cooperatively exploring in the field. The goal is to influence the behavior of the human teammate in the human-robot cooperative exploration task by sharing information about the robot’s current plan, the task state, and communicating future actions. In contrast, the proposed approach develops a methodology to influence the robot’s behavior depending on actions taken by the human. This implicit coordination is desirable in applications like search and rescue where the robot is expected to adapt to the human’s operational tempo. Caltieri and Amigoni [6] propose a semi-supervised autonomy stack for human-robot interaction during SAR operations. Simulation experiments with recruited participants show that high-level commands, which are defined as direction and area of interest, reduce the human’s workload and increase both the area covered and number of victims found as compared to a direct teleoperation method. However, the study in [6] treats the human as an operator outside the field. In contrast, our work enables the human to be involved in the mission next to the robots, while also providing high-level guidance. Using a different modality for issuing commands, Gromov et al. [20] develop a method that utilizes gestures to direct the vehicle on where to go. However, in SAR, the human may require the use of their hands in order to negotiate the challenging terrain, such as the one seen in fig. 1.1b. In contrast, we provide the human with hands-free task allocation using head orientation. In addition, their approach is a direct and instantaneous low-level control of the robot as opposed to the collaborative exploration system we develop in this work. Aggravi et al. [1] develop an approach for visiting a list of known targets in the context of reconnaissance by a multi-agent team consisting of one human and at least one robot. To maintain connectivity during the patrol, the user is equipped with haptic feedback to notify them when they deviate from the team formation. Consequently, this approach places the burden of maintaining connectivity on the user, slowing them down and increasing their cognitive load. In time-critical tasks like SAR, the robot must keep up with the human’s cadence or it will not provide value to the mission. To address this drawback, our approach allows for robot operation with minimal supervision from their human partner.
In order to enable human-robot collaborative exploration, many motion planning objectives have been proposed for active mapping. For example, frontier-based objectives utilize the distance to the boundary between unknown and known space to drive the robot’s exploration [48]. For multi-agent operation, prioritization between frontiers is utilized to assign agents towards complementary regions of the environment [5]. However, deployments of this idea and its variants have been limited to multiple robots [13, 37], with the human largely supplying spatial goals explicitly when desired [33]. Further, information-theoretic objectives utilize the expected change in the entropy of the map due to candidate sensor measurements to drive viewpoint selection in both 2D [4, 24] and 3D environments [8]. While real-world operation has been shown using single [41] and multiple aerial robots [16], these techniques have not been leveraged in collaborative human-robot exploration. A key capability missing in these objectives is the ability to prioritize spatial ROIs. Towards imposing such spatial constraints, volumetric next-best-view (NBV) selection methods have been proposed for the active object reconstruction problem where the viewpoint is generated to focus on high-fidelity reconstruction of a single object [28, 45]. Delmerico et al. [12] propose several variants of information gain objectives that are either counting-based [45], probabilistic [28], or a combination. However, a method to apply these objectives in the collaborative human-robot exploration system is lacking in the literature. To this end, this work proposes and evaluates an Occlusion-Aware Volumetric Information (OAVI) objective that extends the work of Delmerico et al. [12] to the collaborative human-robot exploration problem. We further contrast it to ROI-constrained Cauchy-Schwarz Quadratic Mutual Information (ROI-CSQMI), an extension of [8] developed in this work, which applies the human’s FoV as a spatial constraint.

Regarding the study of robot performance in accordance with human factors, Gombolay et al. [18] evaluate the effect of task scheduling with regards to user preferences in the context of human-robot teaming. Their experiments show that human subjects prefer working with a robot which accounts for their personal choices. However, this preference does not hold when the team’s efficiency is at stake, resulting in the participants preferring a robot that helps them complete the task faster. The relationship between trust and robot performance in a shared control framework is yet to be answered. Thus, in this work, we investigate how task efficiency affects the
human’s perception of trust in a robot that follows their guidance. Baraglia et al. [2] compare different strategies for robot-assisted task completion in an attempt to answer when and how should a robot take the initiative to assist a human. Their findings suggest that users prefer the robot to help when requested rather than react when it perceives that the human is in need of help. This is in line with our methodology; the robot operates as an autonomous agent navigating the environment, then proceeds to bias its exploration policy towards the human’s POV when requested. Moreover, our work looks into the implications of failure on trust within a human-robot shared control scheme. Lyons et al. [30] explore the effect of unexpected robot behavior on trust, and ways to repair that trust using explanations from the robot. The study simulates a SAR scenario where a human operator provides a goal for a fully autonomous robot to search for victims in. Participants are first shown a video of a robot following its expected path commanded by the human operator. The second video depicts the robot deviating from its original path and going into a separate area, therefore violating the operator’s instructions. Trust and responsibility attribution were measured using a 7-point Likert scale questionnaire both before and after the robot’s unexpected behavior. The study found that the trust score decreased when the robot swerved from its expected plan due to its unpredictability. In addition, it was found that participants believed that the robot should be held accountable for the unexpected behavior rather than the human. We expect to see this decrease in trust as well in our study when the robot fails to complete the mission. While the work in [30] treats the robot as fully autonomous, our study aims to explore the repercussions of task efficiency on trust in the case where there is shared control between the human and the robot. Instead of treating the user as an observer, we place control in the user’s hands by enabling them to guide the robot’s actions, which results in shared blame attribution.
Chapter 3

Collaborative Human-Robot Exploration via Implicit Coordination

This chapter details the collaborative human-robot exploration method. The human and robot incrementally build a shared map of the environment using range measurements, while the robot uses the occupancy, ROI, and distance information within the shared map for motion planning. We first describe the shared map representation.

3.1 Shared Map Representation

The shared map is modeled as a global 3D occupancy grid (OG) map, $m = \{m_1, \ldots, m_m\}$. Each cell $m_i$ contains a tuple of three scalar features: (1) the probability of occupancy ($o_i$), (2) a boolean indicating if the cell is in the ROI ($b_i$), and (3) the distance of the cell from the closest obstacle ($d_i$). Each cell $m_i$ is initially presumed unknown ($o_i = 0.5$), considered outside the ROI ($b_i = 0$), and assumed to be at an infinite distance from the closest obstacle ($d_i \to \infty$). The range measurements at time $t$ are denoted by $z_h^i$ for the human and $z_r^i$ for the robot. It is assumed that the global position and orientation of these sensors are perfectly known.

For the cells within the FoVs of $z_h^i$ and $z_r^i$, the probability of occupancy $o_i$ is updated using the standard log-odds update [42]. However, the ROI values $b_i$ are
only set to 1 within the FoV of $z^h_t$. The FoV is mathematically modeled using the fusion of two triangles in 2D and two tetrahedrons in 3D built from the sensor’s intrinsic matrix (see fig. 3.1a). A subset of cells corresponding to inliers of the FoV are shown in fig. 3.1b. This subset is extracted via inlier queries with respect to the tetrahedrons on the centers of all cells in the shared map. The distance values $d_i$ are updated for the cells raycasted by both $z^h_t$ and $z^r_t$ with the Euclidean distance from the nearest occupied cell. We utilize the approximation by Delmerico et al. [12] that extends the rays behind a hit cell, $m_{hit}$, and populates the distance value at the current time, $d^t_i$, for the remaining raycasted cells:

$$d^t_i = \begin{cases} 
\|f(m_{hit}) - f(m_i)\|_2, & \text{if } \|f(m_{hit}) - f(m_i)\|_2 < d^{t-1}_i \\
\ d^{t-1}_i, & \text{otherwise}
\end{cases}$$

where $d^{t-1}_i$ is the previously stored distance in cell $m_i$ and $f : \mathbb{Z}_+ \rightarrow \mathbb{R}^n$ is a function that converts a cell index to the cell position in the world frame. $n = 2$ or $n = 3$ depending on the dimensionality of the map representation.

After obtaining the first observation from the human and updating the shared map, the robot iteratively performs a two-step process: updating the map and selecting the next best action. The rate of this process is specified by the user prior to operation. The space of candidate actions used for action selection is generated using a library of forward-arc motion primitives for a depth camera as presented in [41]. The best
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primitive is chosen by maximizing the information gain over this discrete action space, which is computed at the end viewpoint of each motion primitive. We contribute one information gain objective function (OAVI) and contrast to a baseline information-theoretic objective function (CSQMI) as well as an extension of it (ROI-CSQMI) in this work.

3.2 ROI-constrained CSQMI (ROI-CSQMI)

The ROI-CSQMI information gain objective function modifies the CSQMI objective function proposed by Charrow et al. [8] by imposing a spatial constraint corresponding to the FoV of the range measurement from the human $z^h_t$. The original formulation proceeds as follows; first, for a candidate viewpoint, a beam-based measurement model is used to determine which cells in the current map will be observed via raycasting. Second, the CSQMI objective is computed treating the raycasted cells independently of each other. Lastly, the CSQMI contributions from all cells are added to determine the total utility of the viewpoint. Our contribution lies in modifying the second step using the ROI information stored in the shared map representation (section 3.1).

Let the set of cells raycasted by the candidate measurement $\hat{z}^r_t$ be denoted by $\hat{m}$. This set is a subset of the current map, $\hat{m} \subseteq m$. To impose the spatial constraint corresponding to the FoV of $z^h_t$, we leverage the information in $m$ to obtain a new set of raycasted cells within the ROI denoted as $\hat{c}$:

$$\hat{c} = \{ m_i \in \hat{m} \mid b_i = 1, i \in \{1, \ldots, |\hat{m}|\} \}. \quad (3.2)$$

The ROI constraint is imposed at the raycasting step by finding the subset of cells that lie within the human’s ROI. The CSQMI objective for the candidate measurement $\hat{z}^r_t$, $I_{CS}[\hat{m}; \hat{z}^r_t]$, is computed using $\hat{m}$ via the equations derived in [8]. Note that when $\hat{c} = \hat{m}$, the ROI-CSQMI objective function is equivalent to the CSQMI objective function.

For a 2D environment with an obstacle (fig. 3.2a), the map $m$ is shown in fig. 3.2b after adding one range measurement $z^h$ from the human who is located at the bottom center of the environment. The grey, black, and white cell colors denote unknown, occupied, and free state, respectively. Figure 3.2c shows the heatmap for
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Figure 3.2: Comparison of the information gain objectives using a 2D numerical example. For the environment in (a) and human at (50, 0), the map updated after one $z_h$ (section 3.1) is shown in (b). The CSQMI objective from [8] shown in (c) does not account for $z_h$, while the ROI-CSQMI objective in (d) places higher weights in the occluded region.
3. Collaborative Human-Robot Exploration via Implicit Coordination

$I_{CS}[\hat{m}; \hat{z}_t^r]$, which treats all unknown space equally. Figure 3.2d shows the heatmap for $I_{CS}[\hat{c}; \hat{z}_t^h]$, which prioritizes regions within the FoV of $z^h$. The spatially constrained ROI-CSQMI objective enables implicit coordination between the human and robot during exploration by placing higher weight on views that intersect the ROI. However, there are two drawbacks to this modification: (1) the objective weighs all cells within the occluded region equally, as opposed to the regions closer to the obstacle within the human’s FoV, and (2) once the robot enters the ROI during exploration, it is unlikely that it will exit it. The OAVI objective, presented next, alleviates these drawbacks.

3.3 Occlusion-Aware Volumetric Information (OAVI)

The proposed information-gain objective function, OAVI, is inspired by [12] and modifies the uncertainty-aware, $I_{UA}$, the ROI, $I_{ROI}$, and the proximity-aware, $I_{PA}$ metrics.

The uncertainty-aware metric $I_{UA}$ measures the uncertainty of the cell and accounts for potential occlusions:

$$I_{UA}(m_i) = H(m_i)P_V(m_i).$$

(3.3)

$H(m_i)$ is Shannon’s entropy [10] of cell $m_i$, and $P_V(m_i)$ is the likelihood that the cell is visible from the current sensor pose. The result is shown in fig. 3.3a for the 2D map in fig. 3.2b and illustrates high weights in the unknown space.

The ROI metric, $I_{ROI}$, biases the objective values towards the ROI. We employ the information stored in the shared map (section 3.1) to mark the contribution of cells in the ROI towards $I_{ROI}$ as 1. For the other regions of the map, the contribution is set to a user-specified value, $\alpha_{ROI} < 1$:

$$I_{ROI}(m_i) = \begin{cases} 1, & \text{if } b_i = 1 \\ \alpha_{ROI}, & \text{otherwise} \end{cases}$$

(3.4)

Intuitively, $\alpha_{ROI}$ controls the weight given to the unknown regions of the environment
outside the ROI. A non-zero $\alpha_{\text{ROI}}$ enables the robot to explore unknown regions after prioritizing occluded regions within the ROI. This metric is shown in fig. 3.3b with $\alpha_{\text{ROI}} = 0.15$ for the 2D map in fig. 3.2b.

The same modification is applied for the proximity-aware metric, $I_{\text{PA}}$, which utilizes the distance values, $d_i$, in the cells:

$$I_{\text{PA}}(m_i) = \begin{cases} d_{\text{max}} - d_i, & \text{if } o_i = 0.5 \text{ and } d_i \leq d_{\text{max}} \\ \alpha_{\text{PA}}, & \text{otherwise} \end{cases}$$

(3.5)

where $d_{\text{max}}$ is the max sensor range, $d_i$ is the distance from cell $m_i$ to the closest raytraced occupied cell, and $\alpha_{\text{PA}} \in [0, 1)$ is a tunable parameter. This modification produces a gradient that places higher weights on cells close to an observed surface (e.g. see fig. 3.3c where $\alpha_{\text{PA}} = 0.10$).

The final information gain $I_{\text{OAVI}}$ is defined as the cumulative product of each metric over the raycasted cells $\hat{m}$ corresponding to the robot measurement at the viewpoint $\hat{z}_r$:

$$I_{\text{OAVI}}[\hat{m}; \hat{z}_r] = \sum_{i \in \{1, |\hat{m}|\}} I_{\text{OAVI}}(\hat{m}_i) = \sum_{i \in \{1, |\hat{m}|\}} I_{\text{UA}}(\hat{m}_i) I_{\text{ROI}}(\hat{m}_i) I_{\text{PA}}(\hat{m}_i).$$

(3.6)

Figure 3.3d illustrates the heatmap corresponding to $I_{\text{OAVI}}[\hat{m}; \hat{z}_r]$. Note the gradient behind the obstacle in OAVI, which has the effect of weighting the viewpoints that observe occluded regions more heavily, and contrast this with the uniform weighting of ROI-CSQMI in fig. 3.2d.

### 3.4 Experimental Design and Results

The approach is evaluated in simulation and with real-world hardware experiments. The experiment begins when the human transmits the pose of their helmet-mounted range sensor with the corresponding pointcloud to the robot partner. Only one instance of these pose and pointcloud pairs is transmitted for both simulation and hardware experiments. The proposed methodology may allow for multiple pose and
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Figure 3.3: Heatmaps for the OAVI objective and its constituent terms (section 3.3) over the 2D map shown in fig. 3.2b. Compared to ROI-CSQMI in fig. 3.2d, the OAVI objective function in fig. 3.3d exhibits a gradient biasing the exploration to focus on the occluded region closer to the human’s FoV first.
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pointcloud pairs, but this is left as future work. When the robot receives data from the human, exploration begins.

The OAVI approach is compared against the ROI-CSQMI and CSQMI approaches. Two quantitative and one qualitative measures are used to evaluate performance. The two quantitative evaluations measure the entropy of the map and ROI over time. The qualitative evaluation plots the evolution of the robot’s trajectory over time.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Simulation</th>
<th>Hardware</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot sensor range</td>
<td>5 m</td>
<td>2 m</td>
</tr>
<tr>
<td>Robot sensor downsampling</td>
<td>2×</td>
<td>2×</td>
</tr>
<tr>
<td>Human sensor range</td>
<td>10 m</td>
<td>6 m</td>
</tr>
<tr>
<td>Human sensor downsampling</td>
<td>4×</td>
<td>4×</td>
</tr>
<tr>
<td>Human FoV percentage</td>
<td>40%</td>
<td>30%</td>
</tr>
<tr>
<td>Mapping frequency</td>
<td>10 Hz</td>
<td>10 Hz</td>
</tr>
<tr>
<td>Voxel resolution</td>
<td>0.3 m</td>
<td>0.2 m</td>
</tr>
<tr>
<td>Grid bounding box</td>
<td>30 × 30 × 10 m</td>
<td>4 × 5 × 2 m</td>
</tr>
<tr>
<td>Planning frequency</td>
<td>1 Hz</td>
<td>1 Hz</td>
</tr>
<tr>
<td>Number of motion primitives</td>
<td>21</td>
<td>15</td>
</tr>
<tr>
<td>Max. forward velocity</td>
<td>0.75 m s⁻¹</td>
<td>0.40 m s⁻¹</td>
</tr>
<tr>
<td>Max. yaw rate</td>
<td>0.25 rad s⁻¹</td>
<td>0.25 rad s⁻¹</td>
</tr>
<tr>
<td>OAVI α_{ROI}</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>OAVI α_{PA}</td>
<td>0.15</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Table 3.1: List of parameter values used in the simulation and hardware experiments.
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(a) Single Wall Environment  
(b) Two Walls Environment  
(c) Multiple Obstacles Environment  
(d) Cave Environment

Figure 3.4: (a)–(d) simulation environments, (e)–(h) ROI entropy plotted as a function of time and (i)–(l) map entropy plotted as a function of time for the CSQMI, ROI-CSQMI, and OAVI exploration variants. 30 trials are run for each exploration variant and simulation environment. Note that ROI-CSQMI and OAVI explore the human’s FoV 3× faster than CSQMI while CSQMI reduces the total map uncertainty faster. OAVI reduces the map uncertainty 56% more than ROI-CSQMI.
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3.4.1 Simulation Experiments

Simulations in four environments (fig. 3.4) are conducted to evaluate the approaches developed in this work against the baseline approach. The simulation environments consist of a single wall, two walls, multiple obstacles, and the cave environment from fig. 1.2 with the same human-robot placement. In each environment the goal is for the robot to obtain views in regions occluded to the human. These environments are selected to highlight the merits and drawbacks of the information gain objectives.

In each environment, the human faces the area of interest. The human’s FoV, which is the FoV of a simulated depth camera on the human’s head, is shown as red lines in fig. 3.1a. The robot is placed at a randomly selected location within a $4 \times 4$ m box around the human’s starting position. After the human transmits their pointcloud observation and pose to the robot, the robot updates its onboard map according to section 3.3. Each exploration variant is run for 30 trials per environment for a total of 360 trials over all environments and variants. Exploration is terminated after 10 min resulting in a total of 60 h of simulations.

The entropy of the ROI is plotted over time for each environment in figs. 3.4e to 3.4h and the entropy of the map (including the ROI) is plotted over time in figs. 3.4i to 3.4l. In analyzing the performance of figs. 3.4e to 3.4h one can see that OAVI and ROI-CSQMI decrease the uncertainty of the ROI approximately $3 \times$ faster than CSQMI. ROI-CSQMI slightly outperforms OAVI because the mutual information of a view entirely outside of the ROI is zero, which means that the robot will not select actions outside the ROI. In contrast, OAVI tends to drive the robot outside the ROI after sufficient views of the ROI have been acquired. When analyzing the map entropy over time in figs. 3.4i to 3.4l, one can see that the final map entropy of the OAVI approach at 600 s is on average 56% lower than the ROI-CSQMI approach across environments. The baseline CSQMI approach outperforms the other approaches because it selects views that maximize the mutual information between the map and sensor without consideration for the ROI.

From these results, we arrive at the following conclusions: first, the baseline CSQMI approach is not well suited for collaborative human-robot exploration because it does not bias the exploration towards the ROI; second, the ROI-CSQMI approach is ideal for a leader-follower exploration strategy because it selects motion plans...
3. Collaborative Human-Robot Exploration via Implicit Coordination

Figure 3.5: Top-down snapshots of the trajectory taken by the robot for the three approaches in the two walls environment with the human’s FoV drawn in gray dashed lines. CSQMI proceeds to explore the unknown regions outside of the human’s FoV, while the ROI-constrained CSQMI and OAVI prioritize the ROI first. As opposed to ROI-CSQMI, the gradient in the OAVI approach (see fig. 3.3d) pushes the robot to explore the occluded region closest to the human first.

that are restricted within the ROI; and third, the OAVI approach is ideal for a collaborative framework where the robot biases views within the ROI first and then selects observations outside the ROI.

Figure 3.6: (Left) Aerial robot and (Right) helmet for the human partner used in the hardware experiments.

Figure 3.5 plots the top-down views of the trajectories taken by the robot for the three approaches in the two walls environment (shown in fig. 3.4b). The evolution of the trajectory for \( t = \{30, \ldots, 60\}\)s in fig. 3.5 demonstrates that OAVI first explores the occluded region closest to the human observer and then proceeds to the second
obstacle after the robot has updated its distance field. In comparison, ROI-CSQMI does not incorporate a measure of the distance to obstacles so it selects actions that maximize the mutual information between the potential observation and ROI, while CSQMI explores areas outside of the human’s ROI for the first 60 s because it does not have a notion of the human’s ROI.

Figure 3.7: A human-robot team explores an environment inside a motion capture arena, with an obstacle in front the human requiring the robot to provide complementary views.

3.4.2 Hardware Experiments

Experiments are run inside a motion capture arena to validate the proposed approach against the baselines in the real-world. The human is equipped with a helmet-mounted Intel RealSense D455 depth camera (see fig. 3.6). The robot, of dimensions 0.6m x 0.3m x 0.3m and a mass of 2.5kg, is equipped with a downward-facing mvBlueFox-MLC200wC color global shutter camera and Sunex DSL219D-650-F2.0 lens to estimate state. A forward-facing Intel Realsense D455 is used to estimate depth. Cree Xlamp XM-L2 High Power LEDs (Cool White 6500K) are mounted to the front and underneath the system to provide illumination for color camera images.
The mvBlueFox operates at 60Hz and the Realsense D455 operates at 15Hz. The laser power of the IR projector on the D455 is increased from the default 150mW to 300mW to increase the depth accuracy in darkness. The vehicle is equipped with two computers that communicate via Ethernet link: a Gigabyte Brix 8550U and an NVidia TX2 with a J120A Auvideo carrier board. The TX2 runs the mvBlueFox driver, communication to and from the Pixracer, state estimation, and control. The Gigabyte Brix runs mapping, collision avoidance, motion planning, and the Intel Realsense D455 driver. The drone frame is a Lumenier QAV-RXL 10” FPV quadcopter frame. The ESC is an Aikon AK32 55A 3-6S BLHeli32 4-in-1 ESC and the motors are T-Motor F100 Cinematic KV1100 with 9” Advanced Precision Composites propellers. Teleoperation commands are sent via an RC Transmitter to a TBS Crossfire Micro RX V2 receiver.

The set of parameters used in the hardware experiments (see fig. 3.7) are listed in table 3.1. Each approach is run once starting from the same initial robot pose and a fixed helmet orientation for a total time of 2 min.

![Figure 3.8: ROI and map entropy as a function of time for the three approaches. The baseline CSQMI approach minimizes the total map entropy, while its extension ROI-CSQMI prioritizes the ROI. OAVI successfully reduces the uncertainty in the ROI first, followed by an exploratory behavior. A video of the experimental setup and the three exploration approaches can be found at https://youtu.be/7jgkBpVFioE.](image_url)

The ROI and map entropy are plotted over time in fig. 3.8. The baseline CSQMI
approach reduces the total uncertainty in the environment fastest \textbf{fig. 3.8b}. ROI-CSQMI explores the ROI twice as fast as OAVI, and 4× as fast as CSQMI (see \textbf{fig. 3.8a}) but does not select actions outside of the ROI once it reaches the ROI. This behavior yields the blue plateau in the map at $t = 50$ s. In contrast, OAVI explores the rest of the unknown environment as shown in the final map (\textbf{fig. 3.9}), reducing the map entropy by 75% more than ROI-CSQMI.

\begin{center}
\begin{tabular}{|l|c|}
\hline
Approach & Planning Time \\
\hline
CSQMI & 0.027 ± 0.02s \\
ROI-CSQMI & 0.022 ± 0.02s \\
OAVI & 0.036 ± 0.03s \\
\hline
\end{tabular}
\end{center}

Table 3.2: Planning times onboard the robot’s computer during hardware experiments show the computational-efficiency of the proposed approach.

To demonstrate computational-efficiency of the proposed approach, we record the planning times taken by the action generation, scoring, and best primitive selection modules onboard the robot’s computer. The results in \textbf{table 3.2} show close planning times between the three approaches, allowing our planner to run at up 15 Hz.
Figure 3.9: Reconstructed point cloud map of the 50 m$^3$ environment from the OAVI hardware trial.
Chapter 4

Human Preferences for Robot Autonomy in a Search Task

This chapter explores the human perception of robot efficiency in a search task to better understand how to design and develop robots that explore alongside human partners. We detail the user study where participants were tasked with guiding a robot to find a hidden object in a simulated environment.

4.1 Methodology

This section details the design of the user study conducted to evaluate the effect of task efficiency on human trust in a collaborative human-robot search task. We first describe the experimental setup design.

4.1.1 Experimental Setup

Each participant is tasked with finding an object inside a simulation environment as soon as possible. The object is hidden behind one of three obstacles presented to the user, to which they do not have access, as seen in fig. 4.1. This is motivated by a scenario in which a first responder (e.g. firefighter) is unable to access a location due to some hazard (e.g. room on fire). Assisting each user is an aerial robot partner. The user is able to guide the robot to explore a particular area of interest.
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by employing our previously developed Occlusion-Aware Volumetric Information (OAVI) exploration policy [11]. Participants have control over a first-person simulated human on a computer where they are able to rotate and change their point of view (POV). By looking at one of the three obstacles and pressing a button, participants are able to guide the robot’s exploration into their POV visualized in fig. 4.2. The simulation is developed in C++ and Python within the Robotic Operating System (ROS) framework and RViz.

Figure 4.1: Simulation environment with the three obstacles behind which the object will be randomly placed. Users do not have access to the occluded regions beyond the obstacles.

The study is a within-subjects experiment where each participant conducts two experiments. In the first experiment, the object is placed behind one of the obstacles
and the robot is able to find the object within the time limit of 3 minutes. As soon as the robot finds the object, the mission time is displayed on the screen and the trial is ended. During the second experiment, the object is removed from the environment without telling the participant. This results in the robot never finding the object within the time limit and the task failing. The order of the experiments is shuffled between participants such that the expectation bias is minimized.

Figure 4.2: User’s perspective modeled by two tetrahedrons built from the intrinsic matrix of a pinpoint camera model. The aerial robot can be seen exploring within the POV, while the mission timer is displayed on the top-left of the GUI.

4.1.2 Measures

In order to measure trust as a function of task efficiency participants are presented with a set of subjective questions. After each experiment, the user will be asked to rate the statements in table 4.1 on a 5-point Likert scale, with 1 signifying a low score and 5 signifying the highest score a user could give. The choice of questions is
motivated by studies on perceived behavioral control over another agent [46], measures of perceived trust and acceptance in social robots [22], and literature on trust in automation adapted to fit the human-robot collaboration context [23, 29].

<table>
<thead>
<tr>
<th>Question</th>
<th>Min. score = 1</th>
<th>Max. score = 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1 How satisfied were you with the robot’s performance?</td>
<td>Not satisfied</td>
<td>Very satisfied</td>
</tr>
<tr>
<td>Q2 How much do you trust the robot?</td>
<td>I don’t trust the robot</td>
<td>I trust the robot</td>
</tr>
<tr>
<td>Q3 Were you frustrated with the robot’s behavior?</td>
<td>Very frustrated</td>
<td>Not frustrated at all</td>
</tr>
<tr>
<td>Q4 Would you use the robot again to assist you in the search?</td>
<td>Never</td>
<td>Absolutely</td>
</tr>
<tr>
<td>Q5 Who do you think had more control you or the robot?</td>
<td>The robot had more control</td>
<td>I had more control</td>
</tr>
<tr>
<td>Q6 Did the robot’s actions make sense to you?</td>
<td>They didn’t make any sense</td>
<td>The actions made complete sense</td>
</tr>
</tbody>
</table>

Table 4.1: Post-experiment questionnaire that participants were asked to fill, with the 5-point Likert scale extremities labels.
Figure 4.3: Results of the questionnaire for the experiment where the robot was successful in finding the object and the experiment where the mission failed. The data is shown for each individual question with the standard deviation visualized as a capped two-sided line.
4.1.3 Hypotheses

- **H1** Trust in the robot that did not find the object will be lower than that of the robot that successfully completed the mission.

- **H2** Participants perceived that they had more control over the robot when the mission was successful, compared to a belief that the robot was more in control when the mission failed.

- **H3** Trust is higher when the robot’s actions made sense to the participants, while it is lower when the robot acted contrary to their intuition.

4.2 Results

This section presents the participants’ demographics, results, and analysis for the data collected during the user study.

4.2.1 Participants

The study was conducted with 8 participants, mostly graduate students, from the Robotics Institute at Carnegie Mellon University. Half of the participants self-identified as male and the other half self-identified as female. Participants were first briefed about the study and signed an informed consent form as part of the university’s Institutional Review Board (IRB) protocol and regulations. The participants were then given the chance to get accustomed to the simulation environment and control of the robot. The results of the post-study questionnaires are presented in fig. 4.3 for the two experiments where in the successful case the robot found the object, and in the failure case the robot was unable to find the object within the time limit.

4.2.2 Trust Measure

In order to obtain less noisy results, we average the first four questions embodying trust into a single trust measure. The resulting bar plot is shown in fig. 4.4. Cronbach’s alpha is used to test for internal consistency of the trust questionnaire resulting in $\alpha = 0.8049$, indicating good internal consistency and the reliability of the questionnaire.
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averaging as a measure of trust.

![Trust Measure (Q1-Q4)](image)

Figure 4.4: Trust measure used for this study as the average of the results from questions 1 through 5 in table 4.1.

### 4.2.3 Analysis of Hypothesis H1: Trust and Task Efficiency

To investigate the relationship between the dependent variable (DV) of trust and the independent variable (IV) of task efficiency, we ran an independent samples t-Test on the trust measure from fig. 4.4. Consistent with our hypothesis H1, participants rated their trust in the robot higher when the robot succeeded at the mission ($M = 4.03$, $SD = 0.59$) compared to when the robot failed to complete the mission ($M = 2.72$, $SD = 0.43$), $t(7) = 5.69$, and $p = 0.0007$. The results are intuitive; when the mission fails, participants are dissatisfied with the robot’s performance (Q1), report high frustration with its behavior (Q3), and lower intent to use the robot again for assistance in a search task (Q4) according to results reported in fig. 4.3. This is in line with the observation from several other studies, including the work by Khavas.
et al. [26], which states that there exists a strong correlation between the performance of a robotic agent and the level of trust in human-robot teammates.

4.2.4 Analysis of Hypothesis H2: Control and Task Efficiency

To examine the interrelation between the perception of control DV and task efficiency IV, we ran an independent samples t-test on the data from the fifth question representing the user’s perception of the level of autonomy in fig. 4.3. Participants perceived that they had more control over the robot’s planner when the mission was successful ($M = 3.75, SD = 0.46$), and believed that the robot was more in control in the case where the team did not find the object resulting in mission failure ($M = 2.63, SD = 0.92$), demonstrating statistical significance ($t(7) = 2.55, p = 0.038$) in support of H2. The two experiments were conducted with a robot employing the same exploration policy and consequently producing the same behavior. Similar lines of research such as the work by Kim and Hinds [27] have found that people will attribute more blame to an autonomous robot and less to themselves and their co-workers. In accordance with what our findings suggest as well, they remark that users do not give credit to the robot when a mission was successful.

4.2.5 Analysis of Hypothesis H3: Trust and Transparency

To test H3, a Pearson’s correlation coefficient was computed to assess the linear relationship between the two DVs transparency (Q6 in table 4.1) and trust measure from fig. 4.4. There was a positive correlation between the two variables ($r(15) = 0.77, p = 0.004$) as seen in fig. 4.5, validating that intuitive robot behavior is akin to higher perceived trust from their human partner. While the robot’s exploration policy, and accordingly its actions, did not change between the two trials, participants trusted the robot whose actions were regarded as rational more than the robot whose actions seemed confusing to them. Other studies on trust and transparency have reached similar conclusions, including the work by Nesset et al. [32] which finds that high transparency in a robot system can help users calibrate their trust levels towards it. Particularly in the field of aerial robotics within HRI, Okamura and Yamada [35]
emphasize the importance of maintaining system transparency for proper user trust in the autonomous drone. This evidence supports the hypothesis H3.

Figure 4.5: Scatter plot of the collected data from the trust measure in fig. 4.4 against the last survey question measuring transparency, with a line fit showcasing the positive correlation between the two variables.
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Conclusion

This work presented a methodology for collaborative human-robot exploration with implicit coordination. The approach developed in this work, OAVI, is an information-gain objective function inspired by active reconstruction techniques. The proposed approach was compared against an information-theoretic exploration baseline, CSQMI, and an extension to this baseline, ROI-CSQMI, which applies a spatial constraint to bias actions within the human’s FoV. Comparing these approaches in simulation and hardware yields the following conclusions: (1) the baseline CSQMI approach is not well-suited to the collaboration paradigm detailed in this paper because it has no notion of the human’s ROI and cannot bias motion plans to reduce uncertainty towards the human’s FoV; (2) the ROI-CSQMI approach is ideal for a leader-follower exploration strategy because it selects motion plans that are restricted within the ROI; and (3) the OAVI approach is ideal for the collaborative human-robot exploration paradigm outlined in this paper because it causes the robot to select views within the ROI first and then explore outside the ROI when a sufficient number of views within the ROI have been collected.

Additionally, we investigated the relationship between trust and task efficiency in a collaborative human-robot search task. Given the complexity of SAR missions, understanding the interaction between a human and a robot teammate is crucial for a successful endeavor. To that extent, we conducted a user study in simulation where participants are tasked with finding an object of interest within the environment with the assistance of an aerial robot. The study was structured so that the participants
succeeded once and failed the other time at detecting the hidden object within the
time limit. Participants completed a questionnaire at the end of the experiment. The
data collected from the questionnaires were used to quantify how trust, transparency,
perception of control, and task efficiency are interrelated. The data collected during
the user study revealed three key findings for human-robot collaboration with shared
control. First, trust was found to be higher for a robot that successfully accomplished
the mission, as compared with lower trust in a robot that failed in finding the object.
Therefore, task efficiency is an important factor to optimize for in a human-robot
team. Second, participants felt more in control of the robot’s actions when the team
succeeded at finding the object and perceived the robot as having more control when
the team failed at the mission. These findings highlight the relationship between
blame attribution and perception of control; a human will perceive the robot as
having control and therefore place blame on the robot when a mission fails, even
when the robot’s performance doesn’t change. Third, users trusted a robot whose
actions made sense to them more than a robot that they did not understand. Thus,
robots’ behaviors should be designed to be intuitive and transparent for acceptance
and trust in a human-robot collaborative system.

In future work, we aim to deploy the exploration system for longer durations
and with a moving human collaborator in outdoor, field environments. Further,
we will relax assumptions on perfect knowledge of human-robot poses and their
relative transforms in the world frame. One of the limitations of the user study is the
participants were all from the Robotics Institute, which means they all have prior
exposure to robots. In addition, trust was only measured post-experiments after the
mission time ran out. In the future, tracking trust over time would provide a better
understanding of the human’s perception of the robot in relation to task efficiency
and system transparency.
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