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Abstract

RGB-video based human physiology estimation has a wide range of practical applications in telehealth, sports, and deepfake detection. Therefore, researchers in the community have collected several video datasets and have advanced new methods over the years. In this dissertation, I study these methods extensively and aim to address the following limitations. First, several methods have exclusively focused on addressing the problem of heart rate estimation; but other vital signs such as blood pressure have received little attention. Second, the datasets typically contain few subjects and record physiological data in resting conditions, which does not sufficiently represent patients with cardiovascular issues. Third, the evaluation protocol utilized by these methods does not account for fine-grained variations in physiological signals.

In this work, I introduce three new datasets each collected for a specific purpose. The Vision-4-Vitals (V4V) dataset was curated for heart rate estimation and respiration rate estimation using an emotion elicitation protocol to introduce variations in the physiological state under laboratory settings. We are currently collecting another large-scale dataset with over 2000 subjects at India and Sierra Leone sites for multiple physiological signal estimation including blood pressure and oxygen saturation. Furthermore, we are also in the process of collecting a new dual-camera based blood pressure dataset with a baseline measurement and modified blood pressure measurements through breathing activities. Finally, we introduce the continuous evaluation protocol and a new Transformer-based approach that outperforms existing heart rate and respiration rate estimation methods.
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Chapter 1

Introduction

According to the Centers for Disease Control and Prevention (CDC), heart diseases are the leading cause of death in the United States [121]. In fact, one person dies every 34 seconds in the United States due to cardiovascular disease. CDC estimates that heart diseases cost about $229 billion dollar each year in the US alone. Further, according to the World Health Organization (WHO), cardiovascular diseases are the leading cause of death even globally with an estimated 17.9 million deaths each year which constitutes about 32% of all deaths worldwide[1]. In response to this, several researchers and clinicians are earnestly investigating the intricate composite nature of the human cardiovascular system and are pioneering innovative solutions to these urgent problems.

In the last decade, healthcare systems have started to hugely benefit from the progress of technological developments in related research fields. Miniaturization of sensors has allowed the development of smartwatches that are able to track vital signs such as heart rate, skin temperature, and oxygen saturation among others [70]. These technologies have been very promising and have also brought new wearable technologies [43] such as thoracic pressure sensors, multi-point temperature sensors, and shoe-embedded force sensors along with them [55]. Personalized healthcare is gaining popularity as a means of preventing the occurrence of diseases rather than reacting to the disease after it has occurred. Some recent work in this direction has explored how gene expression could be used to assess the potential occurrence of coronary artery disease and arrhythmia [109].

Owing to the large quantities of collected healthcare in-patient and out-patient data, Artificial Intelligence (AI) has started to take center-stage in healthcare and is now further fueled by the recent outbreak of the COVID-19 pandemic, which has already claimed more than 6 million lives at the time of this writing [111]. AI has a wide and deep impact in several areas of healthcare research including pandemic forecasting [93], precision medicine [128], genome analysis [16, 87, 92] and several others. More recently, AI has been used to understand protein structures [46, 47], discover novel drugs [37, 41], detect diabetes [98] and prevent cardiovascular diseases [103]. There is no doubt that AI methods have been long studied in the medical context. However, a particularly interesting sub-area of AI that has been gaining increasingly wider adoption in

Figure 1.1: The goal of video-based human physiology estimation is to extract human physiological signals such as heart rate and respiration rate from an RGB video. As depicted in the image, the subject is seated in front of a smartphone device that is recording facial video using the rear camera. This video is used to estimate the vital signs of the subject.

healthcare is computer vision.

Computer vision has been studied for several decades. However, with the advent of deep learning, rapid advancements are now being made in several research areas such as self-supervised learning [9, 34], Transformer architecture [18, 136], and NeRFs [75, 127]. These advancements have led to the development of many novel approaches in medical imaging and surgical robotics [129]. Several computer-vision based methods have been also proposed in the areas of chest radiography [51, 94, 119], mammography [3, 100], cardiac MRI scans [72], lesion detection [22, 25, 122], diabetic retinopathy [33] and breast cancer detection [71].

Motivated by certain advancements in computer vision, researchers are tackling the intriguing problem of human physiology estimation using RGB videos alone [10, 95, 96, 113, 118]. More specifically, the goal of these works is to extract human physiological signals such as heart rate, respiration rate, oxygen saturation, and other vital signs such as blood pressure from an RGB video of a person. At a high level, physiological extraction from RGB videos is achieved by analyzing subtle color and motion variations in a facial video. Although these subtle changes are not obvious to the naked eye, computer vision techniques can assist in amplifying and analyzing these subtle signals by exploiting the intrinsic periodic nature of physiological activities. In fact, the idea of analyzing color variations from volumetric blood changes in arterial sites such as fingers for physiological extraction has been well studied in Photophlythesmography (PPG). The key principle of PPG is that the light emitted from a source is reflected back to the receiver after it interacts with blood-rich skin tissues containing valuable vital-signs information. Therefore video-based physiology estimation methods are sometimes referred to as remote PPG (rPPG) or imaging PPG (iPPG). Figure 1.1 demonstrates a simple experimental setup for video-based physiology estimation where the subject is seated directly opposite a smartphone camera. We present closely related work in greater detail in Chapter 2, where we explain how computer vision based techniques reliably extract physiological information from the facial video.

In this chapter, I introduce the motivation for our work in Section 1.1. After that, I briefly present some of the challenges in this research area that I aim to address in Section 1.2. I also briefly summarize the contributions of this research in Section 1.3. Finally, I delineate the outline of this report in Section 1.4.
1.1 Motivation

Extraction of human physiological signals from RGB video has several attractive benefits and applications as listed below.

- **Ubiquitous sensors**
  Several individuals readily have access to an RGB camera owing to the ubiquity of affordable smartphones. Therefore, video-based physiological estimation methods can be deployed widely to enable large-scale disease screening and triaging.

- **Telehealth**
  It is difficult to triage the disease conditions of patients in a Telehealth setting [123] since healthcare professionals do not have access to high-quality physiology information that would otherwise be easy to measure in traditional in-person healthcare settings. Therefore, video-based physiological extraction could prove to be a great diagnostic tool in Telehealth. In particular, this technology would aid healthcare systems in developing nations and remote areas where the existing healthcare facilities are limited.

- **Deepfake detection**
  Deepfake videos are typically generated using Generative Adversarial Networks (GANs) [32]. Although GANs generate realistic videos that are hard to distinguish from real-world videos, these videos lack the subtle signature of physiological activities that are found in real-world human videos [12]. Hence video-based physiology extraction could be used in deepfake detection.

- **Affective computing**
  The elicitation of emotions is known to positively correlate with human physiological activity. For example, a study has shown found that emotions associated with negative valence are also associated with higher breathing rate [116]. Therefore, video-based physiology estimation methods could potentially improve affective computing.

- **Other benefits**
  Beyond the above applications, human physiological extraction could be used in passive sports and can assist with continuous monitoring of patients in a non-contact fashion.

It is also important to note that the field of video-based physiological estimation is closely related to several computer vision research areas (e.g., head pose estimation, network architectures, and object detection). Therefore, video-based physiological estimation methods directly benefit from new developments and improvements in computer vision.

1.2 Challenges

In this section, I list some of the challenges that exist in the field of video-based human physiology estimation and hope to address them.
Datasets The datasets that have been proposed for the task of RGB-human physiological extraction have often been limited to the subjects with stable physiological experimental settings and have a limited number of subjects (e.g. PFF [39]). Additionally, some of the datasets also lack skin tone diversity [79]. Further, there have been no datasets accepted by the community for benchmarking new methods on the task of video-based blood pressure estimation.

Benchmarking and evaluation
Existing evaluation protocols only consider summary statistics of the predicted waveform. In other words, these works aim to predict a single heart rate or respiration rate value for a long input video clip (e.g. 60s). This cannot give a complete picture of the quality of the predicted waveform. Further, this evaluation protocol is unable to account for fine-grained variations in physiological signals which are valuable in detecting cardiovascular abnormalities such as Arrhythmia.

Limited study on certain vital signs
Although the research community has made significant progress in the extraction of heart rate and respiration rate, other vital signs such as blood pressure and oxygen saturation which are clinically valuable have remained to be an open challenge.

1.3 Contributions

With an aim to address the challenges listed in Section 1.2 I introduce the following contributions:

- Vision-4-Vitals (V4V) dataset: The V4V dataset is curated with an aim to collect a relatively larger and more diverse dataset with higher physiological variations artificially induced with emotion elicitation. This dataset is publically released and includes vital signs that are valuable for heart rate estimation and respiration rate estimation.

- Exploiting temporal dimension with Transformers: Many of the previous methods rely on feature extractors with limited effective input temporal window. We hypothesize that exploiting a larger effective input window for feature extraction is valuable in reducing noise in the extraction of the rPPG signal and model fine-grained variations.

- Blood pressure estimation: In this work, I present a dataset collection setup for the extraction of Systolic and Diastolic blood pressure values. This is designed to exploit cameras mounted on a typical smartphone for recording videos at two arterial sites.

- Large-scale India-Sierra Leone dataset: As an ongoing work, we are in the process of collecting a large-scale dataset that contains over 2000 subjects including vital signs such as heart rate, respiration rate, blood pressure, oxygen saturation, and skin temperature.
1.4 Outline

This report is organized as follows:

- Chapter 2: Background. This chapter reviews the major principles and ideas of rPPG. I review certain ideas for the extraction of heart rate, respiration rate, and blood pressure.
- Chapter 3: The first V4V dataset and challenge. This chapter presents the proposed dataset and an evaluation protocol that was employed in the first V4V challenge.
- Chapter 4: Transformer-based physiological estimation. This chapter presents our proposed transformer-based approach for the task of heart rate and respiration rate estimation.
- Chapter 5: Novel vital sign data collection. In this chapter, we present a smartphone-based data collection setup for novel vital signs such as blood pressure, oxygen saturation, and skin temperature.

This work is based on the following articles:

Chapter 2

Background

In this chapter, we explore the principles and methods that have been proposed for the task of video-based estimation of heart rate and respiration rate. Some of these principles are also utilized for video-based blood pressure estimation. The earliest works in the area of physiological extraction studied the absorption spectrum of Haemoglobin (Hg) and showed that a typical RGB video can be used to approximate the underlying physiological signals [113]. Later in 2012, the Eulerian magnification of facial video demonstrated amplification of the underlying physiological blood volume signal [124] that can be perceived visually. These works have inspired several physiological estimation works which led to traditional and deep learning based methods.

The gold standard for measuring heart rate is Electrocardiogram (ECG). It records the electric potentials of heart muscle fibers during each beat cycle. Recently, ECG has started to become more widely accessible due to the miniaturization of ECG sensors on smartwatches [7]. A more popular way of measuring the heart rate is by using a finger PPG device. As described previously, the PPG device analyzes the reflection or transmission of light rays [89] that pass through underlying blood-rich skin tissues. For respiration rate measurement, healthcare professionals typically use a chest belt. The belt measures the contractions and expansions of the chest resulting from the respiratory process.

The gold standard for measuring blood pressure is the Arterial catheter which is generally used in perioperative and emergency medicine. The catheter is generally inserted into the peripheral artery to measure the mechanical motion of blood. However, cuff-based instruments developed on the principles of oscillometry are more widely used to measure blood pressure outside perioperative care.

2.1 Heart Rate and Respiration Rate

We describe the estimation of video-based heart rate and respiration rate estimation in this section. We begin with traditional methods that were developed for these tasks and then describe more recent deep-learning methods.
2.1.1 Green channel

In this work, the authors empirically show that the green wavelength [114] contains the highest relative strength when compared with red and blue wavelengths for the task of physiology extraction. This is the result of two different observations. On one hand, the molar extinction coefficient of oxygenated Haemoglobin decreases as the wavelength increases (from $B \rightarrow G \rightarrow R$). On the other hand, the penetration strength of the light through the skin segment increases as the wavelength increases (in the range of visible light). Due to this trade-off, wavelengths corresponding to the green color have the highest relative strength. Therefore, the authors extract the signal from a predetermined patch of skin by spatially averaging the pixel values within the green channel of RGB video. Once the signal is extracted, it can be detrended and filtered using a bandpass filter to remove the frequencies outside the range of heart rate (0.7Hz - 4Hz; which translates to 42bpm-240bpm). The power spectrum analysis of the extracted signal reveals peaks that correspond to the heart rate and respiration rate (and their harmonics).

However, it should be noted that the red and blue channels of RGB video have physiological information, albeit at a lower relative strength. This observation has led to additional works that study how these channels can be linearly combined to extract physiological signals. In particular, [114], demonstrates that other channels - blue and red channels have a higher strength of respiratory signal information.

2.1.2 ICA

Independent Component Analysis (ICA) has been well studied in the context of cocktail problem [108] to separate out the speech signals from an audio track consisting of multiple speakers. This idea of blind source separation has been adapted to RGB video-based physiological extraction [85] in a similar setup, where the goal is to extract the physiological signal from three signals of the recorded RGB video - red, green, and blue channels. Unlike the green method described above, ICA-based physiological extraction has been empirically shown to be robust to motion. In this study, the authors conducted the experiments on a video dataset consisting of 12 subjects recorded in predetermined lighting conditions. The subject pool included male and female genders, and also had a sufficient representation of different skin tones.

2.1.3 POS

Plane Orthogonal to Skin (POS) [118] is a principled heart rate estimation method that was carefully designed based on the skin reflection model which explains how light interacts with the skin. One of the well-known models utilized for the same is Shafer’s dichromatic reflection model. According to this model, the light incident on the skin surface can be decomposed into three main components - specular reflection, transmission, and diffuse reflection. The specular reflection is a light reflection that bounces back to the camera and does not contain color-variation information for physiological signals. Diffuse reflection is the component of light that is reflected back to the camera after passing through blood-rich layers of skin. We will again revisit the Skin
reflection model in Chapters 3 and 4. The benchmark dataset used for this study contains 60 videos recorded at 20fps; with ECG as the ground-truth signal.

### 2.1.4 PhysNet

With the advent of deep learning, several computer vision researchers have focused on improving heart rate estimation further by using deep learning architectures and loss formulations. In PhysNet [130], the authors propose a 3D convolution neural network that operates on 64 frames as input and predicts the rPPG signal directly. They use a loss formulation that maximizes the correlation of the ground truth waveform with the predicted waveform. Experimental results suggest that PhysNet is able to outperform traditional methods across multiple evaluation metrics for the task of heart rate estimation.

### 2.1.5 DeepPhys and MTTS-CAN

DeepPhys [10] was trained to predict the first derivative signal of the underlying physiological signal. The model is trained on normalized frame differences and input frames using the motion branch and appearance branch respectively. The goal of the motion branch is to extract the physiological signal while the appearance branch aims to predict an attention map that assists in the determination of the region of the image that would likely contain the physiological signal.

A mean squared loss between the ground-truth first-derivative signal and the predicted first derivative signal is employed to train the model. During the inference phase, these are the steps followed by DeepPhys to estimate the heart rate. First, the predicted signal is integrated (cumulative sum) to obtain the rPPG signal. Next, a detrending algorithm is applied to detrend the signal. Next, a bandpass filter is applied to rPPG signal to eliminate frequencies outside the frequency range of heart rate or respiration rate. Finally, the frequency corresponding to the peak value from power spectral density is predicted as the heart rate or respiration rate by DeepPhys.

MTTS-CAN [64] is similar in architecture and loss formulation to DeepPhys. However, there are two main differences. First, the MTTS-CAN model is trained to simultaneously predict heart rate and respiration rate using the same model in a multi-task learning setup. Second, the MTTS-CAN model embeds a temporal learning module called Temporal Shift Module (TSM) [59] which helps with learning over a short temporal window without adding additional trainable parameters to the network. Both DeepPhys and MTTS-CAN were able to achieve lower mean prediction errors than traditional heart rate and respiration rate estimation methods. At the time of publication, MTTS-CAN held a state-of-the-art performance on multiple datasets.

### 2.2 Blood Pressure estimation

In this section, we present some of the works that are closely related to cuffless blood pressure extraction. In Table 2.1 we summarize the related works and list (1) the input signals used by
Table 2.1: Summary of recent cuffless BP estimation methods sorted chronologically. Refer to Table 6.1 for notations. Here PTT stands for “Pulse Transit Time” and PPGm stands for “Photoplethysmography waveform morphology”.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Input signal</th>
<th>Methodology</th>
<th>Model</th>
<th>Metric</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yang et al. [126] (2021)</td>
<td>Finger-PPG, ECG</td>
<td>PPGm, PTT</td>
<td>LiR, RF, ANN</td>
<td>ME, SD, MAD</td>
</tr>
<tr>
<td>Hsu et al. [40] (2020)</td>
<td>PPG</td>
<td>PPGm</td>
<td>ANN</td>
<td>MAE, RMSE</td>
</tr>
<tr>
<td>Lin et al. [63] (2020)</td>
<td>PPG</td>
<td>PPGm</td>
<td>n/a</td>
<td>p-value</td>
</tr>
<tr>
<td>Schoettker et al. [101] (2020)</td>
<td>Finger-PPG</td>
<td>PPGm</td>
<td>LiM</td>
<td>ME, STD</td>
</tr>
<tr>
<td>Luo et al. [68] (2019)</td>
<td>Face-video</td>
<td>PPGm</td>
<td>ANN</td>
<td>ME, SD, r</td>
</tr>
<tr>
<td>Lee et al. [54] (2019)</td>
<td>ECG, PPG</td>
<td>PTT</td>
<td>LiM</td>
<td>r, ME, SD, MAD</td>
</tr>
<tr>
<td>Lin et al. [62] (2018)</td>
<td>ECG, PPG</td>
<td>PPGm, PTT</td>
<td>LiR</td>
<td>MAE, STD</td>
</tr>
<tr>
<td>Wang et al. [117] (2018)</td>
<td>Finger-video SCG, APG</td>
<td>PTT</td>
<td>LiM</td>
<td>r, RMSE</td>
</tr>
<tr>
<td>Dey et al. [17] (2018)</td>
<td>PPG</td>
<td>PPGm</td>
<td>LasR</td>
<td>MAE</td>
</tr>
<tr>
<td>Kachuee et al. [48] (2017)</td>
<td>ECG, PPG</td>
<td>PPGm, PTT</td>
<td>LiR, DT, SVM</td>
<td>STD, MAE, r</td>
</tr>
<tr>
<td>Watanabe et al. [120] (2017)</td>
<td>PPG</td>
<td>PPGm</td>
<td>n/r</td>
<td>MAD, r</td>
</tr>
<tr>
<td>Gao et al. [28] (2016)</td>
<td>Finger-video</td>
<td>PPGm</td>
<td>SVM</td>
<td>MAE, STD</td>
</tr>
<tr>
<td>Gaurav et al. [29] (2016)</td>
<td>PPG</td>
<td>PPGm</td>
<td>ANN</td>
<td>ME, STD, MAE</td>
</tr>
<tr>
<td>Datta et al. [14] (2016)</td>
<td>PPG</td>
<td>PPGm</td>
<td>Latent parameterization</td>
<td>MAE, STD, MAPD, r</td>
</tr>
<tr>
<td>Jeong et al. [45] (2016)</td>
<td>Face Video, Finger-video</td>
<td>PTT</td>
<td>LiM</td>
<td>r</td>
</tr>
<tr>
<td>Visvanathan et al. [115] (2013)</td>
<td>Finger-video</td>
<td>PPGm</td>
<td>LiR, SVM</td>
<td>Acc</td>
</tr>
<tr>
<td>Poon et al. [86] (2006)</td>
<td>ECG, PPG</td>
<td>PTT</td>
<td>Inverse-square</td>
<td>MAD, STD</td>
</tr>
</tbody>
</table>
the model for estimating the blood pressure, (2) the principle or the methodology adopted (such as Pulse Transit Time or Photoplethysmography waveform morphology) which we describe in this section, the (3) mathematical model utilized by their method and (4) the metric they used to benchmark the performance of their approach. While early methods have utilized simpler models such as linear regression and SVMs for blood pressure estimation using few handcrafted features, more recent methods have developed extensive feature sets and also make use of deep neural networks to predict blood pressure. Unfortunately, these methods have been tested on private datasets collected by respective authors. Therefore, in order to enable comparisons among different approaches, we propose a data collection setup in Chapter 5.

Traditionally blood pressure is measured using a cuff-based sphygmomanometer which is developed based on the principles of oscillometry [26]. Recently, many works have explored the estimation of blood pressure without using a cuff thereby allowing for a more comfortable experience [77]. Although there have been other works that have demonstrated utilization of ultrasound [132] and volume control approaches [27], we primarily limit our focus on these three groups of work: Pulse Transit Time (PTT) based, Photoplethysmography waveform (PPG) based and video-based blood pressure estimation. However, it should be video-based blood pressure estimation methods are directly drawn from the principles of PTT-based methods and PPG-based methods.

2.2.1 Pulse Transit Time

Pulse Transit Time (PTT) is a strong indicator of blood pressure. The mechanical model of blood vessels clearly shows that there is an inverse relationship between PTT and blood pressure [40, 42, 110]. Based on this observation, several methods have empirically verified the existence of such a relationship between PTT and BP. In [69, 73], the author utilized a simple linear model of the form $P = a \cdot \frac{1}{PTT} + b$ and showed that the model is able to estimate blood pressure with a correlation coefficient of 0.89 with systolic blood pressure. On similar lines, [90] have utilized an inverse-logarithmic relationship between PTT and blood pressure of the form $P = -a \cdot \ln(PTT) + b$ which had a correlation coefficient of 0.82 with systolic blood pressure. As tabulated in Table 2.1, methods have relied on a variety of signals such as finger PPG, ear PPG, or video-based rPPG signal for computing Pulse Transit Time (PTT) [5, 54, 117, 126]. In [45], the authors extract a video-based PPG signal (rPPG) at facial and palm locations to compute PTT using a high-frequency camera. Another related study showed that the PTT values are typically as low as 30ms and a high-frequency camera (120 fps) could mitigate error due to signal discretization [104].

2.2.2 PPG morphology

Several works have demonstrated that the signal morphology is directly influenced by blood pressure [20, 38]. Therefore, in principle, it should be possible to extract blood pressure from the PPG signal alone (without any PTT-related information). Inspired by this idea, several methods have studied features of PPG morphology that are influenced by blood pressure such as temporal
features [1, 40, 48, 58], the area features [19, 40, 58], signal amplitude features [48, 62, 91] and derivative features [40]. The authors of these methods empirically test their models and have demonstrated high accuracy on different datasets. However, these methods generally utilize a PPG device and have access to a higher-quality signal in comparison to the signal extracted from a video. As listed in Table 2.1, video-based methods tend to use the morphological information present in the PPG signal to compute blood pressure. In [68], authors recorded a large dataset consisting of over 1326 people and extracted morphological features such as PPG, HR, and wave energy using the facial video alone. Unlike this dataset which consists mostly consists of normotensive videos, in Chapter 5 we present our dataset collection which is aimed to record facial videos of subjects with BP interventions to artificially modify blood pressure. In [102], the authors used the PPG signals obtained from the face and used it to fine-tune an LSTM-based model. This method also demonstrated the high generalizability of the model to new unseen subjects. However, while deep learning based blood pressure estimation methods have started to gain popularity [21, 23, 106], these methods are compute-hungry and often cannot operate on smartphones due to limited computing budget.

Some works that estimate blood pressure through PPG morphological features also benefit from PTT correlation [48, 63]. In [68], the authors utilized PTT as one of the features and trained models such as Linear Regression (LR) and Artificial neural network (ANN). However, this work computes PTT between two confined subregions of the face which is prone to higher approximation error.
Chapter 3

Vision-4-Vitals (V4V) dataset and challenge

Telehealth has the potential to offset the high demand for help during public health emergencies, such as the COVID-19 pandemic. Remote Photoplethysmography (rPPG) - the problem of non-invasively estimating blood volume variations in the microvascular tissue from video - would be well suited for these situations. Over the past few years a number of research groups have made rapid advances in remote PPG methods for estimating heart rate from digital video and obtained impressive results. How these various methods compare in naturalistic conditions, where spontaneous behavior, facial expressions, and illumination changes are present, is relatively unknown.

To enable comparisons among alternative methods, the 1st Vision for Vitals Challenge (V4V) presented a novel dataset containing high-resolution videos time-locked with varied physiological signals from a diverse population. In this chapter, we outline the evaluation protocol, the data used, and the results. V4V challenge has been held in conjunction with the 2021 International Conference on Computer Vision. The dataset can be downloaded from here [link].

3.1 Introduction

There has been a tremendous interest in the extraction of human physiological signals using just facial videos. Computer vision based physiological extraction has been gaining momentum steadily because this technology has significant benefits over traditional contact-based measurements. Firstly, these methods allow reliable estimation of Heart Rate (HR) and Respiration Rate (RR) in absence of specialized equipment such as the electrocardiogram (ECG). These methods depend only on the video feed recorded from a general RGB camera readily available in a commodity smartphone. Secondly, these methods operate without any contact with the subject. Hence, video-based physiology estimation promotes social distancing and is more patient-friendly than contact-based devices. Thirdly, these methods aid in the remote diagnosis of patients located in remote areas where quality healthcare facilities are limited. These methods have a wide range of applications including telehealth, deep fake detection, affective computing, human behavior understanding, and sports.

[link]
Clinicians use FDA-approved devices such as an electrocardiogram (ECG), a chest belt, and a photoplethysmography (PPG) device for extracting human physiology signals such as HR and RR. Since PPG is closely related to the V4V challenge, we describe the functioning of a PPG device. It is a contact-based device capable of extracting the subtle imperceptible color changes induced as a result of periodic changes in the volume of blood flowing in the underlying skin tissues. In a simplified setup, it consists of a light emitter and receiver. While the emitter is used to focus the light beam on the skin tissue, the receiver is used to record the intensity of light transmitted back to the PPG device. It is known that the absorption spectrum of (oxy-)hemoglobin lies in the color band corresponding to green. Accordingly, the emitter and receiver are designed to capture the periodic color variations in the frequency range of heart rate. Studies have also shown that the respiration rate can be extracted either through motion analysis or using the PPG signals. However, a PPG device is a contact-based method and does not offer the attractive benefits offered by a non-contact-based method. To this end, several video-based non-contact remote physiology estimation methods have been advanced.

The video-based physiology estimation methods exploit the reflectance properties of the skin (typically facial region) with an aim to extract the human physiological signals. Often, the skin tissue is modeled under Shafers Dichromatic Reflection Model (DRM) that provides a way to model the behavior of the light energy incident on surfaces. As shown in Fig. 3.1, the light incident on the skin tissue reflects back to the camera as two components - specular and diffuse reflectance. A fraction of the incident light energy that is reflected right off the skin surface is the specular component. This appears as a glossy/shiny reflection on the image captured using the camera. Diffuse reflectance is the light component that passes through the blood-rich tissues under the skin and is then transmitted out. Therefore, the diffuse component contains the signature of physiological signals, while the specular component does

Figure 3.1: Skin reflection model. The light reflected back to the camera consists of "specular reflection" and "diffuse reflection".
not. Similar to PPG, a careful analysis of the variations in the diffuse component of the reflected light shows a pulsatile signal in the frequency range of heart rate. Therefore, video-based physiological measurement techniques are often referred to as Remote-PPG (rPPG) methods.

Several methods have been advanced for the extraction of rPPG signals \[10, 15, 52, 65, 67, 80, 85, 113, 118\]. Owing to the advancements in computer vision and deep learning, remarkable results have been achieved on the task of human physiology estimation. However, there are two drawbacks of existing methods. First, it is not clear how these various methods compare in naturalistic conditions, where spontaneous movements, facial expressions, and illumination changes are present. Second, most previous benchmarking efforts focused on posed situations. No commonly accepted evaluation protocol exists for estimating vital signs in spontaneous behavior with which to compare them. Therefore, in the 1st Vision-For-Vitals 2021 challenge, we introduce a new dataset called Vision-For-Vitals (V4V) dataset which includes challenging elements such as spontaneous behavior. We also contribute a new evaluation metric for stronger benchmarking on the V4V dataset.

### 3.2 Related works

Table 3.1 summarizes the related challenges and most recent methods in the area of remote video-based human physiological estimation.

**Related challenges.** In conjunction with CVPR’20, the 1st Remote Physiological Signal Sensing (RePSS) challenge was organized for the estimation of heart rate using RGB videos. The challenge consisted of a training dataset that was drawn from VIPL-HR-v2 \[79\] and a test set that was drawn from VIPL-HR-v2 \[79\] and the OBF \[56\] datasets. There were about 2500 samples, each 10 seconds long, in the training dataset. In order to test the efficacy of different methods employed in the challenge, the organizers used a segment-level evaluation protocol, i.e., one heart rate prediction for a 10s segment.

The 2nd Remote Physiological Signal Sensing (RePSS) challenge was held recently\[2\] and it included samples drawn from VIPL-HR-V2 and OBF. In this challenge, the organizers introduced an inter-beat-interval (IBI) based metric for measuring the performance of the participants’ methods. Unlike the segment-level metric used in the 1st RePSS, the IBI-based metric is more granular as it penalizes missed/extra heartbeat predictions. In the 2nd RePSS challenge, the organizers also included respiration rate as a separate challenge track. Our V4V challenge is similar in spirit to the 2nd RePSS as we used granular evaluation metrics and have both tracks (HR and RR). Further, we introduce a newly curated dataset that contains challenging elements such as spontaneous behavior and varied physiological signals as part of our V4V challenge.

**Methods.** Traditional rPPG extraction methods typically involve two stages. The signal is first extracted based on the rPPG principles, and then the signal processing methods are used to compute the HR and RR. In \[113\], the pixels in the green channel are used to extract the physiological signals since it contains a strong signature of the pulsating rPPG signal. Some methods such as

---

\[2\] in conjunction with ICCV’21
Table 3.1: Summary of previous challenges and recent methods in the area of video-based non-contact physiology estimation. Many of the previous evaluation protocols use non-overlapping segments. In V4V 2021, we use continuous frame-level error measurement metrics.

<table>
<thead>
<tr>
<th>Related Challenges</th>
<th>HR</th>
<th>RR</th>
<th>Datasets used</th>
<th>Evaluation Protocol</th>
</tr>
</thead>
<tbody>
<tr>
<td>The 1st Remote Physiological Signal Sensing (CVPR’20) [57]</td>
<td>✓</td>
<td>✗</td>
<td>VIPL-HR-v2, OBF</td>
<td>10s non-overlapping segment</td>
</tr>
<tr>
<td>The 2nd Remote Physiological Signal Sensing (ICCV’21)</td>
<td>✓</td>
<td>✓</td>
<td>VIPL-HR-v2, OBF</td>
<td>Continuous metric: Inter-beat interval</td>
</tr>
<tr>
<td>Recent Methods</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MTTS-CAN (NeurIPS’20) [65]</td>
<td>✓</td>
<td>✓</td>
<td>AFRL, MMSE-HR</td>
<td>30s non-overlapping segment</td>
</tr>
<tr>
<td>Feature Disentanglement (ECCV’20) [80]</td>
<td>✓</td>
<td>✓</td>
<td>OBF, VIPL-HR, MMSE-HR</td>
<td>30s non-overlapping segment</td>
</tr>
<tr>
<td>1st Vision-For-Vitals Challenge</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ours (ICCV’21)</td>
<td>✓</td>
<td>✓</td>
<td>V4V dataset</td>
<td>Continuous metric: Frame-level HR/RR</td>
</tr>
</tbody>
</table>

[13, 85, 88] use an ICA method to determine the underlying rPPG signal followed by 3rd order Butterworth bandpass filtering to obtain the power spectrogram whose peak corresponds to the heart rate (in a valid range of 0.7Hz - 2.5Hz). Tarassenko [111] et. al propose a pipelined approach that uses face tracking and pole selection mechanism to estimate heart rate, respiration rate, and oxygen saturation. However, these methods are susceptible to the noise, motion, and lighting conditions of the environment.

Advancements in deep learning [52, 53, 65, 66, 81, 99] have made it possible to achieve remarkable performance in the task of video-based human physiological estimation. One of the early popular methods in this direction is DeepPhys [10]. This model is trained on many facial videos in a supervised fashion, where ground truth blood volume pulse was used as the label. The key idea is to use separate branches for modeling motion and appearance. The latter branch aids the former by providing attention to facial pixels. Similarly, a more recent method MTTS-CAN [65] used the attention mechanism in conjunction with Temporal Shift Modules [60] to achieve real-time performance on the task. In [80], the authors demonstrated an effective method to disentangle spatio-temporal representation of the video called MSTmaps into noisy signals and physiological signals. In summary, deep learning methods have demonstrated reliable performance on datasets containing relatively stable physiological signals. In the V4V challenge, we introduce a dataset in which the physiological signals vary significantly due to the elicitation of spontaneous emotions.

### 3.3 V4V dataset curation

As part of the V4V challenge, we curated a database called the V4V dataset by carefully selecting subjects from the Multimodal Spontaneous Emotion database (BP4D+) [134] along with a number of new subjects that are collected as BP4D+ extension. In this section, we describe the data collection process, distribution of subjects, and data annotation process used for creating the V4V dataset. In this section, we also describe the significance of the dataset for the V4V
Figure 3.2: Subject participating in a cold presser (T8) task

challenge since the dataset contains challenging variations in the physiological signals induced through emotion elicitation.

3.3.1 Data collection and annotation

The V4V dataset was curated with the goal of obtaining a large-scale emotional corpus for human behavioral and physiological analysis. The dataset is collected at Binghamton University and includes subjects of age groups ranging from 18 to 66. It has subjects from diverse ethnicities/racial ancestries - African American, White, Asian (East and Middle-east), Hispanic/Latino, and Native American. There are 179 subjects in total with a maximum of 10 experimental tasks per subject. Each task was specifically designed to induce specific emotions among participants.

For recording the facial videos of each subject, a 3D Dynamic imaging system (Di3D) was used. All the videos were recorded with a resolution of $1040 \times 1392$ pixels and a fixed frame rate of 25 FPS in portrait mode. The Di3D system also has a symmetric lighting system that is used as the light source for capturing the videos. A board has been placed in the background while recording the video to limit any background motion and noise.

For collecting human physiological data, the Biopac MP150 system was used. The specification of the device is as follows:

- Blood pressure: For monitoring the blood pressure, the Biopac NIBP100D system with a
measurement range of (-25mmHg, 300mmHg) was used. It contains a finger unit and an inflatable cuff that can be placed on the arm to measure blood pressure. The device recorded high-quality measurements of systolic and diastolic blood pressure and also recorded the continuous blood pressure waveform at 1000Hz.

- **Heart Rate (HR) measurement**: We used off-the-shelf software called Biopac AcqKnowledge to derive HR measurement from the continuous blood pressure signal. This was achieved by performing noise removal, followed by peak-to-peak time calculation. The software used an HR range preset to (40, 180) beats-per-min. The HR signal is then down-sampled and synchronized with each frame.

- **Respiration Rate (RR) measurement**: The respiratory signal was captured by using the Biopac Respiration Belt. Similar to the extraction of HR, we used the Biopac Acqknowledge software to extract the respiration rate of the subject by computing peak-to-peak time with an RR range preset to (4, 20) breaths-per-min.

In order to synchronize the camera and physiological devices, a controller was used to trigger the start of video capture and physiology measurement simultaneously.
Figure 3.4: Distribution of videos according to the ethnicity of subject for train, validation, and test subjects.

<table>
<thead>
<tr>
<th>Task</th>
<th>Activity performed</th>
<th>Emotion induced</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>Funny joke</td>
<td>Happiness</td>
</tr>
<tr>
<td>T2</td>
<td>Watch 3D avatar of self</td>
<td>Surprise</td>
</tr>
<tr>
<td>T3</td>
<td>911 emergency call</td>
<td>Sadness</td>
</tr>
<tr>
<td>T4</td>
<td>Sound</td>
<td>Surprise</td>
</tr>
<tr>
<td>T5</td>
<td>True / False question</td>
<td>Skepticism</td>
</tr>
<tr>
<td>T6</td>
<td>Silly song</td>
<td>Embarrassment</td>
</tr>
<tr>
<td>T7</td>
<td>Dart threat</td>
<td>Fear</td>
</tr>
<tr>
<td>T8</td>
<td>Cold presser</td>
<td>Pain</td>
</tr>
<tr>
<td>T9</td>
<td>Complaining against participant</td>
<td>Angry</td>
</tr>
<tr>
<td>T10</td>
<td>Odor experience</td>
<td>Disgust</td>
</tr>
</tbody>
</table>

Table 3.3: V4V Dataset: Data split

<table>
<thead>
<tr>
<th>Data Fold</th>
<th>Number of subjects</th>
<th>Number of Videos</th>
<th>Average video length (in sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>100</td>
<td>724</td>
<td>44.2</td>
</tr>
<tr>
<td>Validation</td>
<td>39</td>
<td>276</td>
<td>42.9</td>
</tr>
<tr>
<td>Test</td>
<td>40</td>
<td>358</td>
<td>45.8</td>
</tr>
</tbody>
</table>
3.3.2 Emotion elicitation protocol of the V4V dataset

Each subject participated in 10 different tasks that were carefully designed to evoke a specific emotion. It is known that an increased emotional activity often alters the human physiological signals [125]. For example, fear arousal spontaneously increases the heart rate and respiration rate of a subject. To achieve this goal, a skilled interviewer was hired to conduct the tasks.

As shown in Table 3.2, the tasks included interpersonal communication, film watching, cold pressure, and physical activities. There is also a smooth transition in the emotions induced across the 10 tasks. There was a brief pause between any two tasks for self-reporting purposes.

First, the interviewer ensured that the participant felt comfortable and relaxed at the start of data collection by advancing a joke (T1). Then the subject was shown their own 3D avatar to invoke the feeling of surprise (T2). Next, the T3 task required participants to watch a short film of a 911 emergency call to elicit a feeling of sadness. In the T4 task, a loud noise was played to startle and surprise the participant. The interviewer then induced skepticism by advancing a question (T5), followed by arousal of embarrassment when the subject was required to conduct a silly task (T6). In the T7 task, the interviewer invoked fear in the participant by threatening to throw a dart at the subject. In T8, the participant was required to submerge their hand into the ice water which invoked physical pain. The interviewer pretended that the participant demonstrated poor performance in task T8 and complained to the participant to evoke anger (T9). In the final task, T10, the subject experienced a smelly odor to evoke a feeling of disgust. At the end of each task, the subject was asked to report the emotions experienced from a list of choices and also rate the emotional intensity in a 5-point rating style.

Owing to the carefully designed emotion elicitation, the V4V dataset contains challenging intra-video physiological variations. Further, due to the nature of the tasks T6-T10, they often are associated with large head movements (≥ 10 deg) adding an additional element of challenge for physiological estimation. Therefore, V4V dataset offers desirable elements for benchmarking approaches effectively.

3.3.3 Post-processing

After creating the ground truth, we eyeballed each of the heart rate and respiration rate sequences to discard any video that had noisy readings, e.g. Shaking the contact-based device during emotion elicitation tasks. We ensured that every video had exactly 1 HR and 1 RR reading per frame of the video after aligning the physiological signals. After processing the data as described, we obtained 179 subjects and 1358 videos with heart rate and respiration rate readings.

3.3.4 V4V Challenge phases and dataset split

The 1st V4V challenge was organized in two phases. In the first phase, the participants used the validation set to improve the performance of their methods, and in the second phase, the participants evaluated their method on the test set. A public leaderboard was maintained in both
Figure 3.5: Distribution of videos according to subject gender for train, validation, and test splits.

As shown in Table 3.3, we used 1000 videos in phase 1 of the challenge where the training set included 724 videos and the validation set included 276 videos. At the start of phase-1, we released the training dataset and validation set videos. The training set contains the compressed videos, heart rate signal, respiration rate signal, and raw 1000 Hz blood pressure waveform. At the start of phase-2, we released the test set videos (a total of 358 videos) and validation-set ground truth as well.

In order to ensure that the methods performed fairly across different population groups, we used gender and ethnicity information self-reported by the subjects to create the data folds. Fig. 3.4 shows the ethnic distribution of subjects of train, validation, and test set. We tried to balance the ethnic distribution keeping them similar across the data splits to avoid the biases brought by skin tone and affective attributes. Fig. 3.5 presents the distribution of videos according to the gender of the subject, which has been adjusted to have near-balanced distribution, with the number of female subjects slightly more than the number of male subjects in the train and validation set.

3.4 Evaluation metrics

In the existing literature, Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), and Pearson Correlation Coefficient (R) have been used commonly for evaluating the efficacy of the proposed method. The caveat is that almost all of the existing works construct 30-second non-overlapping segments and predict a single HR/RR value per segment. While this is a good measure of the performance of the method, it has some potential drawbacks.
Table 3.4: Results obtained on the V4V dataset (test set) sorted by cMAE (lower is better ↓)

<table>
<thead>
<tr>
<th>Approach</th>
<th>cMAE (↓)</th>
<th>cRMSE (↓)</th>
<th>cR (↑)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stent et. al [107]</td>
<td>9.22</td>
<td>14.18</td>
<td>0.47</td>
</tr>
<tr>
<td>Hill et. al [36]</td>
<td>9.37</td>
<td>14.59</td>
<td>0.44</td>
</tr>
<tr>
<td>Kossack et. al [49]</td>
<td>10.15</td>
<td>15.38</td>
<td>0.44</td>
</tr>
<tr>
<td>Ouzar et. al [82]</td>
<td>11.60</td>
<td>14.90</td>
<td>0.20</td>
</tr>
<tr>
<td>Baseline (Green [113])</td>
<td>15.45</td>
<td>20.73</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Unlike other physiological datasets, the V4V dataset consists of short video clips that have significant intra-video variations in the HR and RR (as seen in Fig. 3.2 and Fig. 3.3) for the duration of the video. Therefore, an accurate method should be able to predict HR and RR at a more fine-grained frame-level rather than at a segment-level. Further, contact-based devices predict the heart rate continuously, instead of one prediction for every 30s. This is especially useful in diagnosing Atrial fibrillation (Afib) [84] which is associated with high Heart Rate Variability. Based on these observations, we propose a metric that computes error by taking into account the frame-level HR/RR.

In the 1st V4V challenge, we employ the following three metrics - MAE, RMSE, and R - at a frame-level rather than at segment-level. We denote these granular evaluation metrics as cMAE, cRMSE, and cR respectively. (where c indicates a continuous metric)

\[
cMAE = \frac{\sum_{i} |\hat{H}R_i - H_i|}{N} \tag{3.1}
\]

\[
cRMSE = \sqrt{\frac{(\sum_{i} |\hat{H}R_i - H_i|^2)}{N}} \tag{3.2}
\]

\[
cR = \text{PearsonCorrelation}(\hat{H}R, H) \tag{3.3}
\]

where \(HR_i\) is the ground truth heart rate of the frame \(i\) in the test set, \(\hat{H}R_i\) is the predicted heart rate for the frame \(i\) in the test set and \(N\) is the total number of frames in the test set. Similarly, we define equivalent evaluation metrics for Respiration Rate using \(RR_i\) and \(\hat{RR}_i\).

3.5 Methods used in the V4V challenge

There were four teams that participated in the V4V challenge. In Table 3.4 results obtained by different teams and a baseline (Green) method [74] [113] have been listed.
3.5.1 Estimating Heart Rate from Unlabelled Video

Stent et. al [107] use a self-supervised approach based on [31] to overcome challenges that are typically faced by a supervised approach such as imprecise and noisy data collection owing to complex ground truth capturing setup, proprietary hardware computations, etc. Further, by virtue of the self-supervised nature of the proposed method, it can also tackle any domain shift problem that arises during the test phase. First, an image of size $192 \times 128$ is extracted by using a face detector [133] and padded with an additional 25% buffer. Then a PPG estimator consisting of 3DCNN [130] is used to extract the rPPG signal.

The core idea of this approach is to formulate a self-supervised framework by utilizing a video resampling module to augment the dataset with new heart rate labels. E.g., the heart rate of the subject can be increased by squeezing the video. Similarly, stretching the video decreases the heart rate. The module is not only used to increase/decrease the heart rate by controlling the speed for video but it is also used to resample the output rPPG signal with corresponding inverse frequency. Based on this idea, positive and negative pairs are constructed for effective contrastive learning [9 34].

Owing to the self-supervised nature of the proposed method, the method is able to train on the test samples directly. The paper also implements several hand-crafted tricks to further improve performance of the their method. The authors employ specialist models to account for multi-mode lighting conditions in the test set and also propose a confidence model to mitigate errors caused by faulty PPG prediction.

3.5.2 Beat-to-Beat Cardiac Pulse Rate Measurement From Video

Hill et al. [36] proposed a hybrid-CAN-RNN framework by incorporating a bi-directional GRU on the top of CAN [65]. The original Hybrid-CAN has two branches: (1) the appearance branch, and (2) the motion branch. The appearance branch deploys 2D convolutions to extract the spatial skin features. The temporal module leverages 3D convolutions to capture the temporal relationships. An attention module is used to bridge the connection between motion and appearance branches, and the generated attention masks make the network focus on useful signals.

In addition, two layers of GRU (the first is bi-directional) are used for learning the longer-term rPPG waveform transitions, and the reason is that the convolutional layers can only capture local spatial and temporal features. Besides, a synthesized dataset is used to improve the model generalization ability, and other datasets such as AFRL [24] and UBFC [6] are used for training. The variety of the training data improves the model generalization ability, which helps to deal with more complicated environmental biases.
3.5.3 Automatic region-based heart rate measurement using remote photoplethysmography

Kossack et. al [49] utilize a popular classical method called “plane orthogonal to skin” (POS) [118] to measure the heart rate. The core idea of this V4V submission is to extract a signal from the region of the face that has the strongest signature of rPPG in it. In order to achieve this goal, the face region is divided into five subregions - forehead, right cheek, left cheek, nose, and the entire face is considered as the fifth subregion. For each of these ROIs, a score is computed and the ROI with the best score is used to determine the heart rate of the subject.

First, POS projection is applied to each subregion to extract the rPPG signal followed by FFT and bandpass filtering to obtain a power spectrum density for each subregion. Next, a scoring function is designed for the determination of the best region of interest. This function is dependent on two parameters, (1) Maximum magnitude ($M_{max}$) and (2) Row wise sum of the correlation matrix of 5 rPPG signals ($C_{sum}$). The sum of $M_{max}$ and $C_{sum}$ yields the final score which is used to determine the best region of interest. Since this method does not take a deep learning approach, the method can be used directly on the test set.

3.5.4 Results

Various approaches are evaluated for cMAE, cRMSE, cR as shown in Table 3.4. It is interesting to note that the self-supervised formulation used by [107] is on top of the leaderboard demonstrating good performance on continuous evaluation metrics. However, their approach also involves carefully handcrafted tricks. The method presented in [36] used additional datasets for training and obtained cMAE of 9.37. All participants chose to participate only in the HR sub-challenge. In summary, the results obtained by different methods indicate that continuous prediction is still a challenging task and there is scope for further improvements.

3.6 Conclusion

In this paper, we have presented the first Vision-for-Vitals challenge for benchmarking the performance of different rPPG methods on a newly curated large-scale dataset called V4V dataset. The dataset contains desirable attributes necessary for benchmarking various approaches including challenging elements such as spontaneous behavior and varied HR/RR signals. Further, in order to benchmark different methods effectively, we evaluate various approaches using granular frame-level error metrics rather than segment-level error metrics employed by previous methods. The results show that there is room for further improvement in methods and evaluation protocols used for non-contact video-based human physiological estimation.
Chapter 4

Transformer-based physiology estimation

The video-based physiological signal estimation has been limited primarily to predicting episodic scores in windowed intervals. While these intermittent values are useful, they provide an incomplete picture of patients’ physiological status and may lead to late detection of critical conditions.

We propose a video Transformer for estimating instantaneous heart rate and respiration rate from face videos [97]. Physiological signals are typically confounded by alignment errors in space and time. To overcome this, we formulated the loss in the frequency domain.

We evaluated the method on the large-scale Vision-for-Vitals (V4V) benchmark. It outperformed both shallow and deep learning based methods for instantaneous respiration rate estimation. Our code is available here.

4.1 Introduction

Contact-based devices (e.g. pulse-oximeter) are prevalent among healthcare professionals for assessing and monitoring the vital signs of patients in hospital settings. These vital sign monitoring devices require physical contact and can cause discomfort to patients. As remote diagnosis is becoming increasingly common, partly due to the recent COVID-19 pandemic, there is a pressing demand for non-contact physiological estimation methods.

Over the years, conventional photoplethysmography (PPG), the contact-based optical estimation of microvascular blood volume changes, has evolved into contactless imaging PPG (iPPG). These methods utilize digital cameras and computer vision techniques for estimating heart-generated pulse waves and their respiratory modulation by means of peripheral blood perfusion measurements. Past research has demonstrated that these bio-signals can be extracted with high fidelity in a strictly controlled environment; i.e. with a prediction error, $< 3$ beats-per-min for Heart Rate extraction [10]. Intuitively, the camera captures subtle periodic color variations that result from the blood volume changes in the underlying skin tissues. A careful analysis of the subtle changes in the video reveals the physiological state.

[https://github.com/revanurambareesh/instantaneous_transformer](https://github.com/revanurambareesh/instantaneous_transformer)
Previous video-based physiological extraction techniques have been limited to predicting episodic heart rate values over large, non-overlapping windows (e.g. 30 seconds), which influenced the choice of performance metrics to evaluate these methods. The window-based evaluation protocol does not provide complete insight into Heart Rate Variability (HRV), which plays an important role in understanding the physical and mental conditions of an individual [84]. This evaluation gap has been considered in a recent physiological challenge organized at the ICCV conference called “Vision-for-Vitals” (V4V). Instead of using non-overlapping windows to measure the error, the challenge organizers [96] proposed using an instantaneous (a.k.a. continuous) evaluation protocol that measures the performance of a method at a per-frame level. Hence, in our work, we aim to benchmark different methods including our proposed method using this continuous evaluation protocol (Fig. 4.1).

Recently, deep learning based solutions have been proposed for the task of human physiology estimation [10, 80]. One of the most popular methods in this direction is DeepPhys [10]. This method utilizes the optical principles of PPG to predict blood volume pulse (and respiratory wave for respiration rate estimation) from a facial video. Even though DeepPhys has made significant progress, it is still limited to episodic evaluation and is unable to fully exploit the temporal and periodic nature of the blood volume pulse. To remedy this, we draw motivation from recent work on video analysis [78] and utilize a Transformer based architecture for frame-level prediction.
There is a body of literature that shows that the Transformer is effective in modeling temporal sequences [8, 112].

The paper advances two main novelties:

- In our work we use a Transformer based architecture for instantaneous prediction and evaluation of human physiological signals from the facial video. We formulate the loss function in the frequency domain to minimize confounds introduced by the temporal misalignment of the video and the PPG signals.
- We evaluate the method on the challenging Vision-for-Vitals (V4V) dataset. We show that our approach reliably estimates Heart Rate (HR) and Respiration Rate (RR), outperforming shallow and deep-learning methods trained on the same data (V4V training set).

4.2 Related Work

4.2.1 Video-based physiology extraction

Based on the principles of remote-photoplethysmography (rPPG), several methods have been advanced [13, 15, 85, 88, 111, 113, 118, 124] for the extraction of physiological signals from facial videos. In [113], the authors highlighted that the green channel of the RGB video can be used to compute the heart rate since the green channel has the strongest signature of photoplethysmography. Wang et. al [118] proposed a mathematical model for the reflection properties of skin and developed a novel rPPG method based on the model. Further, researchers have utilized face detection and tracking methods such as the Bounded Kalman Filter for extracting facial regions of interest [13, 88].

More recently, deep learning approaches [10, 65, 67] have been proposed for the task of physiological estimation. One of the main aspects of DeepPhys [10] and MTTS-CAN [65] architectures is the spatial attention mechanism which is used to determine the right regions of interest thereby enabling end-to-end trainability of the network. However, all of these methods are evaluated on episodic scores over windowed intervals. To tackle this limitation, the Vision-for-Vitals workshop [96] held at ICCV introduced multiple metrics to promote instantaneous prediction of HR and RR. In our work, we aim to evaluate all methods including ours over these metrics. We also aim to incorporate spatial attention masks and utilize Transformer for temporal learning.

4.2.2 Transformers

A transformer [112] consists of a transformer-encoder and a transformer-decoder which in turn are composed of several multi-headed self-attention layers. In [112], the authors demonstrated high accuracy of Transformer based architecture for multiple language translation tasks. With minor modifications to the proposed Transformer architecture, it has been successfully adapted to a wide range of research problems in computer vision and natural language processing. Par-
particularly, the computer vision community has explored transformer-based architecture in two forms.

In one form, the Transformer based architecture includes a convolutional neural network (CNN) backbone that is used as a feature extractor [8, 61, 78]. In [8] the authors employed ImageNet pre-trained ResNet-based backbone as a spatial feature extractor for the task of object detection using Transformers in an end-to-end manner. In other related work, video Transformers [78] have been employed for the goal of temporal modeling of the videos. Here, the convolutional backbone extracts features, and the Transformer is used for temporal modeling. In our work, we use a DeepPhys [10] based convolutional backbone network and a Transformer for temporal modeling.

In another form, the architecture is developed purely using transformer layers. In [18] the authors trained a pure transformer for the task of image classification by dividing the image into multiple parts. In related work, [131] aimed at detecting fake 3D printed face masks using Transformer based architecture by drawing motivation from the principles of Photoplethysmography. This is achieved by feeding the Multi-scale Spatio-Temporal maps (MSTmaps) of the facial regions and background regions along with a positional embedding into a transformer network.

In this work, we focus on developing a method for the task of instantaneous evaluation of physiological signals by using a video transformer. We aim to train the network in an end-to-end manner by relying on the spatial attention module in DeepPhys.

4.3 Methods

The goal of remote PPG extraction is to effectively extract a bio-signal that contains HR (or RR) using a facial video. To this end, we propose a Transformer-based architecture, inspired by the principles of remote PPG. In this section, we first introduce the optical basis of our method by relying on the skin reflection model [10, 118]. Next, we propose the architecture for the HR/RR estimation and finally explain the loss formulation that we used for training the model.

4.3.1 Optical basis of video-based bio-signal extraction

The changes in the volume of blood flowing underlying the facial skin results in subtle color changes. In order to extract this bio-signal, we use the popular skin reflection model that is based on Shafer’s dichromatic reflection [10, 118]. At a given time instance \( t \) in the video, the reflection of the light back to the camera can be considered as a function that varies in the RGB color space according to Eq. 4.1.

\[
C_k(t) = i(t) \cdot (v_s(t) + v_d(t)) + v_n(t) \tag{4.1}
\]

Here, \( C_k(t) \) is the color intensity of the RGB pixel \( k \), \( i(t) \) luminance intensity level which is regulated by specular reflectance \( v_s \) and diffuse reflectance \( v_d \). The term \( v_n \) is the camera quantization noise. The specular reflection is a mirror-like reflection that bounces the light right off
the facial skin while the diffuse component contains useful pulsatile signals. The components \( v_d(t) \) and \( v_s(t) \) can be expressed further in terms of stationary reflection strength, underlying physiological bio-signal \( p(t) \) and motion induced changes \( m(t) \) (e.g. facial movements, expressions).

\[
v_d(t) = u_d \cdot d_0 + u_p \cdot p(t) \tag{4.2}
\]

\[
v_s(t) = u_s \cdot (s_0 + \Phi(m(t), p(t))) \tag{4.3}
\]

Here \( u_d \) is the stationary skin reflection strength and \( u_p \) is pulsatile signal strength that varies according to the volume of hemoglobin. Notice how Eq. 4.2 does not depend on \( m(t) \), while Eq. 4.3 depends on both \( m(t) \) and \( p(t) \). Further, \( u_s \) is the unit norm vector indicating the color of the light spectrum and \( s_0 \) is the stationary component of the specular reflection and \( \Phi \) is a function of motion \( m(t) \) and the physiological signals \( p(t) \).

Next, \( i(t) \) can be further decomposed into stationary and varying components according to,

\[
i(t) = i_0 \cdot (1 + \Psi(m(t), p(t))) \tag{4.4}
\]

Substituting Eq. 4.2, Eq. 4.3, and Eq. 4.4 into Eq. 4.1 we obtain Eq. 4.5

\[
C_k(t) \approx u_c \cdot i_0 \cdot c_0 + u_c \cdot i_0 \cdot c_0 \cdot \Psi(m(t), p(t)) + \\
u_s \cdot i_0 \cdot \Phi(m(t), p(t)) + u_p \cdot i_0 \cdot p(t) + v_n(t) \tag{4.5}
\]

As a next step, we remove the dominant stationary signal by computing the first order derivative of \( C_k(t) \) in line with [10]. Additionally, we reduce the image size to a size of \( 36 \times 36 \) to suppress the quantization noise i.e. \( v_n \approx 0 \).

\[
C'_k(t) \approx u_c \cdot i_0 \cdot c_0 \cdot \left( \frac{\partial \Psi}{\partial m} m'(t) + \frac{\partial \Psi}{\partial p} p'(t) \right) + \\
u_s \cdot i_0 \cdot \left( \frac{\partial \Phi}{\partial m} m'(t) + \frac{\partial \Phi}{\partial p} p'(t) \right) + u_p \cdot i_0 \cdot p'(t) \tag{4.6}
\]

As an additional normalization step, we also divide \( C'_k(t) \) by \( u_c \cdot i_0 \cdot c_0 \) to remove further stationary luminance intensity across all pixels. In practice, we approximate \( C'_k(t) \) by computing the pixel-wise difference for consecutive pairs of frames and normalizing it by using a mean frame. We remove the constant factor of 2 from the resulting expression as it is just a scaling term. Therefore, we obtain \( M_k(t) \), which we use for training our model (Eq. 4.7).

\[
M_k(t) = \left( C_k(t + 1) - C_k(t) \right) \odot \left( C_k(t + 1) + C_k(t) \right) \tag{4.7}
\]

where \( \odot \) is the Hadamard division (element-wise) operation.
4.3.2 Video Transformer for physiological estimation

In this section, we propose a Video Transformer for the task of human physiological estimation. As shown in Fig. 4.2, the video transformer consists of a spatial backbone \( \mathcal{P} \) and frame-level temporal aggregation module \( \mathcal{T} \) to assist with learning temporal dependencies of the bio-signal waveform. For the spatial backbone, we use the popular DeepPhys-based architecture and for the temporal module, we use the Transformer-encoder architecture. Therefore, our video Transformer is an end-to-end trainable framework, unlike the approaches which use facial landmark detection for selecting pixels in the region of interest [67].

We begin by describing the DeepPhys-based spatial backbone network depicted in Fig. 4.3. The network consists of two branches for modeling motion representation and spatial attention. The motivation for using the spatial attention branch is to learn regions of the face (via the attention masks) that could assist the motion branch for physiological estimation. The spatial attention branch is trained on a video frame \( C_k(t) \) of dimension 36 \( \times \) 36, and the motion branch is trained on the normalized frame differences \( M_k(t) \) of dimension 36 \( \times \) 36 (Eq. 4.7). The attention mask \( q \) is given by,

\[
q = \frac{(h_x w_k) \cdot z_a}{2 \| z_a \|_1} \tag{4.8}
\]
where $h_z, w_z$ are the dimensions of the input feature map, $z_a$ are the sigmoid activations of the features from spatial attention branch (Fig. 4.3). These attention masks are multiplied element-wise across the features of the motion branch. Finally, the FC-layer of $P$ encodes the spatial features into a vector of dimension $d$ (Fig. 4.3).

We achieve frame-level temporal aggregation by utilizing a Transformer encoder $T$ \cite{112}. The encoder network is trained on the FC features of $P$ using $N$ frames of the video where $N$ is the number of frames used for temporal aggregation. We pass all the features of $P$ through a linear layer that reduces $d$ dimensional vector into a $d_T = 32$-dimensional embeddings. Along with these embeddings, we additionally include $[CLS]$ token for training the encoder network. Each encoder layer consists of a multi-headed self-attention block with 8 self-attention modules and an MLP layer. Further, at each input step of the Transformer, we also include positional encoding ($PE$) to inject the temporal information into the model. To this end, we utilize the position-encoding layer proposed by \cite{112} and are controlled according to Eq. 4.9 and Eq. 4.10.

$$PE_{(pos,2i)} = \sin(pos/10000^{2i/d_T})$$ \hspace{1cm} (4.9)

$$PE_{(pos,2i+1)} = \cos(pos/10000^{2i/d_T})$$ \hspace{1cm} (4.10)

where, $pos$ is the position and $i$ is the dimension in the position embedding. The output features of the encoder layers are then fed into a single MLP layer to obtain $\hat{y}$.
4.3.3 Loss formulation

We train our model end-to-end using a ground truth signal such as blood pressure (for HR) or respiratory wave (for RR). One straightforward way to train the model is by using a Mean-Squared Error (MSE) loss. However, MSE loss assumes that the ground truth is accurately synchronized with the bio-signal in the facial video. Unfortunately, it is challenging to perfectly synchronize the bio-signal with ground truth for two reasons. First, the devices used for ground-truth video capture and physiological signal recording are different. Therefore, one has to manually align the video frames with the ground-truth signal. Second, the ground truth is often collected at a peripheral site such as a finger. Therefore, there is an additional delay resulting from the Pulse-Transit Time (PTT). A related work [5] shows that the time delay for pulse transit between ear and finger is close to 150ms.

One of the other limitations of MSE loss is that it trains the model to learn both the amplitude and frequency of a wave. However, for the task of HR/RR estimation, we are interested only in the frequency of the underlying pulsatile signal and not the amplitude of the signal. Therefore, we make use of Maximum Cross-Correlation loss $l(y, \hat{y})$ and perform the cross-correlation computation in the frequency domain instead of the time domain.

$$ l(y, \hat{y}) = -c \cdot \text{Max} \left( \frac{F^{-1}\{\Omega(F(y) \cdot F(\hat{y}))\}}{\sigma_y \sigma_{\hat{y}}} \right) $$  \hspace{1cm} (4.11)

where $\hat{y}$ is the ground-truth as computed by signal differences $\Delta p$ and $y$ is the predicted waveform. Further, $\Omega$ is a bandpass operator which retains only frequencies of interest, $c$ is the ratio of power present inside the frequency range of heart rate to the total power, $F$ is the Fourier-transform operator and $(\cdot)^*$ is the conjugate operator.

4.4 Results

4.4.1 Implementation details

We reduced the input image size to $36 \times 36$ in line with [10] and computed the normalized input frame difference for the motion branch. For training the video Transformer, we fixed the number of input frames to $N$ (where $N = 100$ for HR estimation and $N = 1000$ for RR estimation) and trained our network end-to-end. During inference, we used the predictions from $\mathcal{T}$ and computed cumulative sum to obtain the final waveform prediction. After that, we calculated the Fourier Transform of the waveform and applied a bandpass filter to limit the frequencies within the range of HR / RR and obtained $\hat{y}$. For the HR model, we used $d = 128$ and for the RR model, we used $d = 32$. 
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4.4.2 Datasets and evaluation protocol

We use the Vision-for-Vitals (V4V) dataset that consists of 179 subjects and 1358 videos in total. The V4V dataset contains continuous blood pressure waveform recorded at 1KHz, frame-aligned HR, and frame-aligned RR. We use the V4V training dataset for training the model and report the performance of our model on both the V4V validation set and the V4V test set. We follow the evaluation protocol set forth in the V4V challenge [96] and report continuous MAE (cMAE) and continuous RMSE (cRMSE).

\[
cMAE = \frac{\sum_{i} |\hat{HR}_i - HR_i|}{N'}
\]

\[
cRMSE = \sqrt{\frac{\sum_{i} (\hat{HR}_i - HR_i)^2}{N'}}
\]

where, \(\hat{HR}_i\) and \(HR_i\) are the predicted HR and ground-truth HR for the frame \(i\) respectively and \(N'\) is total number of frames in test-set. We use the same evaluation protocol for benchmarking RR results. Further, in order to enable evaluation of all methods on continuous evaluation protocol, we use a short moving window over the predicted blood volume pulse for HR (and predicted respiratory wave for RR) and employed FFT to predict continuous HR.

4.4.3 Heart rate estimation results

Table 4.1 shows the comparison of our method against traditional non-deep learning methods (implemented in [74]) - Green [113], POS [118] and recent deep-learning methods - DeepPhys [10] and TS-CAN [65]. It is important to note, that for a fair comparison, we excluded studies
Table 4.1: Comparison of our method against previous works for HR estimation on the V4V validation set and V4V test set. Note that lower \( cMAE \) and lower \( cRMSE \) are better (\( \downarrow \)).

<table>
<thead>
<tr>
<th>Name</th>
<th>Val. set (( \downarrow )) ( cMAE )</th>
<th>Val. set (( \downarrow )) ( cRMSE )</th>
<th>Test set (( \downarrow )) ( cMAE )</th>
<th>Test set (( \downarrow )) ( cRMSE )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Green [113]</td>
<td>16.5</td>
<td>21.4</td>
<td>15.5</td>
<td>21.9</td>
</tr>
<tr>
<td>POS [118]</td>
<td>17.3</td>
<td>21.2</td>
<td>15.3</td>
<td>21.8</td>
</tr>
<tr>
<td>ICA [85]</td>
<td>13.9</td>
<td>20.0</td>
<td>15.1</td>
<td>20.6</td>
</tr>
<tr>
<td>TS-CAN [65]</td>
<td>11.7</td>
<td>17.8</td>
<td>13.9</td>
<td>19.2</td>
</tr>
<tr>
<td>Ours</td>
<td>10.3</td>
<td>16.1</td>
<td>13.0</td>
<td>18.8</td>
</tr>
</tbody>
</table>

Table 4.2: Comparison of our method against previous works for RR estimation on the V4V validation set and V4V test set. Note that lower \( cMAE \) and lower \( cRMSE \) are better (\( \downarrow \)).

<table>
<thead>
<tr>
<th>Name</th>
<th>Val. set (( \downarrow )) ( cMAE )</th>
<th>Val. set (( \downarrow )) ( cRMSE )</th>
<th>Test set (( \downarrow )) ( cMAE )</th>
<th>Test set (( \downarrow )) ( cRMSE )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Green [113]</td>
<td>5.9</td>
<td>6.8</td>
<td>7.0</td>
<td>7.5</td>
</tr>
<tr>
<td>POS [118]</td>
<td>6.1</td>
<td>6.9</td>
<td>6.5</td>
<td>6.9</td>
</tr>
<tr>
<td>ICA [85]</td>
<td>6.4</td>
<td>7.2</td>
<td>5.8</td>
<td>6.2</td>
</tr>
<tr>
<td>DeepPhys [10]</td>
<td>5.0</td>
<td>6.1</td>
<td>5.5</td>
<td>5.9</td>
</tr>
<tr>
<td>Ours</td>
<td>4.8</td>
<td>5.6</td>
<td>5.4</td>
<td>6.0</td>
</tr>
</tbody>
</table>

that either utilize external training data [36] or access the test set for domain adaptation [107] on this benchmark. For computing the HR, we used a bandpass filter with a range of \([0.7, 2.5]\).

### 4.4.4 Spatial attention mask

The spatial attention mask offers visibility into where the model is extracting the HR and RR in a given frame. As shown in Fig. 4.4, the base encoder is able to focus on the regions corresponding to the facial skin for extraction of physiological signals. Notice how the model is excluding facial accessories such as eye-glasses (top-left subject in Fig. 4.4A) and facial hair (bottom-right subject in Fig. 4.4A).

### 4.4.5 Respiration rate estimation results

We train our proposed model on the continuous respiration waveform of the V4V training dataset and we report the results on the V4V validation set and the V4V test set in Table 4.2. We compare our results with traditional and deep-learning based approaches. For computing the RR, we extracted the biosignal [111] and used a bandpass filter with a range of \([0.13, 0.34]\). Results indicate that our method performs better than the other approaches on the V4V dataset.
4.5 Conclusion

In this paper, we take a step towards instantaneous prediction of physiological signals by utilizing a Transformer based architecture for extracting the heart rate and respiration rate from facial videos. We train the video Transformer model in an end-to-end manner using a cross-correlation loss in the frequency domain. The results of our approach over continuous evaluation metric using the Vision-for-Vitals (V4V) dataset shows that the model is able to outperform both shallow and deep learning methods on the task of heart rate and respiration rate estimation. As part of future work Video Transformers can be used to tackle the domain shift problem (laboratory to real-world) \[50, 53\] and can be used to extract other physiological signals such as Oxygen Saturation (SpO\textsubscript{2}) \[105, 111\].
Chapter 5

Extraction of novel vital signs using smartphone

Inspired by Photoplethysmography and related technologies, several works have utilized facial videos to extract the blood volume pulse and subtle motion information for estimating vital signs such as heart rate and respiration rate. Although heart rate and respiration rate have been well studied in the context of vital sign estimation, blood pressure estimation is still an open research question and is an active area of research [77]. Further, blood pressure is an extremely important vital sign and is a primary indicator of cardiological problems such as Hypertension [35]. However, smartphone-based blood pressure estimation is more challenging than heart rate estimation and respiration rate estimation due to several reasons. First, unlike heart rate and respiration rate estimation, blood pressure is not directly revealed in the power spectral analysis of facial RGB signal. Second, collecting research datasets for RGB-video based blood pressure estimation is more challenging since it typically requires multi-site videos recorded with a high-frequency camera for better precision.

RGB-video based blood pressure estimation has been broadly studied under two umbrellas - Pulse Transit Time (PTT) and PPG signal morphology (See Fig. 5.1). Pulse Transit Time is generally defined as the difference in the amount of time it takes for the pulse signal to arrive at two different arterial sites [5]. This has long been known to directly relate to blood pressure. More recently, the study of human blood pressure estimation has started to focus on PPG signal morphology. For an example of a morphological feature, the time difference between systolic and diastolic peaks in the PPG sub-wave is correlated with blood pressure [63]. These studies are able to extract the blood pressure value since it shows that these morphological aspects of the PPG signal are altered by the blood pressure. Some of these methods are shown to require periodic calibration owing to the natural changes induced to the PPG signal as a result of aging and other factors. Therefore, we develop a data collection that uses a dual-camera setup of a mobile phone and records multi-site videos to effectively utilize PTT and multi-site PPG information.

In this chapter, we introduce two datasets collected using smartphones, (1) Large-scale multiphysiology dataset and (2) Dual-camera based blood pressure data collection.
5.1 Large scale India-Sierra Leone Smartphone dataset

There have been several datasets collected for the task of video-based physiology estimation. These datasets have accelerated scientific progress in this research area and have improved the accuracy of video-based physiology estimation methods. However, these datasets have certain limitations. First, some of these datasets are small and are exclusively collected for a specific physiological signal. For e.g., PFF [39], and MMSE-HR [135] datasets include a limited number of subjects (13 and 40 respectively) and have been collected exclusively for heart rate estimation. Therefore the benchmarking has often been limited to a small pool of subjects. On the other hand, VIPL-HR [79] is a larger dataset containing 107 subjects, but it is also exclusively collected for heart rate estimation. Further, the V4V dataset described in this dissertation is a relatively large-scale dataset and has 179 subjects along with HR and RR ground truth signals for each subject. However, the V4V dataset does not include other vital signs such as oxygen saturation. To maximize the impact of video-based physiological estimation, it becomes imperative to conduct research on smartphone videos for multiple vital signs beyond Heart Rate.

5.1.1 Dataset description

We collected a new dataset from two locations that are likely to significantly benefit from video-based technology (See Applications section in Chapter [1.1]). This dataset includes smartphone videos recorded from over 1000 subjects from India and Sierra Leone respectively. For each subject, we recorded a portrait video of the subject along with physiological information such as heart rate, respiration rate, systolic, and diastolic blood pressure, thermal video, and skin temperature. While heart rate and respiration rate can be directly extracted from the video, other vital signs such as blood pressure are still under research and the literature suggests that recording videos of an additional site (such as a finger) could possibly improve the performance of blood pressure estimation. Finally, the estimation of skin temperature is a difficult problem and has
Figure 5.2: Smartphone-based multi-physiology data collection setup. (a) Collecting heart rate, respiration rate, and oxygen saturation using Masimo PPG device. (b) Skin temperature using Kinsa IR thermometer (c) Blood pressure measurement using Omron blood pressure device (d) Thermal video using FLIR camera (e) Artificial Skin Heating with IR heat lamp. The subject’s face has been blurred to respect privacy.

not been well studied in the literature. In summary, our data collection protocol is designed based on current research and also hopes to enable future advancements in human physiological estimation.

The dataset collection, correction, and processing are still ongoing at the time of writing. In the data collected so far, there is a total of 2250 subjects in the dataset. We study the subject distribution by analyzing the histogram of subjects according to age, gender, height, and weight. In our data collection, subjects self-identified into two gender categories - male and female. Most of our subjects have ages between 20 and 40. Based on the histogram, the height and weight of subjects approximately follow a normal distribution. There were more than 1400 males and around 600 female subjects who participated in the data collection process. Certain subjects chose not to disclose their gender. Our data collection protocol was approved by Carnegie Mellon University’s Institutional Review Board (IRB).

5.1.2 Data collection protocol

As depicted in Fig. 5.2, we recorded multiple physiological signals for each participant while recording facial video using a smartphone. We follow the below steps for each participant. The videos recorded have a resolution of 1280x720.

- Subject completes a questionnaire and fills in the information fields such as age and gender.
- Height and weight of the subject are measured.
- An image of the subject is captured in a standing pose (head-to-toe).
- Heart rate, respiration rate, and oxygen saturation are measured while recording an RGB video with Google Pixel 6.
- Blood pressure is recorded while the subject raises an arm. We request the subject to raise
the hand as shown in Fig. 5.2 (c) so we have at least two sites for extracting the PPG signal. This will allow researchers to extract Pulse Transit Time. We continue to record the facial video in a background process on the phone.

• Next, we record a thermal video using a FLIR camera and also measure skin temperature. We also artificially heat the skin using a Philips IR bulb as depicted in Fig. 5.2 (e). We hope that this data would allow researchers to explore the possibility of extracting skin temperature using IR video or an RGB video based on a smartphone in the future.

5.2 Dual-camera based blood pressure dataset

We collect a new dataset for the task of video-based blood pressure estimation. The goal of this dataset collection is to record videos simultaneously from facial and finger locations. This is possible with a typical smartphone that comes with front and rear cameras which allows multi-site video recording. The front camera can be used to record facial video while the rear camera can be used to record the finger video by placing the finger on the flashlight and rear camera. Therefore, our data collection setup is developed to record multi-site videos simultaneously. However, in our setup, we use two phones with fixed positions to limit any noise caused due to motion.

5.2.1 Setup

We used iPhone 12 and iPhone 7 smartphones in this data collection for recording facial and finger videos. As shown in Fig. 5.4, one phone is placed right in front of the face to record facial video while the other phone is placed on the table for the subject to place the finger comfortably on the rear camera with flash turned on. The position of the light source is predetermined and is held constant throughout the data collection to limit any confounds due to the lighting variations. The subject is comfortably seated in an upright sitting position in front of a blue screen to prevent sources of noise from the background.

For recording the ground truth physiological signal, we use the Biopac NIBP100D system.
which continuously measures systolic blood pressure, diastolic blood pressure, and heart rate. Although respiration rate has not been used to estimate blood pressure, future research could benefit from exploiting respiratory sinus arrhythmia [2] for improving heart rate estimation which is known to be correlated with blood pressure. As seen in Fig. 5.4 we collect respiration rate data using the Biopac Respiration Belt.

5.2.2 Software

We developed an in-house iPhone application software and a central development server to synchronize the recordings of ground truth devices and the iPhones. The central server identifies each of the devices through the network and connects to them. Once the physiological ground truth recording devices are ready, the central server simultaneously triggers all the devices to start recording the videos and physiological signals. We also play a chime on an iPhone for audio validation and save timestamps to video file names to validate that the videos are recorded with minimal synchronization error. In case of any minor mismatch, we drop the frames from the video that contains excessive frames to match the trigger timestamp.

5.2.3 Data Collection Protocol

In our data collection setup, we aim to record videos of the person under normal resting conditions and also when the subject has elevated blood pressure. Drawing inspiration from studies on Valsalva Maneuver and blood pressure [76], we ask the subject to take a deep breath and hold the breath as long as possible. We see that this activity disturbs the blood pressure activity and often modifies the blood pressure values.

We repeat this activity again after waiting for a minute for the subject to relax. In total, for each subject, we collect two baseline video segments with ground truth physiology signals and two video segments with altered physiology signal values.
Chapter 6

Conclusion

In summary, we studied existing video-based human physiology estimation methods and have made the following contributions to the research area.

- **Vision-4-Vitals (V4V) dataset.**
  We introduced a new dataset for video-based estimation of HR and RR. Unlike existing datasets, this dataset contains challenging physiological states resulting from emotion elicitation.

- **Vision-4-Vitals (V4V) challenge and workshop.**
  In total, 48 teams responded to our call and participated in the challenge. We invited the authors of the top 4 scoring methods to present their methods at a workshop in conjunction with the International Conference on Computer Vision. Over 30 participants attended the virtual event.

- **Evaluation metrics.**
  We introduced a more challenging evaluation protocol for benchmarking various methods at a higher granularity. (more fine-grained)

- **Transformed-based physiology estimation.**
  We introduced a new method for physiological estimation using transformer-based architecture. This approach was able to outperform existing methods on continuous evaluation protocol for HR and RR estimation.

- **Large-scale smartphone multi-physiology dataset.**
  We are collecting a large-scale dataset using smartphones at two sites - India and Sierra Leone. This dataset contains more than 2000 subjects and has measurements of multiple physiological data - heart rate, respiration rate, blood pressure, oxygen saturation, and skin temperature.

- **Data collection for smartphone-based blood-pressure estimation.** We are collecting another dataset exclusively for blood pressure estimation in a more controlled environment. We use two high-frequency smartphone cameras to record the facial and finger videos. A central server and in-house software are used to trigger and synchronize recordings of all devices including the ground truth device.
6.1 Future work

In our work, we have focused on improving video-based human physiology estimation by introducing new datasets, metrics, and a deep learning method. One of our datasets was collected exclusively from traditionally underrepresented groups (India and Sierra Leone). We are hopeful that this dataset will improve the accessibility of new methods to subjects of all skin types including the underrepresented skin types. Further, we are hopeful that the introduced evaluation metrics encourage researchers in the community to focus on fine-grained vital sign extraction.

More research is required before deploying video-based methods in critical care settings. First, these methods have not been tested on videos recorded in critical care. Second, most of these methods are yet to be reviewed and approved by an independent organization such as the FDA on a wide range of patients. Finally, more recent deep learning methods tend to perform worse on samples in a new environment condition that was not present in training samples. Furthermore, predictions of current deep learning based approaches are hard to interpret.

There is also a lot of room for optimism. With growing interest in this research area, more vital signs such as blood pressure are being studied. Further, research on Generative Adversarial Networks and Diffusion models could enable the generation of synthetic video-based physiological datasets.
# Appendix

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTT</td>
<td>Pulse Transit Time</td>
</tr>
<tr>
<td>ECG</td>
<td>Electrocardiogram</td>
</tr>
<tr>
<td>PPG</td>
<td>Photophlethysmography</td>
</tr>
<tr>
<td>PPGm</td>
<td>Photophlethysmography waveform morphology</td>
</tr>
<tr>
<td>ANN</td>
<td>Artificial Neural Network</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machine</td>
</tr>
<tr>
<td>LiR</td>
<td>Linear Regression</td>
</tr>
<tr>
<td>LiM</td>
<td>Linear Model</td>
</tr>
<tr>
<td>LasR</td>
<td>Lasso Regression</td>
</tr>
<tr>
<td>RF</td>
<td>Random Forest</td>
</tr>
<tr>
<td>DBN</td>
<td>Deep Belief Network</td>
</tr>
<tr>
<td>RBM</td>
<td>Restricted Boltzmann Machine</td>
</tr>
<tr>
<td>LSTM</td>
<td>Long Short Term Memory</td>
</tr>
<tr>
<td>CART</td>
<td>Classification and Regression Tree</td>
</tr>
<tr>
<td>DT</td>
<td>Decision Tree</td>
</tr>
<tr>
<td>MAE</td>
<td>Mean Absolution Error</td>
</tr>
<tr>
<td>ME</td>
<td>Mean Error</td>
</tr>
<tr>
<td>$r$</td>
<td>Correlation Coefficient</td>
</tr>
<tr>
<td>MAD</td>
<td>Mean Absolute Difference</td>
</tr>
<tr>
<td>STD</td>
<td>Standard Deviation</td>
</tr>
<tr>
<td>MAPD</td>
<td>Mean Absolute Percentage Difference</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root Mean Squared Error</td>
</tr>
<tr>
<td>Acc</td>
<td>Accuracy</td>
</tr>
<tr>
<td>PSD</td>
<td>Power Spectral Density</td>
</tr>
<tr>
<td>rPPG</td>
<td>Remote PPG (<em>a.k.a.</em> video based PPG signal)</td>
</tr>
<tr>
<td>n/a</td>
<td>Not applicable</td>
</tr>
<tr>
<td>n/r</td>
<td>Not reported</td>
</tr>
</tbody>
</table>

Table 6.1: Notations
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