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Abstract

Teleoperated systems are used widely in deployed robots today, for
such tasks as space exploration, disaster recovery, or assisted manipulation.
However, teleoperated systems are difficult to control, especially when
performing high-dimensional, contact-rich tasks like manipulation. One
approach to ease teleoperated manipulation is shared control; this strategy
combines the user’s direct control input with an autonomous plan to
achieve the user’s goal, thereby speeding up tasks and reducing user effort.
To do so, the system needs a prediction of the user’s goal.

One common approach derives this goal prediction from the user’s
control input itself, as it is already available to the system. Prior work
using this prediction source in baseline tasks validates the usefulness of
shared control. In this thesis, we prove that the effectiveness of control
input for goal prediction is a consequence of how optimal users provide
control input. When the user’s control input is restricted, however, the
assistance may be suboptimal.

To improve on this performance, we turn to another source for goal
information: natural gaze. People’s natural, unconstrained eye gaze
behavior reveals information about their immediate goals and their future
tasks. The accuracy and timing of these predictions are different than
those provided by the control input pipeline, making it a promising
additional source. To effectively use natural gaze for goal predictions and
to combine it with control input, we analyze the behavior of each signal
and evaluate them in the context of the full assistive system.

In this thesis, we show that control input and eye gaze complement
each other for goal prediction during shared control. Control input gives
local information about the user’s goal, making it particularly effective in
simple tasks when people can act optimally but limiting its performance
in more complex tasks. On the other hand, eye gaze provides global
information about task intentions early, but it does not do so as reliably.

We first formalize evaluation criteria for goal prediction sources and
examine how goal prediction using control input, the current state of the
art, affects the assistance. We show that the autonomous system does
not always need to know the user’s specific goal to make progress in the
task. One key advantage of control input as a prediction source is that
when the user’s control is noisily optimal, the parts of the task where the
autonomous system requires goal information coincide with those where
the user’s control input is likely to provide that information. However,
when user input is restricted so people cannot act optimally, the user’s
control input is no longer as informative about the goal; this restriction
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occurs, for example, when using low-degree of freedom input devices.
While the goal information from control input is still reliable when it is
available, it may not come early enough in the task, so alternative goal
prediction sources may help.

Next, we analyze natural eye gaze as a source of global information to
supplement the goal prediction given by control input. We collect a data
set of natural gaze during a teleoperated manipulation task and show that
while people do look at their goals, more often they look at the robot
end-effector, and sometimes they complete tasks without ever looking
at the goals. From this analysis, we develop a contextual representation
for gaze behavior and use it to predict the user’s goal; this signal can
give predictions earlier than are available from the control input, but the
variability of people’s gaze behavior limits the reliability of the signal
when used on its own.

Finally, we integrate both signals into a system for online assisted
manipulation, and we evaluate the model for the usefulness of each signal
in a task that restricts the user’s input and requires multidimensional
assistance. When using control input for goal prediction, the system
reliably provides some assistance, but cannot do so in all dimensions.
When we incorporate gaze-based goal prediction, an earlier goal prediction
from gaze enables the assistance to act in all dimensions and increases
user task performance. However, the assistance using only gaze performs
worse than either other condition, so it benefits from the reliability of
another goal prediction source like control input.

Developing a model for how different goal prediction sources contribute
to assistance quality during shared control enables this assistance strategy
to work in more complex situations, such as ones with restricted user
input or multipart assistance. The work in this thesis can help ground
future explorations of input modalities for goal prediction. With this
greater understanding of shared control for effective assistance, this work
helps to bring it closer to real-world applications.
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Chapter 1

Introduction

Teleoperated systems are used widely in deployed robots today, for such tasks as space

exploration, disaster recovery, or assisted manipulation for users with disabilities [47].

Moreover, even with fully capable autonomous robots, teleoperation remains a valuable

control strategy applicable to many scenarios. For example, high-risk activities (such

as surgery or space exploration) may be too dangerous to leave to fully autonomous

systems, or people may prefer the sense of agency gained by having more control [61].

However, teleoperated systems are difficult to control [99]. Accomplishing ma-

nipulation tasks through teleoperation typically requires simultaneously controlling

several degrees of freedom while adapting to (possibly dynamic) contact with the

environment. Depending on the domain, this problem is further complicated by issues

such as controller latency, nonintuitive controller-to-end-effector mappings, and the

limitations of visual feedback due to occlusion and the inability to perceive forces.

The range of proposed solutions is similarly varied, including novel interface design

(such as whole-arm monitoring [95] or haptic joysticks [88]) and controller design (to

ensure stability under latency) [47].

One approach that has developed recently to ease teleoperation is shared con-

trol [28] (Fig. 1.1). Rather than requiring additional equipment, this approach uses

planning techniques to ease the complexity of the task and enable users to perform

more sophisticated actions with less control input and training. For teleoperated

manipulation, shared control combines the user’s direct control input with an au-

tonomous command; this process receives a prediction of the user’s goal, plans a

1



1. Introduction

User model

Robot planning

Eye 
gaze

User 
input

User 
goal

Task info

Robot 
command

Figure 1.1: Shared control systems use sensing modalities such as the user’s control
input and natural gaze to infer their goal during a manipulation task. Then, the
system can autonomously generate a plan for assisting with achieving the goal.

trajectory for the robot to perform the task, and combines it with the original user

command to accomplish the task [28, 72]. This approach is especially promising for

assistive applications, since complex controllers are often a barrier for users with

disabilities [38, 55].

To predict the user’s goal, shared control systems can use the user’s control input

itself, which is already available to the system [18, 38, 66, 110, 129, 131]. This signal

performs well on simple tasks. However, it encounter problems in certain situations,

such as when the robot and two goal candidates are collinear [28, 36]. We show that

in the context of the full assistive system, using only control input for goal prediction

can lead to suboptimal assistance when the user cannot affect the whole system state

in a single action.

To improve assistance in these cases, we turn to another signal: natural gaze.

When people look around during the task, their behavior can convey their goals or

even more sophisticated intentions like their future tasks [6, 37, 98]. Natural gaze

is a separate sensing modality, making it a promising candidate to complement the

information given by control input. While gaze shows promise, most existing research

focuses on by-hand manipulation, leaving gaze behavior during teleoperated robotic

manipulation relatively unexplored. Furthermore, it has not been used in shared

control specifically, so its suitability and role is unknown. To enable better assistance,

we must model the effectiveness of both control input and gaze for goal prediction

within the context of the full assistive system.

2



1. Introduction

1.1 Control Input

First, we focus on understanding control input as a source for goal information, as

shared control systems regularly use it for that purpose [18, 66, 110, 129, 131]. When

the assistance system observes that the user is working towards a particular goal, the

system can then autonomously plan an action to achieve that same goal. Control

input provides information about the current action that the user wishes to perform.

This information is inherently local to the current state of the robot, as the user’s

control input is interpreted by the robot as an action to apply at that moment.

While control input does not necessarily enable the earliest predictions [11], it

works well for assistance, since accurate predictions often arrive exactly when they

are needed. To explore this reasoning, consider a task in which a user operates a

robot to pick up one of two goal objects. We can divide the state space of the robot

based on both the user’s most likely action and the optimal robot action at that

state. When the user’s control input generally differs depending on which object is

their goal, the system can infer their goal from this input and can give goal-specific

assistance. At states where all goals require the same input, the user’s control input

likely does not distinguish the goal; however, since the optimal action is the same for

all goals, no goal prediction is actually needed. We categorize states by two different

features to further explore this logic. Two goals require different motion at a state if

their optimal robot motion depends on the goal; the motion is identical otherwise.

Similarly, two goals are distinguishable at a state if the observed user input generally

differs based on the goal; they are indistinguishable otherwise. Control input provides

sufficient information for full assistance as long as indistinguishable states only require

identical motion.

Considering the usual assumptions of goal prediction for shared control, we can

make a more formal claim: when a user controlling a shared autonomy system [55]

provides control input given by p(u|g) ∝ exp(Qg(u)), the expected regret over user

actions stays bounded as the cost of taking a suboptimal action increases. In other

words, the more important it is for the assistance to take a specific action based on

the goal, the more likely the user is to provide the distinguishing input needed to

select that action. Therefore, control input is particularly efficient, and sufficient, for

simple tasks during which the user can act optimally.

3
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However, users often do not follow this optimal behavior, even accounting for

noise. Rather, the scenario itself can prevent the user from acting optimally. Consider

a goal that can be split into multiple tasks that the robot could perform in parallel,

e.g., moving its end-effector to a desired pose in six independent axes of motion.

An optimal user who can control all axes simultaneously will follow the behavior

described above and give sufficient information to receive assistance. However, if

the user is restricted by the control interface directly, the user cannot necessarily

give optimal commands. One common circumstance generating this condition is in

joystick-based teleoperation with modal control, in which a low-dimensional joystick

can affect only a subset of the directions of end-effector motion at the same time,

and the user cycles through modes. The different stages of the task that the user

works on in sequence do not all give the same goal information to the robot [39, 40].

A user acting optimally might move first in one mode where two goals share the

same optimal action; then, the assistance cannot move the robot in modes where the

optimal motion is different, since the user’s control input has not yet revealed their

goal.

This limitation extends to goal prediction based on immediate user behavior: it

cannot work independently from the user. People perform stages of a task in sequence

even if a robotic system could perform them in parallel. And when performing each

of these stages, the user only reveals information immediately relevant to the current

stage through their actions. Even if the system could assist in other tasks at the same

time, user actions may not be sufficient to give the information required. For some

tasks, this is not a problem. If action on a single task fully determines the user’s

future goals, optimal assistance can still be provided. However, people will often

sequence tasks because of their own preferences, the cost of multitasking, or because

the task itself limits the ability of the user to work in parallel. In these cases, their

actions may be optimal, but they may not reveal enough information about their

subsequent goals to enable full assistance. These situations violate the assumptions

that lead to efficient assistance using only control input and benefit from alternate

methods for goal prediction.
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1.2 Natural Eye Gaze

To enable assistance in these more complex cases, we turn to another sensing paradigm:

natural eye gaze. Psychological research in eye gaze behavior indicates that eye gaze

is strongly connected to task progression during manipulation [35, 43, 57, 67]. People

look at the objects they are reaching for and at the obstacles they are avoiding. People

also look at tasks differently depending on their expertise in accomplishing the task [71],

their facility with the signal input system [102], their cognitive load [16], etc. These

patterns also appear during teleoperated manipulation in specific tasks [6, 12, 37, 98].

By detecting people’s eye gaze behavior while they are teleoperating a robotic

manipulator, we can build a more complex model of their approach to the task and

provide correspondingly complex assistance.

To understand how gaze fits into the overall assistance problem, we first investigate

how people’s eye gaze behavior during teleoperated manipulation relates to their

goals. In two separate studies [12, 84], we collect gaze behavior of participants

who teleoperated a robot arm in a food spearing task. From these studies, we find

that people reveal their goals by looking directly at them during the task. These

goal-directed glances appear at the beginning of the task and more often during

translation than rotation. However, the primary use of gaze is to look directly at

the robot, so these goal-directed glances are less common. In addition, we find that

people look at the locations of failures [8], suggesting that gaze can depend on people’s

understanding of the broader system state, beyond just their goals.

However, gaze has its own limitations. Unlike in intentional gaze applications, in

which gaze is an explicit interface, signals during natural gaze are much less reliable.

While people often look at their goals, they are not guaranteed to do so at any

particular time. People can use their peripheral vision or memory to identify the

location of their goal without having to look directly at it. People spend most of

the time looking at the robot itself. In addition, gaze towards a particular object

indicates only that it is relevant but does not identify its role: it could be a goal, an

obstacle, or a distraction. While gaze’s flexibility and early information makes it a

powerful signal, its unreliability makes it behave poorly in isolation.
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1.3 Gaze Processing

Next, we use these insights about gaze behavior to develop a pipeline for inferring

people’s goals online, which we can then use for assistance. Typically, an eye gaze

sensor reports the user’s gaze as a pixel location on a world camera. We first identify

individual fixations within the gaze signal; these periods of looking at the same object

reflect the physiological processes of human gaze and allow us to consider multiple

samples together. To apply context to the signal, we label each fixation with the

object in the scene that is closest to it and explore more sophisticated methods for

this semantic gaze labeling process. Finally, we train a hidden Markov model on this

timed, labeled sequence and evaluate its goal prediction ability on the HARMONIC

data set we collected earlier [84].

With a method for obtaining goal probabilities from the raw eye gaze data, we

can perform a quantitative comparison of its predictive ability to that of the control

input. We find that the two prediction sources have comparable accuracy but different

behavior. While the control input gives a steady increase in accuracy over the task,

gaze is bimodal: it cannot be used for goal prediction until the user looks at their

goal, at which point it jumps to an accurate, confident prediction. The increase in

average accuracy over time occurs as more trials obtain correct predictions. In many

trials, though, people do not ever look at their goals [11], leading to no gaze-based

prediction at all. We find that gaze often enables earlier goal predictions than the

control input does, but it is unreliable.

1.4 Control Input and Gaze Are Complementary

Next, we consider how to use the signals together. Control input provides reliable

goal information but is inefficient for more complex tasks. Gaze provides global

information that helps in more complex tasks but is unreliable. To explore these

contrasts, we develop a task that showcases the relative strength of each signal for

goal prediction.

Consider a robot operated through modal control. Aligning the robot to the goal

within each mode is an independent task for the user to complete. While the robot

can act in all modes simultaneously, the structure of the task restricts the user to
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only work on one mode at a time. We develop a task in which one mode contains

most of the required motion but is independent of the goal, and another requires

less motion but does depend on the goal. Users typically start in the first mode; our

analysis of control input suggests that this motion will not give enough information

for the system to provide assistance in the second. Using gaze for prediction often

provides that information, but gaze on its own leads to inconsistent behavior and

potentially catastrophic failures.

To evaluate this model, we conduct a user study in which participants teleoperate

the robot with assistance that used their gaze, their control input, or both for goal

prediction. To account for the COVID pandemic, the study is performed in a hybrid

manner: participants receive an experiment kit at home and use it to control the

robot in the lab and stream back video of its motion. In the study, we find that

while gaze does not reliably give an early goal prediction, when it does so, the overall

system performance increases. Specifically, the system can provide assistance to the

robot in axes whose motion rely on knowledge of the user’s goal earlier than when

using control input alone. Using gaze on its own, however, performs worse than

either condition, and it even exhibits pathological behavior in response to error. This

example showcases how to effectively combine these sources for goal prediction and

proposes a framework that extends to more complex tasks.

1.5 Contributions

In this thesis, we show that control input and eye gaze complement each other for

goal prediction during shared control. Control input gives local information about

the user’s goal, making it particularly effective in simple tasks when people can act

optimally but limiting its performance in more complex tasks. On the other hand,

eye gaze provides global information about task intentions early, but it does not

do so as reliably. To demonstrate this complementarity, we first formalize criteria

for goal prediction sources to enable effective assistance, and we prove that control

input gives sufficient information in simple tasks, but not for more complex tasks.

Next, we analyze natural eye gaze as a source of global information by collecting gaze

behavior during a teleoperated manipulation task and showing how it can be used

for early goal prediction. Finally, we integrate both signals into a system for online
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assisted manipulation, and we conduct a user study with a custom-designed task to

demonstrate that each signal improves its performance when combined with effective

predictions from the other.

We present the following contributions:

• A proof that when using a state-of-the-art shared control assistance algorithm,

deriving goal predictions from the control input of noisily rational users results

in an overall policy that maintains bounded regret as the cost of taking arbitrary

actions increases (Chap. 3; Aronson and Admoni [10])

• Foundational analysis of an existing corpus of natural eye gaze behavior of

participants teleoperating a robot arm in a food acquisition task (Chap. 4;

Aronson and Admoni [8], Aronson et al. [12])

• Collection of an improved data set of natural eye gaze behavior during a

teleoperated manipulation task to obtain higher quality sensing and enable

algorithmic processing (Chap. 4; Newman et al. [84])

• Design and evaluation of an algorithm for processing raw gaze data into labeled

fixation sequences to incorporate signal context and scene motion (Chap. 5;

Aronson and Admoni [9])

• Design and evaluation of a sequence-aware algorithm for predicting user’s goals

during a manipulation task from the labeled fixation sequences produced by

the gaze data (Chap. 6; Aronson et al. [11])

• Validation of the complementarity between control input and gaze behavior for

goal inference through a COVID-safe user study in which participants performed

a more complex robotic manipulation task with assistance (Chap. 7; Aronson

and Admoni [10])

Developing a model for how different goal prediction sources contribute to the

overall assistance quality during shared control enables us to extend this assistance

strategy to more complex situations, including ones with restricted user input or

multipart assistance. This discussion can help ground future questions of whether

or not a particular signal modality is worth adding to a system. Now that shared

control has shown some promise for effective assistance, this work will help bring it

closer to real-world applications.

8



Chapter 2

Related Work

2.1 Shared Control Paradigms

To ease the problem of robot control, many approaches have been presented to fuse

the user’s input with an autonomously generated signal. One category of assistance

consists of stateless assistance: a robot behavior that can be determined directly

from the robot position, environment, and parameters of the task. In this type of

assistance, no updating human model is used. Perhaps the most straightforward

example of this approach is given by Ramacciotti et al. [97], which proposes an

assistive welding system in which the tool frame motion is divided between the user

and the robot control. For example, the robot maintains forward motion in x while

the user controls the other translational axes y and z. The motion provided by the

assistance is determined beforehand by the task parameters and does not change as

the task progresses. Similarly, Vu et al. [123] reorients how the user controls map

into the rotation axes of the tool frame. This reorientation is a static alteration of

the control scheme that does not vary by task circumstance. A more complex type of

motion assistance is virtual fixtures [76], which modify the compliance of the robot

controller based on its position and the intended direction of motion. For example,

motion along the ±x axis proceeds easily, whereas motion in other directions either

moves more slowly (in the open-loop case, where the control gain is reduced) or results

in a restoring force back to the desired motion surface (in the closed-loop case).

Another set of stateless control schemes aid the operator in avoiding obstacles.
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Crandall and Goodrich [26] presents a system that uses a variant of potential fields

to automatically maintain distance from known obstacles, and it shows that adding

this automatic obstacle avoidance behavior enables users to focus on another task

while controlling a robot. You and Hauser [127] compares several strategies for fusing

obstacle avoidance with user input commands. The paper tests three categories of

obstacle avoidance: end-effector control with collision rejection, in which commands

that lead to detected collision are ignored; potential field control, in which the user

command is modeled as an attractive force and environment obstacles as repulsive

forces to maintain distance from obstacles; and full motion planning control, in

which after receiving a motion command, the robot autonomously plans a collision-

free path to the goal position using an RRT and executes that motion. These

avoidance techniques all lead to faster task completion with fewer collisions. While

these strategies all vary substantially in purpose and complexity, they can all be

implemented without using any variable models of human state.

More sophisticated assistance behaviors can be achieved by explicitly modeling

otherwise-invisible parts of the operator’s internal state. In stateful assistance, systems

maintain models of aspects of the user’s intentions and update them over time. Aarno

and Kragic [1] presents a system for recognizing low-level motions (“gestemes”) using

layered hidden Markov models (HMMs). If an operator is trying to move the device in

a circle, for example, the HMM can recognize this gesture automatically and provide

assistance to maintain it. In a more extensible example, Hauser [42] uses a dynamic

Bayes net to infer a user’s task over a wide variety of task definitions. The assistance

system maintains a distribution over likely tasks and enacts different assistance

categories based on that task recognition. To assist with bimanual manipulation,

Rakita et al. [96] learns a bimanual action vocabulary from motion capture data,

designs custom assistance objectives for each action type, and uses an LSTM to

recognize the intended action online and activate the appropriate assistance objective.

Often, the internal state required by such assistance is the user’s goal, represented

as a final robot position. Systems predict the user’s own goal among a finite set of

choices by autonomously generating plans to achieve each goal and then comparing

the user’s actual control input with the generated plans. This approach works when

the observations used to infer the goal are exactly the user input commands, and it

has the advantage that the computed task solution can often be reused in generating
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an assistive command. This approach has been used to control wheelchairs based on

planner results [27] or based on modelling the deviations of the user’s actual provided

command from a nominal user model [22, 51, 52].

While these models provide motion based on the best-matched user goal according

to the user model, more complex uses of the user goal matching are possible. Dragan

and Srinivasa [28] proposes thresholding the user goal matching probability and

only providing assistance when the system confidence in its model of the user goal

exceeds a given value. Trautman [117] broadens the arbitration technique from

linear blending into a full probabilistic framework. Building on this approach, shared

autonomy [55, 81] plans assistive actions over the user model uncertainty, which

allows the algorithm to provide useful assistance even when exact goals are not known.

Herlant et al. [45] uses a goal prediction and task information to automatically switch

the user’s control mode to the optimal one for task progress.

Once an overall shared control system has been selected, the details are still

important to refine. Gopinath et al. [38] conducted a study in which users manually

controlled the amount of assistance provided by a shared control system. Users

generally preferred manual control and slower task completion to more assistance,

indicating that users balance their desire for control with using assistance to reduce

the task time. This result is echoed in Kim et al. [61], which finds that task metrics

do not necessarily correspond to user preferences. Dragan and Srinivasa [28] has

success with modulating the amount of assistance based on the algorithm’s confidence

in its model of the user’s goal. Gopinath and Argall [39] changes the starting joystick

mode so that the user’s initial input is maximally informative about the user’s goal,

and Gopinath and Argall [40] enables the user to trigger an automatic switch to the

most informative mode. Work has also been done to modify the assistance to better

match the parts of the task that the user finds more difficult [128].

2.2 Eye Gaze

2.2.1 Eye Gaze During Manipulation

Eye gaze behavior during by-hand manipulation has been a subject of study in

psychology for decades. Johansson et al. [57] describes a study in which users were
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instructed to grasp an object, manipulate it around an obstacle, and place it down

elsewhere. While performing that task, people followed consistent eye gaze patterns.

They looked at relevant locations before interacting with them: people look at the

object until just before they grasp it, look at the obstacle until just before navigating

around it, and look at the placement location just before placing the object. In

addition, people rarely look at their own hands and their gaze was almost entirely

directed towards task-relevant locations. Similar results were found with people

performing tasks like making tea [67] and making a sandwich [43]. Perhaps most

similar to a teleoperation task is the experiment reported in Sailer et al. [102], in

which users are given a non-intuitive mouse controller and instructed to move a cursor

around a screen. While learning the controls, users watch the cursor motion on the

screen and briefly glance at the goal positions; once they are comfortable, people’s

eye gaze behavior looks more similar to that in by-hand manipulation.

2.2.2 Eye Gaze for Intent Recognition

Since eye gaze behavior is so closely tied to people’s goals, it has been widely studied

as a modality for understanding people’s mental state in a variety of applications. We

restrict this review to analysis techniques more closely related to our manipulation

task; see Lukander et al. [74] for a full review. Bader et al. [14] has people perform

manipulation actions on a screen simulating a table and uses gaze patterns to predict

people’s next action (reaching, moving, or releasing) and intended object. Matsuzaka

et al. [77] shows that people’s gaze predicts their intended grasp object and strategy

(one- or two-handed) in a VR manipulation task. In a human-robot interaction study,

Huang and Mutlu [48] uses hand-crafted features to predict a person’s food order and

proactively move a robot manipulator towards their intended food. Duarte et al. [29]

shows that people can follow gaze cues when seeing other people perform an object

manipulation task, and their understanding persists even when a robot is giving gaze

cues.

There are several eye gaze analysis strategies available for performing different

kinds of intention recognition. Analysis of the eye gaze dynamics without scene

context has been successful at tasks such as identifying whether people are performing

free viewing or visual search [20] or which of several different tasks a person is

12



2. Related Work

performing [21, 34, 46, 126]. However, this type of context-free analysis performs

poorly when trying to recover specific information about how a task is performed [15,

114]. For tasks such as predicting gaze behavior during walking [119], driving [58, 112],

or combined walking and object manipulation in VR [101], general gaze-based saliency

features about the scene were less effective than modeling the dynamics of the actual

task.

For predicting specific information about people’s behavior during a task, one

approach often used is scanpath analysis [87]. In this method, the eye gaze signal is

treated as timeseries data rather than being reduced to frequency data. Kübler et al.

[64] quantizes scanpaths into a small set of regions and used lexical analysis to predict

if people will pass a driving test. Kubler et al. [65] goes beyond this approach by

dynamically clustering fixations based on SIFT features around the point-of-regard

and uses these sequences to determine if people are performing a tea-making task

for the first or second time. Chen and Ballard [25] uses a hidden Markov model

trained on timeseries gaze and hand position signals to predict which stage of a letter

stapling task the participant is executing. [125] uses an LSTM with custom-designed

gaze features to detect which task a user is performing, and Fuchs and Belardinelli

[37] uses HMMs to identify both the task (pick or place) and the goal (among three

objects) from gaze data of users controlling a robot with motion tracking.

2.3 Teleoperated Robots With Eye Gaze

Now that we have described how the eye gaze signal reveals mental state in general,

we describe how it has been used for some robotic systems.

2.3.1 Eye Gaze as Direct Input

There has been some research in using eye gaze for direct robot control. The usual

strategy presented is to consider the user’s eye gaze as a primary input device for

an autonomous manipulator system [13, 24, 70, 89, 107, 118, 124]. In these systems,

people look at an object they wish to grasp, and the robotic system performs object

recognition, maps the gaze to an object in the scene, and autonomously grasps it.

Similar systems have been presented for wheelchair navigation [30] or mobile robot
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navigation [80]. In addition, Tong et al. [116] presents a scheme for using gaze location

as a set point for a controller during remote surgery, and McMullen et al. [78] uses

gaze as an input method to a screen controller which is paired with a brain-computer

interface directing a robot arm. While eye gaze can be used as a direct input as

seen here, our approach instead monitors the user’s natural eye gaze behavior while

completing a task.

2.3.2 Natural Eye Gaze for Shared Control

Rather than using eye gaze as direct input, in this thesis we propose using natural

eye gaze as an indirect input for shared control. This idea has been discussed by

Admoni and Srinivasa [3], which proposes to infer the user’s goal based on how close

their gaze is to each of the possible goals, and Nikolaidis et al. [86], which proposes a

framework for modeling user intention from gaze with naive Bayes updates. Possibly

the most similar work is Stolzenwald and Mayol-Cuevas [111], in which people operate

a handheld controller to interact with objects on a screen. The user’s natural eye

gaze behavior is used to predict which object they will interact with next, and they

show that assisting towards or against that goal influences the user’s task success.

We build on these approaches by using more knowledge about the eye gaze signal

and the dynamics of the scene to more accurately infer the user’s goal. Moreover, we

demonstrate additional categories of assistance that rely on additional inference from

gaze beyond just looking at the user’s goal.
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Chapter 3

Control Input

Within shared control systems, the most popular signal for goal prediction is the

user’s control input itself [18, 66, 110, 129, 131]. This signal effectively predicts user

goals in a variety of environments, and the signal is generally already available as part

of the teleoperation process. However, the prediction information it provides varies

with the state of the robot, the task, and the type of input provided (or available

to be provided) by the user [39, 40]. Here, we analyze the signal not just for its

predictive properties, but in how its predictions align with the needs of a shared

control system. Control input is fundamentally local to the current state of the task:

the user is giving an immediate command to the system. Even when this information

is not predictive, often the assistance itself remains optimal, since the user’s control

input is tightly coupled to the optimal autonomous command. While this coupling

makes control input a particularly efficient goal predictor for simple tasks, it also

leads to inefficiency in more complicated tasks in which the user cannot act as freely.

These scenarios benefit from alternative methods for goal prediction.

In this chapter, we first give an overview of a popular algorithm for inferring goals

from control input, which is our baseline for this work, and the shared autonomy

assistance algorithm, which lets us analyze the effectiveness of the signal within

the assistance context. Next, we describe the coupling between control input and

assistance signal, and we prove that for optimal users, control input continues to

enable good assistance even as the cost of suboptimal assistance increases. We then

use the task model to understand under what circumstances the assumptions of
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optimal users are violated so that the control input does not give optimal assistance.

We conclude by arguing that this suboptimality extends beyond assisted manipulation:

goal inference from observing user actions can show the same inefficiencies in complex,

branching tasks. Understanding that control input provides a sufficient signal for

simple tasks but can be inefficient in more complex ones shows the importance of

investigating complementary sensing modalities for goal prediction.

3.1 Background

3.1.1 Control input for goal prediction

In this section, we summarize the approach for goal prediction and assistance given

in Javdani et al. [55]. This method uses the user’s control input u to predict their

goals, expressed as a probability distribution p(G) over a pre-specified set of goal

candidates. To do so, it frames goal inference as an inverse reinforcement learning

problem [54, 56, 129, 130] and models the teleoperation problem as a family of

Markov decision processes (MDPs) with different, pre-specified cost functions Cg(x, u)

for each goal candidate g ∈ G. The system then assumes that the user is noisily

optimizing the cost function corresponding to their true goal.

First, this method solves each goal MDP for a goal-specific action value function

Qg(x, u). Then, it assumes that the user’s action u at each state x is drawn from a

distribution given as

p(u|x, g) ∝ exp(Qg(x, u)). (3.1)

Note that this is equivalent to the Boltzmann rational model with β = 1. Given

a sequence of state-action pairs ξ = (x0, u0, · · · , xn, un), the strategy assumes that

the user’s actions are conditionally independent given their goal. Since ξ is not a

trajectory, as the robot acts simultaneously with the user, the method treats only

the actions ui as observations. Using Bayes’ rule, it aggregates a goal prediction over

time using

p(g|u0, · · · , ui) =
p(ui|g)p(g|u0, · · · , ui−1)∑
g′ p(ui|g′)p(g′|u0, · · · , ui−1)

. (3.2)
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3.1.2 Shared autonomy

To generate an assistance signal from the goal prediction, this method represents the

combined robot-human control problem as a partially observable Markov decision

process (POMDP), with the user’s goal a hidden parameter. The POMDP augments

the system state x with a belief distribution over the user’s goal given by p(g) above.

The action value function Q(x, p, a) depends on the robot state, next action, and the

belief state. Since solving the POMDP is generally computationally prohibitive, it

adopts the hindsight optimization assumption, which assumes that the uncertainty

expressed by p(g) will resolve in the next step. From here, we can find the optimal

assistance policy ψ(x, p(g)):

ψ(x, p(g)) = argmax
a∈A

∑
g

p(g)Qg(a). (3.3)

This assumption replaces the overall value function of the POMDP with the expecta-

tion over the goal probabilities of the goal-specific value functions, and it reuses the

goal-specific value functions Qg(u) used in Eqn. 3.1. (We use a here to represent that

this action is selected by the robot, as opposed to u which is given by the user.) To

compute the overall motion, sum a∗ with the user command u directly: aexec = a∗+u.

3.2 Evaluating Prediction Sources

While accuracy and forecast horizon are useful measures to evaluate a prediction

of the user’s goal, we want to evaluate the assistive system as a whole. Accurate

predictions only matter when they improve the quality of the assistance provided.

Therefore, rather than measuring the prediction accuracy and timing, we analyze

the overall performance of an assistive system using control input for goal prediction.

Control input is tightly coupled to the assistance itself:

The control input of an optimal user and the autonomous selection of the

optimal robot action are parallel functions of the robot state.

This coupling means that an optimal user’s control input leads to particularly efficient

assistance, as the control input provides information about the goal precisely when
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A B C

Figure 3.1: Diagram of user input (u) and optimal robot motion (a∗) during an
example task. The user moves a point robot to one of the green stars. At A, user
input and optimal motion are both along +x. At B, user input is still along +x, but
the optimal motion is diagonally towards the goal. At C, both the user input and the
optimal motion point towards the goal. Early prediction improves task performance
only at B.

the system needs it for its planning.

To explore this coupling between assistance and goal prediction, we start with an

example. A planar robot task is shown in Fig. 3.1. The user must move the point

robot from A to one of the two goals (green stars). At A, the only way to make

task progress for either goal is to move to the right. The user’s expected input is the

same for each goal, so it does not yield a goal prediction. However, no prediction

is necessary: knowledge of the goal would not change the optimal motion. At C,

the situation is reversed. The optimal motion is to move either up or down directly

towards the user’s goal. Here, the system requires a goal prediction to assist. As the

user’s input depends on the goal, though, the prediction is available.

Location B is different. Say the user continues moving in +x, which gives no

goal information. However, the system can do better. If it knew the goal, it could

move diagonally; without goal knowledge, however, it must wait until observing a

goal-dependent user input (like at C) before it can assist along the y axis. Early,

independent goal prediction only improves assistance at points like B, where goal

information would change the motion but the user input does not provide it.

To formalize this analysis, consider an assistive system with two goal candidates

{g1, g2}.
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• Two goals require different motion at x if their optimal robot motion a∗ depends

on the goal: a∗1(x) ̸= a∗2(x); the motion is identical otherwise.

• Two goals are distinguishable at x if the observed user input generally differs

based on the goal: u(x|g1) ̸= u(x|g2); they are indistinguishable otherwise.

Identical and different motion are properties of the robot’s state, whereas distinguish-

able and indistinguishable goals are determined by the user’s input. When the user

is acting near-optimally, different motion likely leads to distinguishable goals. Next,

we formalize this alignment between optimal users and effective assistance.

3.3 Noisily Optimal Input Bounds Regret

The above analysis suggests that when users give approximately optimal input, the

autonomy will likely receive the information needed to provide assistance. If we

assume the user follows the model given in Eqn. 3.1, we can evaluate the expected

performance of the shared autonomy policy given in Eqn. 3.3. We show that as the

importance of taking the optimal robot action (measured by regret) increases, the

user’s probability of providing a distinguishing input increases faster, such that the

overall system has bounded regret.

For simplicity, assume we only have two goal candidates with action value functions

Q1 and Q2, and assume without loss of generality that the user’s goal is g1. We also

assume that the set of actions A is finite and identify actions with the same Q(a). At

some state x (which we drop for ease of notation), let Q∗
1 be the maximum value of

Q1(a) attained at some action a∗1. When using Eqn. 3.1 to infer p(g) from control

input u as above, the shared autonomy policy ψ(p(g)) is in fact a function of u and

we write ψ(u). We can then compute the expected regret R(ψ(u)) = Q∗
1 −Q1(ψ(u))

of the assistance policy ψ(u) over the user model.

We can measure the importance of taking a∗1 over any other action a′ by letting

Rmin represent the minimum regret over all alternative actions, which is defined for

finite A:

Rmin = min
a̸=a∗1

R(a).

We want to understand the behavior of the system as Rmin increases. Increasing

Rmin can be achieved by changing the selected state or the MDP itself. To make
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this concrete, we consider Q1 an MDP with reward function r(x). If we scale

that reward function, r′(x) = λr(x), λ > 0, the value function scales similarly,

Q′
1(x, a) = λQ1(x, a). Then, R

′
min = λRmin, and we can then consider the behavior as

λ increases. Similar effects can also occur by changing x or r(x) in other ways that

are more complicated to formulate. However the change occurs, increasing values of

Rmin represent increased importance of taking the optimal action.

We can now determine the expected regret of the assistance policy under a user

following Eqn. 3.1.

Proposition.

lim
λ→∞

Eu[R(ψ(u))] = 0. (3.4)

We sketch a proof in two parts. First, we show that as λ → ∞, the assistance

action taken when observing the optimal action from the user, ψ(a∗1), becomes a∗1:

lim
λ→∞

ψ(a∗1) = a∗1.

By manipulating Eqn. 3.3 and collecting terms in p(g), we find that ψ(a∗1) = a∗1 is

equivalent to, for all a′ ∈ A,

p(g1|a∗1)(Q1(a
∗
1)−Q1(a

′)) ≥ p(g2|a∗1)(Q2(a
′)−Q2(a

∗
1)).

If a∗1 ̸= a∗2, then p(g1|a∗1) goes to 1 as the cost of other actions increases, while p(g2|a∗1)
goes to 0 as Q2(a

∗
1) increases over Q

∗
2. Once the importance of taking the optimal

action exceeds some threshold, the assistance will take that optimal action whenever

it observes it from the user.

The expected regret is given by

Eu[R(ψ(u))] =
∑
u

R(ψ(u))p(u|g1).

From above, once λ is sufficiently large, R(ψ(a∗1)) = R(a∗1) = 0. We can therefore
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break a∗1 out of the sum. If we define Rmax = maxaR(a) analogously, we have

Eu[R(ψ(u))] = R(ψ(a∗1))p(a
∗
1|g1) +

∑
u̸=a∗1

R(ψ(u))p(u|g1)

=
∑
u̸=a∗1

R(ψ(u))p(u|g1)

≤ λRmaxp(u ̸= a∗1|g1).

Finally, we bound the probability of the user giving an action other than the optimal

action based on our model of user behavior,

p(u ̸= a∗1|g1) =
∑

u̸=a∗1
expλQ1(u)

expλQ∗
1 +

∑
u̸=a∗1

expλQ1(u)

=

∑
u̸=a∗1

exp(−λR(u))
1 +

∑
u̸=a∗1

exp(−λR(u))

≤ (|A| − 1) exp(−λRmin)

1 + (|A| − 1) exp(−λRmin)
.

Putting it all together,

Eu[R(ψ(u))] ≤
λRmax

1 + 1
|A|−1

exp(λRmin)
.

Since Rmin and Rmax are fixed, the result goes to 0 as λ → ∞ and the regret is

bounded.

As the importance of taking the optimal action increases, the chance of the user

performing that optimal action under the model increases exponentially faster, so the

system is more likely to receive the information it needs.

3.4 Control Input Restrictions Require New Pre-

diction Sources

We see from the previous result that noisily-optimal users are particularly easy to

assist using input-based goal prediction. If we remove the assumption of optimality —
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by assuming, e.g., that the user acts randomly, mistakenly, or adversarially — we

no longer have guarantees that the assistance will behave well. However, there is a

large class of problems for which the user still acts optimally but the assistance can

be arbitrarily ineffective: when the user’s action are limited to only a subset of the

actions that the autonomous system can take.

It is not the user’s suboptimality that limits the effectiveness of the system,

but the constraints that the system itself puts on the user’s behavior.

One common example of this problem in teleoperation is the use of modal control.

In this scheme, the robot can control its end-effector simultaneously in all directions.

However, the user has only a 2-D joystick with which to control the robot. They

can fully control the robot by cycling through modes, with the joystick controlling

x/y, z/yaw, and pitch/roll in turn. If the optimal action does not align with a single

control mode, the user cannot perform it. The best the user can do is to provide

input in the single most useful mode. And when the robot motion is different but

the control input within the most useful mode is not distinguishing, assistance does

not have enough information to be optimal.

We can return to Fig. 3.1 to explore this limitation further. At B, we observe the

user giving indistinguishable motion, though the assistance requires different motion

per goal. In the noisily rational model, this user action occurs at a lower probability

than a distinguishable input. However, if we add the additional restriction that the

user can only provide axis-aligned commands, the user’s input at B is optimal for

solving the task themselves (assuming that switching modes incurs a nonzero cost).

Even with an optimal user, the assistance does not receive enough information to

provide full assistance. In these situations, the system benefits from an alternative,

global method for goal prediction that is less reliant on the user’s local behavior.

This inefficiency in the face of input limitations extends beyond manipulation to

include any task schemes in which the user performs steps sequentially and only some

steps provide information about the user’s choices. For example, consider a schematic

for preparing a hot drink, shown in Fig. 3.2. Assume the task has two variants: the

user can prepare tea or coffee. The variants share two subtasks, heating water and

taking out a mug, and each has its own variant-specific preparation subtask. While

each subtask is contains independent entry points and could theoretically be started
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Heat 
water

Take out mug

Pour drink

CoffeeTea

Grab tea 
infuser

Add tea to infuser

Steep

Retrieve
tea

Add hot water

Grab coffee
press

Add coffee to press

Retrieve
coffee

Add hot water

Figure 3.2: Task diagram for preparing a hot drink. A user may be preparing coffee
or tea; each of these versions of the task share some steps but differ in others. If the
user starts by heating water, the most efficient start, the system can retrieve a mug
(necessary for both tasks), but it cannot do more, since the user’s actions have not
yet revealed whether they are making coffee or tea. The system can only help with
task-specific steps after the user has performed an action unique to their task.
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simultaneously, based on idle time, the optimal start for the user is to perform an

indistinguishable action. A robot assistant that observes the user’s actions can always

start on the shared subtasks. However, before the robot can provide variant-specific

assistance, it must wait to observe the user starting the task, by e.g. retrieving a

tea infuser or coffee press. The implicit goal information given by user’s actions will

eventually give the system enough information to assist, but depending on the user’s

task sequencing, it might not receive sufficient information early enough to provide

maximum assistance.

3.5 Conclusion

For goal inference during assistance, control input provides an easy-to-obtain, effective

signal. In simple tasks, in which users can act optimally, this signal is particularly

efficient, as it gives local information and is tightly coupled with the state of the task

itself. As tasks become more complex and as user actions are more constrained, the

signal can become less efficient. Specifically, complex or constrained tasks have states

in which the optimal assistance command is different depending on the user’s goal,

but the user’s optimal behavior does not distinguish between them. To achieve better

assistance performance in these situations, we look to alternative methods of goal

prediction.

This model assumes that the user is completing the task as if they are unassisted

and have full control of the task process. However, this is not true in general: as users

gain familiarity with the robot’s performance, they can act to optimize the system

as a whole. In studies of users interacting with this form of assistance, we observe

that as they get accustomed to the system, they will often change from executing

independently goal-directed actions to informative actions, which are less optimal for

the user alone but provide the prediction information needed by the system to enable

overall performance increase. The model presented here provides a framework for

investigating more sophisticated models of human-robot collaboration.
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Chapter 4

Gaze Behavior

To improve the performance of assistance, we look for a prediction source that is less

directly tied to the state of the task and can provide global information about the

user’s goal. A particularly appealing signal for that role is the user’s natural eye gaze

behavior. Gaze reveals people’s intentions in a variety of ways in many tasks (see

Lukander et al. [74] for a full review), so it is a promising signal for goal inference

during assisted manipulation. Unlike intentional eye gaze paradigms, in which users

actively use their gaze to provide direct input to a system, natural eye gaze captures

the automatic, unconscious eye motion that people perform. This gaze behavior is

closely connected to the user’s current task in general [114]: in manipulation, people

look at important parts of the task (e.g. upcoming goals or obstacles [57]) before

moving towards them and ahead to locations that will be important in the future [79].

These patterns suggest that eye gaze can provide the global information about the

user’s goals to complement the local information provided by the control input.

However, natural gaze during robot teleoperation may not follow the same patterns

as people performing tasks by hand. While prior work shows that natural gaze while

operating robots gives some information about the tasks being performed [6, 37, 98],

translating from by-hand manipulation to teleoperated manipulation changes the

problem. To better understand these complications, we characterize gaze behavior

during a grasping task in more detail in order to understand both its potential

performance for goal prediction and how to use it computationally.

We start by describing two user studies that captured eye gaze during teleoperated
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4. Gaze Behavior

manipulation. The first was collected in prior work, which we analyzed; we collected

the second using better sensors, an adapted procedure to obtain higher quality data,

and a user consent procedure that gave explicit permission to publish the data for

other researchers. For each study, 24 participants performed a food acquisition task

by teleoperating a robot arm while we recorded their eye gaze patterns. These data

sets provided a foundation both for a qualitative understanding of gaze behavior and

for training and evaluation of goal inference algorithms.

We find that people look at their goal objects during the task, and they do so

more often during particular stages of the task. However, most gaze is directed at

the end-effector of the robot, which does not give information about the user’s goal.

When problems occur during the task, people also tend to look at the locations of the

problems; these glances act as additional noise for goal prediction, but may enable

more sophisticated modeling of the user’s model of the task. Together, these findings

suggest that gaze is a powerful signal for predicting people’s goals early in the task,

but those predictions are not consistently available.

4.1 Data Collection and User Studies

We first describe a data collection study whose results were used in an initial ex-

ploration of gaze during manipulation [12, 54]. We next describe a data collection

study we designed to improve upon the previous experiment, which includes a more

sophisticated eye tracker and additional sensing modalities [84].

4.1.1 Original Study

During the task, participants sit facing a table. In front of them are a robot arm

(a Kinova Mico [62]) mounted to the table and a plate holding three morsels of

food (we use marshmallows for their ease of spearing). Participants began the study

(after informed consent) by receiving an explanation of how to control the robot and

then spending 5 minutes practicing with it. Then, for each trial, participants were

instructed to select and share which morsel they intended to target. They then used

the robot to move the fork held by the robot to a position above their target morsel.

They then pressed a button on the joystick to complete the task, at which time the
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Figure 4.1: The eating task.

robot autonomously moved down to the morsel, then it moved the fork towards the

user’s mouth to simulate most of an eating motion. The actual spearing was done

autonomously so that the minimum robot height could be restricted and we could

avoid table collisions.

During each trial, the user controls the robot using a two-axis joystick via modal

control, which is typical for these types of arms. During modal control, the two-axis

joystick maps to successive pairs of degrees of freedom of the end-effector (x/y, z/yaw,

pitch/roll; see Fig. 4.2). Pressing a button on the joystick cycles through the modes.

The robotic system can process this joystick input directly into end-effector commands

or add an assistance strategy. The five minute practice period helps participants to

understand this control strategy, though it remains difficult for many users.

(a) x-y mode (b) z-yaw mode (c) pitch-roll mode

Figure 4.2: Modal control for joystick-controlled manipulators. The user controls two
axes of motion at a time with a joystick and uses a button to cycle through the three
modes.
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Participants performed this task five times each for four different assistance

conditions, fully counterbalanced over 24 participants. In this study, the assistance

conditions consisted of full teleoperation, in which the users had complete control;

shared autonomy, a policy-based assistance blending strategy (elaborated on in

Sec. 3.1.2); policy blending, an alternate, more conservative assistance strategy; and

full autonomy, in which the robot selected a morsel and planned a trajectory itself

while ignoring all user input. While eye gaze was collected for all conditions, we

focused on the teleoperation and shared autonomy assistance conditions primarily, as

they represent the conditions most related to our intended use. Eye gaze data was

collected over a total of 120 trials per condition. Eye gaze data was collected using a

Pupil Labs Pupil monocular eye tracker [93].

4.1.2 HARMONIC Study

After publishing the results of the previous study, we decided to repeat the study in

order to amass a higher quality data set that would be appropriate for quantitative

analysis. To do so, we repeated the study described above, but with a few enhance-

ments. First, we upgraded the eye gaze sensor to a binocular sensor, which gives

much higher quality sensing for three-dimensional gaze. We also recorded more of the

internal gaze sensor data for later postprocessing. Second, we altered the assistance

algorithm slightly, by replacing the shared autonomy and blend conditions with two

different levels of shared autonomy, and replacing the autonomous condition with

a mode in which goal intention was derived from the user input but actual control

direction was supplied entirely by the autonomous system. Finally, we added an

electromyography sensor on the user’s wrist. This data set has been made publicly

available at harp.ri.cmu.edu/harmonic and is published as Newman et al. [84].

4.2 Eye Gaze Behavior

To understand the broad patterns of eye gaze behavior during teleoperation, we

examine the participant’s eye gaze behavior during one teleoperated trial (Fig. 4.3).

In this run, the participant begins by performing a planning glance: the user looked

at the end-effector of the robot, then their target object, then back to the end-effector,
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Figure 4.3: Vertical position of gaze points in the world image over time from a
representative trial. Twist direction colors indicate which DOF is being controlled
by the participant through the joystick; physiological gaze colors and dots indicate
detected fixations, smooth pursuits, and saccades (see Sec. 5.2). Plate glances are
outlined with either a black square (planning glance) or colored circle (monitoring
glance). Shaded sections highlight two examples of repeated monitoring glances.

all without moving the robot. Next, the participant moves the robot in the x/y mode

to the approximate location of the end-effector above the morsel, and they watch the

end-effector through the entire process. The participant then toggles to the z/yaw

mode and lowers the robot in z, while performing a monitoring glance: alternating

focus between the end-effector and the target while the robot is moving. Then, the

participant aligns the fork vertically above the morsel while moving in yaw, pitch,

and roll; they look at different places on the end-effector but do not glance at their

target. Finally, the participant performs fine alignment in x, y, and z, performing

monitoring glances throughout.

From this example, we derive some generalizations about eye gaze during teleop-

erated manipulation:

People spend a lot of time looking at the end-effector of the robot. Unlike

in by-hand manipulation, people look at the end-effector of the robot throughout

the trial. Specifically, 68.1 ± 2.1% of the fixations during each trial were at the

end-effector or tool. Presumably, this gaze difference is due to people needing visual

feedback to determine the location of the robot end-effector, whereas during by-hand

manipulation, people can use their own proprioception to determine their hand

position.

29



4. Gaze Behavior

0

0.25

0.5

0.75

1

F
re

q
u
e
n
c
y
 o

f 
m

o
rs

e
l 
g
la

n
c
e
s
 (

H
z
)

**
*

*
*

Planning Monitoring
x y z roll pitch yaw

te
le

sh
a
re

d

te
le

sh
a
re

d

te
le

sh
a
re

d

te
le

sh
a
re

d

te
le

sh
a
re

d

te
le

sh
a
re

d

te
le

sh
a
re

d

Figure 4.4: Mean frequency of planning and monitoring glances to the plate during
each robot assistance mode. Monitoring glances are subdivided by joystick control
direction. * indicates significance at the α = 0.05 level; ** at α = 0.01.
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multiple (≥ 2) monitoring glances, subdivided by their control mode. * indicates
significance at the α = 0.05 level.

People look at their goals based on the status of the task. As indicated above,

two eye gaze patterns recurred: planning glances, in which people held the robot

stationary and alternated their focus between the end-effector of the robot and their

goal object, and monitoring glances, in which people moved the robot while looking

back and forth between it and their goal position. These patterns were frequent,

with planning glances appearing in 76% of trials, and have also been observed in

teleoperation tasks using motion control [37]. In addition, morsel monitoring glances

were significantly more frequent during translation than during rotation (Fig. 4.4).

Repeated morsel monitoring glances, in which participants checked the morsel position

more than once while they watched the robot end-effector, also occurred more often
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when in the x/y translation mode than in the pitch/roll pure rotation mode (Fig. 4.5).

This distinction between rotation and translation may be because participants find

rotation harder [128] or because an external reference for the target is less necessary

during rotation. In both cases, we find that the timing of meaningful plate glances is

highly related to the dynamics of the task.

Another key insight from this study is how people behave when they encounter

problems in the task [8]. While these incidents occur infrequently in the dataset,

we can nevertheless examine some case studies to understand how people’s eye gaze

changes when something goes wrong. To illustrate this phenomenon, we describe two

case studies that appeared in our HARMONIC data set (see Sec. 4.1.2).

Figure 4.6: When the robot occludes the goal morsels, people move their heads for a
better view.

People move their heads to compensate for robot occlusion (Fig. 4.6). In

several cases, people moved the robot into a configuration where the robot itself

occluded their view of the target morsel. In these situations, people often moved their

heads significantly more than usual in order to get a better view. While this pattern

is not revealed through semantic gaze analysis (see Sec. 5.3), it can be obtained from

the raw gaze signal and the head motion. Knowledge that the operator is struggling

to see a particular object can be used to trigger contextual assistive actions.

People look at robot joints during kinematic failure (Fig. 4.7). As noted

above, people often look at the end-effector of the robot. People rarely look anywhere

else on the robot, except for one notable case: when the robot goes into a problematic

kinematic configuration, people will look at the joint that is causing them an issue.

For example, the robot has two general configurations while being teleoperated

downward, which we can call elbow-down and elbow-up (see Fig. 4.7). In the elbow-

down configuration, the robot cannot be moved towards the table, as the robot joint
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Figure 4.7: When the robot moves into a problematic joint configuration, people look
at the joint that is causing problems. The red dot represents the participant’s gaze
location.

collides with the table before the target position is reached. It is difficult to fix this

problem with only end-effector control, as the motion required is by definition within

the nullspace of the joint Jacobian. When this problem occurs, people often look

at the location of the joint that is causing them a problem. Again, with contextual

information, this eye gaze pattern can indicate to an assistive system that corrective

behavior would be especially useful.

4.3 Conclusion

These results build a theoretical foundation for using eye gaze as a signal for goal

inference during assistive manipulation. We show that people indeed look at their

goal objects while teleoperating a robot, so this signal can be used to predict the

operator’s goal. However, we find that this signal is not consistent, though it follows

some clear patterns. First, gaze is mostly directed at the end-effector of the robot,

meaning that goal-directed glances are relatively rare. They do occur more often

during translation than in rotation, which suggests the usefulness of context-aware

algorithms for interpretation. On the other hand, people can perform the task without

ever glancing at their goals, especially during repeated tasks in the same environment;

this limitation restricts the performance of algorithms that require goal-directed gaze

to distinguish the user’s goals and suggests that gaze is inherently unreliable for
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goal prediction. This finding motivates both the development of sequence-aware

algorithms for gaze interpretation and our focus on using gaze alongside more reliable

information sources like the user’s control input. Finally, the data set collected enables

the training and evaluation of different gaze analysis methods on actual participant

data.

Looking beyond goal inference, moreover, we find that natural gaze can reveal

more information about the user during the task. For example, kinematic failures

lead to people looking at the location of the failure, and gaze behavior changes as

the robot occludes the goals. This signal may also capture similar situations, such

as detecting user distraction when they look away from the task or sensing errors

when users look at locations of objects that the system failed to detect. Showing

that eye gaze can be used for broader failure detection and user behavior inference

suggests that developing a richer understanding of gaze during complex interactions

is an important area of future work.
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Chapter 5

Gaze Processing

One of the challenges of extracting information from eye gaze behavior is incorporating

the scene context into the signal. While statistical analysis of the signal has been

effective for such problems as activity recognition or expertise measurement [14, 20,

21, 23, 34, 46, 71, 126], the information we are concerned with is intrinsically tied with

the specific objects of the task. Therefore, we first process the data to incorporate

semantic information about what objects people are fixating.

One strategy for incorporating context, which inspires our approach, is to label

the user’s gaze according to the object in the environment nearest their gaze. This

labeling process has been explored for both 2-D [17, 75] and 3-D [41, 70, 90–92, 108]

gaze, though these approaches generally focus more on the labeling process itself

than on applying it to real-world systems. Many projects that use gaze for robotic

systems [13, 69, 70, 107, 118, 124] do not describe the gaze processing in detail and

(implicitly or explicitly) rely on on the user’s intentional gaze to correct the system

towards a better outcome. We most closely follow the approach given in Huang et al.

[50], which splits the gaze into individual fixations, labels them with pre-specified

keypoints, and uses these label sequences to predict user goals.

However, this labeling process is more complex than it seems. Gaze data is

inherently noisy, and becomes more so when trying to use more cost-effective sensors

in complex, 3-D, moving environments (Sec. 5.1). For goal prediction, incorrect labels

can cause complex feedback loops with system behavior, and using natural gaze means

that the system cannot rely on the user changing their input behavior to account for
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these errors. To enhance performance in these situations, we formalize the semantic

gaze labeling process and present algorithms for improving labeling accuracy even

without clean underlying data.

In this chapter, we describe the pipeline for collecting raw gaze data, segmenting

it into individual fixations, and labeling these fixations with corresponding objects in

the scene (Fig. 5.1). We begin with an overview of the raw gaze signal and sensing

mechanisms. Next, we describe the physiological properties of gaze and describe an

algorithm for fixation detection.

We then introduce our formalism for semantic gaze labeling (Sec. 5.3) and present

three features to use for the labeling algorithm: position features, a baseline that

measures the distance between the fixation and the label (Sec. 5.4); velocity fea-

tures, which compare the motion between fixations to the motion between keypoints

(Sec. 5.5); and pursuit features, which compare the motion within fixations to the

motion within keypoints (Sec. 5.6). Accurately processing the raw gaze signal into

labeled sequences of fixations, using the full pipeline described in Fig. 5.1, enables

goal prediction to use scene context, which underlies our gaze prediction algorithms

described in the next chapter.

Point of  

regard

Eye images Pupil detection

Gaze calibration Gaze model
Eye tracking

Clustering

Velocity calculation

Combining

Position features

Event detection

Event labeling

Semantic gaze labeling
Velocity features

Labeling

Fixations

Keypoint 

locations

Tag detection

Keypoint 
positions

Egocentric 
transformation

Transformations
Object detection

Figure 5.1: Flow chart of the gaze analysis pipeline. The eye tracking system provides
the user’s point of regard at 30-200 Hz (depending on the sensor; Sec. 5.1). This
signal is then passed into the event detection framework (Sec. 5.2), which uses a
pre-trained clustering model (dashed arrow) to output a sequence of fixations at ∼1-2
Hz. Finally, the semantic gaze labeling process labels these fixations with keypoints
supplied by an external tracking system (dashed rectangle; Sec. 5.3).
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5.1 Eye Gaze Sensors

To understand the gaze processing pipeline, we begin with an overview of the gaze

sensors themselves. Developments in eye tracking technology over the last several

years mean that tracking gaze direction in a real-world environment at high sample

rates (90-200 Hz or higher) is now possible. In this work, we use both 2D screen-based

gaze trackers and 3D mobile eye trackers. Screen-based trackers such as the Tobii

4C [115] typically sit at the base of a monitor and emit gaze location of a user as a

pixel on the screen; the relative consistency of the user’s head location makes the

system fairly reliable, though it cannot be used for 3D settings. For these settings,

mobile eye trackers, such as the Pupil Core [93] or the Tobii Pro Glasses 2 [115]

(Fig. 5.2), are appropriate. These sensors typically consist of a glasses-like frame worn

by the user, on which a number of cameras are mounted. One or two IR cameras are

mounted above the users’ eyes (corresponding to a monocular or binocular setup) and

record high-frequency video of the eyes themselves. In addition, a forward-mounted

(“egocentric” or “world”) camera captures the scene from the point of view of the

user.

(a) Pupil Core (b) Tobii Pro Glasses 2

Figure 5.2: Mobile eye trackers.

For screen-based eye trackers, proprietary algorithms use the sensor’s cameras

along with a 5-point calibration process to produce the user’s gaze location as a 2D

pixel location on a screen. Mobile eye trackers are similar, but calibration must take

into account depth of field [32]. For mobile tracker work, we use a 27-point calibration

procedure: the user looks at a calibration target, which is moved to each point in a

3-by-3-by-3 grid encompassing the workspace of interest.
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The output of the Pupil Core mobile eye tracker includes two 120Hz streams of

pupil pixel location in the eye cameras and one 30Hz stream of gaze target pixel

location in the world camera. Similarly, the Tobii 4C screen tracker produces a pixel

location at 90 Hz. This raw data is processed in the rest of our pipeline.

5.2 Event Detection

To simplify the semantic gaze labeling process, we can take advantage of the phys-

iological characteristics of human gaze. Rather than having free control over eye

gaze direction, people follow consistent eye gaze patterns, which consist primarily of

fixations (∼ 500-2000 ms stationary periods) separated by saccades (rapid ∼ 100-500

ms ballistic trajectories between fixation locations). Controlled eye gaze motion

typically only occurs in two situations: smooth pursuits, when someone looks at a

moving object and follows it with their eyes, and vestibulo-ocular reflex (VOR), when

people move their heads and their eye gaze moves to compensate while focusing on

the same object. Therefore, when determining what object people are looking at,

we need not perform the classification problem at the sample rate of the eye gaze

sensor. Instead, we can perform saccade and fixation segmentation (known in the

literature as event detection) and assume that during a fixation, smooth pursuit, or

vestibulo-ocular reflex, the entire period is spent focusing on the same object.

There are two traditional algorithms for event detection: dispersion thresholding

(I-DT) and velocity thresholding (I-VT) [103]. Both depend on noting that the point-

to-point velocity during saccades are generally much larger than during fixations (or

VOR, or pursuits). In I-DT, a measure of dispersion (e.g., variance) is calculated

over windows of the eye gaze signal. Windows less than a manually-chosen value are

determined to be fixations, while windows above the value are labeled saccades. In

I-VT, the point-to-point velocity of the signal (the numerical derivative) is computed,

and each point is labeled a fixation or saccade if it is below or above a custom

threshold. Then, successive fixation labels that exceed a minimum fixation time are

fused together and determined to be a single fixation.

For this work, we use a variant of I-VT, known as I-BMM [60, 104]. This method

similarly calculates the velocity of the eye gaze signal (by angle), but learns a dynamic

threshold by fitting a 2-component Gaussian mixture model to a sample of eye gaze
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data. Then, adjacent fixation labels are fused, and fusions that exceed a specified

minimum time are labeled as fixations. A Python implementation that works both

offline and online was written and made open-source1.

Our event detection algorithm varies slightly from the standard eye tracking

approach due to the dynamics of our task. First, we do not distinguish between

fixations, pursuits, and vestibulo-ocular reflexes. In the eye gaze signal, fixations

appear as periods of zero velocity, whereas pursuits and VORs appear as periods

of small but nonzero motion. However, since all three categories involve the user

focusing on a single object, for labeling objects of interest the distinction is not

important. Therefore, in our fixations, there may be some internal motion, which may

make distinguishing between saccades and fixations more difficult. However, saccade

motions are still significantly significantly faster than pursuit or VOR motions. When

motion is fast enough that pursuits are split into several consecutive fixations, the

labeling procedure (below) labels each with the same object, so a corrective procedure

can recombine adjacent identically-labeled fixations into a single fixation.

5.3 Semantic Gaze Labeling

Now that we have obtained a sequence of separate fixations, we proceed to the

labeling step. Building on previous work, especially Huang et al. [50], we can describe

this labeling process in more detail. To do so, we start by explicitly laying out two

assumptions:

Users focus on one object at a time. In particular, people look directly at ob-

jects of interest. This assumption generally holds during by-hand manipulation [43,

57, 68]. While peripheral vision does provide some assistance for by-hand manipula-

tion [109], the central assumption that people direct their gaze directly at specific,

task-relevant objects is strongly supported in the psychology literature [15].

Users look at task-relevant objects. Manipulation tasks tend to involve inter-

acting with a limited number of objects that stay unchanged during the task. Since

glanced objects are task-relevant [43, 67], we assume that the the majority of in-

formative glances are to the set of objects relevant to the manipulation task. Any

1http://github.com/HARPLab/ibmmpy
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off-object glances are assumed to be noise or a signal that (for example) the user is

not paying attention to the task, so they can safely be combined into a single category.

Note, however, that this assumption does not hold as strongly during less structured

tasks [114].

These two assumptions enable us to incorporate context into the gaze signal by

labeling gaze data with the object that the user is most likely looking at during that

time. Then, rather than raw gaze data, we use sequences of object labels as input

to intent inference systems; we assume these object locations can be obtained from

a separate sensing process. This processing pipeline converts the raw gaze data to

a format where context is already included, which eases the development of intent

inference systems.

Figure 5.3: Fixations were manually assigned to one of ten scene keypoints, which
were the three goal morsels and each robot joint. For bulk comparison, scene keypoints
were also grouped as shown in the colors of the scene.

5.3.1 Formal definition

Formally, we describe the problem as such:
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Given: a sequence of eye gaze locations segmented into fixations It = (τ t0, · · · , τ tmt
),

where It is an index set and all such sets partition the original gaze sample sequence

gτ . These fixation subsequences are derived using an event detection algorithm, as

described in Sec. 5.2. Here, we represent gaze locations gτ as unit vectors pointing

from the sensor frame into the world.

Given: A set of timeseries keypoint locations kiτ , determined from an object detection

algorithm. Each keypoint ki is a semantically relevant object in the workspace

(determined manually).

Goal: Assign to each fixation t a label ℓt ∈ (1, · · · , n) representing which keypoint

the user is likely to be looking at for that particular fixation. Then, the gaze can

be represented as a sequence (f1, · · · , fn) where ft = (ℓt, dt) represents both the

fixation’s label and its duration (dt = τ tmt
− τ t0).

To perform the labeling process, we present three features to use. Position features,

which calculate the distance between the fixation center and the object’s location,

represent the standard approach. We introduce velocity features, which compare

the motion between fixations with the motion of each keypoint, and show that they

improve accuracy over position features alone [9]. Finally, we propose pursuit features,

which compare the motion of the gaze within each fixation to the motion of each

keypoint.

To assign a label to each fixation, we use a simple feature weighting procedure:

ℓt = argmin
i

∑
j

wjqj(gt, k
i
t) (5.1)

in which the label ℓt is assigned based on a weighted linear combination of each feature

function qj with weights wj. While more sophisticated classification algorithms may

improve the data, the natural meaningfulness of the features chosen combined with

the desire to evaluate the features as directly as possible motivates the simple method.

In addition, if we wish to extend the labeling procedure to produce a distribution

over keypoints rather than a keypoint itself, we can instead use the softmax

p(ℓt = i) ∝ exp(−
∑
j

wjqj(gt, k
i
t)).
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(a) Position features. (b) Velocity features.

Figure 5.4: A schematic representation of the calculated features. Colored circles
represent keypoints. Filled circles represent keypoint positions at the current time.
Outlined circles represent keypoint positions at the previous time. The filled red star
represents the average fixation location at the current time, and the outlined star the
previous fixation location. Figure 5.4a represents the position features at the current
time; the closest keypoint to the fixation is the blue one, but the distance is similar
to the green distance due to a constant offset. Figure 5.4b represents the velocity
features; the relative motion that the fixation would have taken between the previous
time and the current time is represented by a dashed arrow for each keypoint and the
observed relative motion by the dashed red arrow. The high similarity between the
blue arrow and the red arrow leads to a small velocity feature for the blue keypoint
independent of the constant offset.

5.4 Position features

One straightforward way to compare the fixation subsequence to each keypoint to

determine how well they align is to use the distance between them averaged over the
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entire fixation (see Fig. 5.4a). In particular, let

ct = meanτ∈It gτ

represent the average gaze point during the fixation, and

kit = meanτ∈It k
i
τ

represent the average keypoint location for each keypoint i during each fixation t.

In the case of an actual fixation, the gaze is roughly stationary and this sequence

should have small variance. During pursuit or vestibulo-ocular reflex, the point will

move during the sequence so the average is a poor measure, but by assumption the

corresponding keypoint moves similarly, so any error induced by taking the mean will

be matched by the error in the keypoint.

Once the means are calculated, we can determine a position feature by computing

the distance between the fixation mean and the position mean,

pit = dp(ct, k
i
t), (5.2)

where dp is a distance function over gaze points gτ (here the cosine distance between

the two 3-D vectors).

5.5 Velocity features

One issue with the position features described above is that they tend to be highly

susceptible to static error. Many of the errors in the gaze signal, such as calibration

error, appear as large, slow-changing position errors. To counteract the effect of

constant errors, we can draw inspiration from signal processing and take the derivative

of the comparison (see Fig. 5.4b). In particular, if we assume that

ct = kℓtt + ϵt,
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where ϵ is a roughly constant error term (∂ϵ
∂t

is small), then if we subtract the same

equation for the previous fixation we get

ct − ct−1 = kℓtt − k
ℓt−1

t−1 + (ϵt − ϵt−1).

By assumption, ϵt − ϵt−1 ≈ ∂ϵ
∂t
∆t is small. Therefore, if ℓt is the correct label,

(ct − ct−1)− (kℓtt − k
ℓt−1

t−1 ) ≈ 0,

so this feature value should be smaller for correct values of ℓt. Thus, we want to

compare how the change of gaze target between fixations compares to the change of

keypoint locations between fixations.

Formally, define

δft =
−→
dp(ft−1, ft)

to represent the vector change between ft−1 and ft. Then, we can determine the

vector change between keypoints i and j during fixations t−1 and t respectively by

computing

δkijt =
−→
dp(k

i
t−1, k

j
t ).

Finally, we compute the velocity feature vit that measures how well fixation t matches

keypoint i as

vit = dv(δpt, δk
ℓt−1i
t ),

where ℓt−1 represents the label (keypoint index) assigned to the previous fixation

and dv is a distance function over velocities. Here, we define
−→
dp to be the quaternion

representing rotation between two 3-D unit vectors. Then dv represents geodesic

distance between quaternions. Note that this velocity feature term relies on the label

assigned to the previous fixation, ℓt−1. This dependency makes this feature vulnerable

to stacking error: if the previous label ℓt−1 is incorrect, the value of this feature is

meaningless. Therefore, velocity features work best when paired with other sources

of information.
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5.5.1 Evaluation

To evaluate this algorithm, we use the simple feature weighting in Eqn. 5.1, using

only to the position and velocity weights (as q1 and q2 respectively). For the first

algorithm to compare, we use the position features only and discard the velocity

features; that is, we set w1 = 1, w2 = 0. Next, since the feature vit depends on the

value of ℓt−1, we derive this previous value in two different ways. In one variant, the

true position-velocity variant, we use the true value of ℓt−1 when finding the value of

ℓt. This variant is not representative of how this algorithm would be used in practice,

as it requires access to the true label. However, it isolates the classification of each

data point so that an incorrect classification does not cause later problems, and

thus it more directly represents the ideal power of these features. We also evaluate

the sequential position-velocity variant, in which we use the labeled value of ℓt−1.

This method represents how this algorithm would be used in practice, but it is more

susceptible to error stackup. These three approaches are compared in the following

sections.

5.5.2 Validation on Synthetic Data

To determine the usefulness of the velocity features described above, we perform two

evaluations. For the first, we generate synthetic eye gaze data so that the gaze error

can be more properly controlled. For the second, we hand-labeled the fixations for

the HARMONIC dataset (see Sec. 4.1.2) and evaluated the semantic gaze labeling

procedure on that data. Throughout, we use w1 = 0.8 for the position features

and w2 = 0.2 for the velocity features (determined through cross-validation). In

both cases, we find that using velocity features as part of the classification strategy

increases the robustness of the classification accuracy to larger differences between

gaze and keypoint positions.

We generated a synthetic dataset to ensure that the velocity features were useful

in an idealized case. To build this dataset, we first generate trajectories for four

keypoints in an image frame by having them follow random Gaussian walks starting

from uniformly random starting positions. Then, we generate a randomized gaze

signal by first generating a random segmentation of the time period following typical

eye gaze dynamics to generate fixations and then assigning each of these fixation
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to one of the keypoints at random. Finally, the gaze signal during each fixation is

determined by adding random noise around the corresponding keypoint position. This

procedure is repeated to generate 200 keypoint and gaze trajectory sets of length 33.3

seconds each (1000 samples). To simulate the effect of a constant offset, an additional

error of fixed magnitude and direction randomized per trajectory is added to the gaze

signal. This simulated gaze signal is then processed according to the semantic gaze

labeling procedure described above.
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Figure 5.5: Classification accuracy on synthetic dataset.

The results of the algorithm on this synthetic dataset is shown in Fig. 5.5. This

figure plots the overall classification accuracy on the synthetic dataset as a function

of the magnitude of the offset added to the data. As expected, when the offset is

very small, the position and velocity features perform similarly. However, as the

magnitude of the offset increases, the velocity-based classification strategies stay more

accurate, whereas the position-only strategy decreases in accuracy. Thus, the velocity

features succeed at being more robust towards constant offsets. In addition, the true

position-velocity strategy outperforms the sequential true position-velocity strategy,

but even the sequential strategy gives benefits over the position-only strategy.
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5.5.3 Validation on HARMONIC Data Set

Next, we evaluate these algorithms on the HARMONIC dataset (see Sec. 4.1.2).

For keypoint locations, we used a tag grid present in the egocentric video frame to

compute the egocentric camera extrinsics, which we then smoothed using a Kalman

filter. Then, object positions were projected into the egocentric camera using these

extrinsics and a prior tag grid location calibration step.

To obtain ground-truth labels, four coders examined each fixation that occurred

in the 120 teleoperation-only trials and assigned it a label corresponding to each

robot joint and morsel target, or −1 if the fixation was determined to be noise. In

addition, all coders coded the same randomly-selected 10% of the trials, and the

average pairwise Cohen’s kappa (inter-rater reliability) score was 0.645, indicating

acceptable agreement. Determining dependence on the error magnitude is more

difficult than in synthetic data, as the offset is not controllable. To measure this

dependency, we first calculated the angle distance between each fixation and the

mean position of its true label, then we binned fixations based on this value with a

width of 0.6◦ and discarded bins with fewer than 20 members.
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Figure 5.6: Classification accuracy on the HARMONIC dataset.

Fig. 5.6 shows the accuracy of our classification strategies applied on the HAR-

MONIC dataset as a function of offset bin. As in the synthetic data, all methods have

good accuracy for small errors, though the position-only method slightly outperforms
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Figure 5.7: Still of egocentric video during the food grasping task. While the gaze
(green star) is closest to a goal keypoint (orange circle), the motion of the gaze during
the fixation, given by the paths from each symbol, more closely matches the motion
of the fork tip.

the others. As the offset increases, the position-only and sequential methods drop off,

whereas the true velocity method maintains its performance. Thus, velocity features

are indeed useful for improving the accuracy of semantic labeling.

5.6 Pursuit Features

In addition to the position and velocity features presented here, we also hypothesize

that another feature, the simultaneous motion of the gaze and the objects during the

fixation, will help in semantic gaze labeling. While people are fixating on a particular

object, their eyes move to track its motion during smooth pursuit. Though this

feature cannot distinguish between stationary objects, it can distinguish gaze among

objects that are moving in different ways, even if they are positioned close together.

This approach has been successfully used to develop calibration-free screen-based

gaze target selection [120–122] with motion control.

A particularly tempting use case in our scenario is to use pursuit features to distin-

guish between gaze at the end-effector of the robot from gaze at a goal, particularly

when the robot is close to the goal. Fig. 5.7 gives an example of a fixation for which

this ability would be useful. While the user’s gaze is nominally closest to a goal
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object, its motion much more clearly matches the motion of the end-effector. This

feature can remove spurious glances towards incorrect goals and may enhance the goal

predictive quality of gaze. We can further validate the usefulness of pursuit features

by examining the pairwise correlation between each pair of keypoints averaged over

all fixations, shown in Fig. 5.8. This plot shows the theoretical usefulness of pursuit

features. While it cannot distinguish between goals on its own, or between goals

and stationary parts of the robot, it should separate moving robot joints from those

stationary objects and from each other.

However, the data captured here is difficult to use with pursuit features due to

noise in both the 3D gaze signal and the localization of the tracker relative to the

scene. In addition, the lack of ground-truth labels for gaze confounds an evaluation,

as manual coders used these features for labeling. Further work includes capturing a

more controlled gaze data set to evaluate all of these features together.

5.7 Conclusion

The pipeline given in this chapter describes how to take the raw gaze signal as obtained

by a gaze sensor and process it into a timed sequence of foveated scene objects drawn

from a prespecified set so that it incorporates scene context. This form enables us to

take advantage of the patterns in gaze during teleoperation discussed previously and

develop algorithms for inferring people’s goals in a teleoperated manipulation task

from their gaze behavior.

While this work relies on some strong assumptions about the simplicity of the

scene, we anticipate that this approach will be applicable in additional situations.

Our data confirms that people do generally look at pre-defined, task-relevant objects:

about 63% of the fixations in our data set could be labeled as specific objects

in the scene, and many of the others were errors in sensing. In addition, many

manipulation setups, at least in the lab, will already have access to information about

the manipulation environment. This assumption does, however, limit the usefulness of

this method in fast, rapidly-changing environments like driving, during which people

rely on peripheral vision, and less task-driven viewing tasks like free-viewing or visual

search [114]. Future work can focus on extending this object-driven contextual model

with integrated sensing or statistical attention models for more general use.
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Figure 5.8: Pairwise correlation of the motion of keypoints during each fixation,
averaged over all fixations. Lighter blocks, such as the three goal points, are nearly
perfectly correlated and thus are difficult to distinguish with pursuit features. In
contrast, joints of the robot generally move more during the task, so they are more
likely to be distinguishable from each other and from the stationary objects.
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Chapter 6

Gaze for Goal Prediction

Now that we have developed a representation of gaze that includes contextual

information, we can use that signal to predict the user’s goal. Our earlier work

on natural gaze behavior during manipulation, described in Chap. 4, shows that

goal-directed glances do occur with consistent patterns, but they occur relatively

rarely, and gaze is mostly directed at the robot’s end-effector. In the HARMONIC

data set [84], only 16% of all fixations were directed towards a goal object. We cannot

even assume that users ever look directly at their goal during the task; in fact, 10%

of trials included no identified goal-directed gaze. Users may use their peripheral

vision or memory of the scene to localize their goals rather than looking directly at

them. Therefore, we explore more sophisticated algorithms for goal prediction that

can better interpret the signal.

In this section, we develop two algorithms for goal prediction from gaze and

validate them on the HARMONIC data set [84]. First, we present an aggregate gaze

model which uses only the counts of fixations labeled as goals and discards sequence

information (Sec. 6.1). This aggregate model represents standard methods that only

consider goal-directed fixations and treat other data points as noise. Second, we

present a novel sequential gaze model, which learns hidden Markov models from the

sequences of labeled fixations (Sec. 6.2). This method generates earlier and more

confident predictions than the aggregate method, but it performs worse when no

distinguishing gaze is available. Using this method, gaze can provide early, global

goal prediction independent of the state of the task, but the lack of a consistent signal
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makes it unreliable as a sole source of information.

6.1 Aggregate Gaze Method

For gaze-based goal prediction, we take as input the sequences of labeled fixations

derived in Chap. 5 above. The gaze data in each trial i consists of a sequence of

fixations f i = (f i
0, · · · , f i

T ), each of which contains a start time, duration, and label f =

(s, d, ℓ), as input and a reported goal gi as output. Existing work [13, 70, 107, 118, 124]

uses this signal by only considering goal-based glances. Typically, the entire gaze is

assumed to be directed only at the goal, and other gaze information is discarded as

noise. Then, they predict the goal as the one closest to the user’s gaze location.

For this baseline, we use an aggregate probability function that counts the number

of fixations directed towards each goal. Specifically, we set

pagg(gk|(f0, · · · , fT )) ∝ exp
T∑
t=0

δ(ℓt = ℓgk), (6.1)

with normalization performed over the three possible goals gk. Here, δ(a = b)

evaluates to 1 if the arguments are equal and 0 otherwise. This method requires the

specification of ℓgk , the label corresponding to each goal gk. However, it requires no

training.

6.2 Sequential Gaze Prediction via Hidden Markov

Models

We now present a sequential method which, unlike the aggregate method, takes into

account both the order in which fixations appear as well as fixations directed towards

non-goal objects. Thus, this algorithm is able to improve on recognition speed and

confidence. Building this model consists of two steps: sequence processing and model

learning.
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6.2.1 Sequence processing

We use a hidden Markov model, which operates on untimed sequences of categorical

observations. Therefore, the first step is to transform our timed sequence into an

equivalent untimed sequence. A simple way to do so would be to just drop the

timing elements entirely. However, that method removes information conveyed by

the fixation durations. Instead, we repeat each label a number of times based on

its duration. This untimed sequence is suitable for use in a Markov model, but its

expansion retains a representation of the fixation durations using repetition counts.

Specifically, given a sequence f = (st, dt, ℓt), generate the new sequence f ′ as

f ′ = (ℓ0, · · · , ℓ0︸ ︷︷ ︸
N(d0)

, · · · , ℓi, · · · , ℓi︸ ︷︷ ︸
N(di)

, · · · , ℓn),

where each individual label ℓi is repeated based on a multiplicity function N(di). We

set

N(d) = clamp(

⌊
d

∆t

⌋
; 1, Nmax),

where ∆t is a fixed time quantization parameter, Nmax is the maximum number of

repeats of a single fixation, and clamp forces the result within the range specified.

Smaller values of ∆t mean that fixation durations are more faithfully represented but

that the observed sequences are longer. Nmax enforces a cutoff value for long fixations

so they do not overwhelm the data.

To handle labels with low prevalence in the data, we mapped the labels into larger

categories. In particular, fixations towards to either the end-effector or the tool were

relabeled as tool fixations, and fixations to elsewhere on the robot were relabeled as

robot fixations. (See Fig. 5.3 for label identification.)

6.2.2 Goal prediction

For sequence modeling, we use a hidden Markov model (HMM), a powerful tech-

nique for representing sequence structures. We apply these HMMs to the processed

sequences. Let the set of emissions be the set of possible keypoint labels K. For each

goal possibility, we select all sequences corresponding to trials with that goal. We

then train a hidden Markov model from this subset of the sequences. This process
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yields one HMM for each goal possibility gk.

To perform goal inference on a data sequence, we compute the score sk of the

observed sequence (ℓ0, · · · , ℓT ) given by each pre-trained HMM as

sk(ℓ0, · · · , ℓT ) = log p(ℓ0, · · · , ℓT ; HMMk). (6.2)

Then, a goal probability is found by marginalizing over all the known goals and

assuming a uniform prior,

p(gk|ℓ0, · · · , ℓT ) =
exp sk(ℓ0, · · · , ℓT )∑
k′ exp sk′(ℓ0, · · · , ℓT )

. (6.3)

All HMM operations were performed using the hmmlearn package1. We set the

number of hidden states n = 3, quantization parameter ∆t = 250ms, and cutoff value

Nmax = 3 through cross-validation.

While this method requires specifying the number of goals in advance, it can be

extended to different numbers of goals with appropriate training data. It can also be

expanded to identify intermediate goals for multi-stage tasks. Moreover, it does not

require that the goal objects themselves be identified among the labels in advance.

6.3 Comparing Sequential and Aggregate Predic-

tion

6.3.1 Data for Evaluation

To evaluate the goal prediction algorithms, we used the HARMONIC data set [84]

we previously collected (see Sec. 4.1.2), which contains eye gaze and joystick input

from participants teleoperating a robot arm using a joystick to spear one of three

marshmallows on a plate. For this work, we include only trials in the direct teleoper-

ation condition in which the user completed the task successfully. This filtering left

64 trials, with an average of 60 fixations per trial.

Predictions by the joystick method (described in Sec. 3.1.1) were provided in

the data set. Predictions from the aggregate model was computed directly. For the

1https://hmmlearn.readthedocs.io/en/latest/
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Accuracy Mean probability Median probability

Aggregate gaze 0.578 0.637 0.827
Sequential gaze 0.671 0.643 0.991
Joystick 0.531 0.486 0.478

Sequential gaze 0.594 0.591 0.986
(by participant)

Table 6.1: Algorithm accuracy metrics.

sequential predictions, the trials were divided into five sets with goal frequencies

balanced, and the goal prediction for each trial was computed using a model trained

on the four other sets that did not include the trial.

6.3.2 Metrics

We compare the algorithms on several metrics.

Overall accuracy An algorithm is marked correct on a trial if the probability

assigned to the correct goal given all of the data is strictly larger than the probability

assigned to each other possible goal. If the algorithm assigns the maximum probability

to more than one goal (e.g. the aggregate method with no goal glances), its prediction

is marked incorrect. Accuracy for each algorithm appears in Table 6.1.

Confidence We compute the set of final probabilities assigned to the correct goal at

the end of each trial i, i.e., {∀i : p(gi)|f i)}. We report the mean probability, the mean

of this set, as a measure of the confidence of that prediction. Since these probabilities

are highly non-Gaussian (see Sec. 6.3.3), we also report the median probability. These

results also appear in Table 6.1.

To validate that this result extends to new participants, we compute these evaluations

for the sequential gaze method using a different test/train split such that each

participant’s data appears in only one fold. These results, which are comparable to

the results that measure across participants, appear at the end of Table 6.1.

Prediction over time We consider the sequence of prediction confidence over the

course of each trial. Given a subset of the data (0, · · · , t ≤ T ), we compute the

probability of the correct goal derived from that subset (p(gi|(f i
0, · · · , f i

t )). This

probability is a function of time T , which is normalized to the length of the trial.
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Figure 6.1: Distributions of probability assigned to the correct goal by each algorithm
during the evolution of each trial. The first data point (at t = 0) uses the first fixation,
so the initial probability is not uniform. Lines connect probability medians. When
the probability assigned to the correct goal is above 0.5 (denoted by the horizontal
dashed line), the classifier is guaranteed to be correct at that time.

Fig. 6.1 shows how each algorithm’s partial probability evolves during the course

of the trial. For each time bin, the width of the bar represents the proportion of

partial probabilities of the correct goal at that time. Mass at larger y values indicates

more confident correct predictions, and data at smaller x values represent prediction

confidence earlier in the trial.

6.3.3 Sequential Gaze vs. Aggregate Gaze

First, we compare our novel sequential method with the aggregate baseline. The

sequential model has slightly higher accuracy than the baseline. In addition, Fig. 6.1

shows that the sequential model has higher confidence: when it is correct, its reported

correct probability is nearer to one, and when incorrect, that probability is nearer to

zero. In contrast, the aggregate model is more indecisive, with more trials ending in

equal probabilities assigned to all goals.

Additionally, Fig. 6.1 shows that both gaze models demonstrate strong bimodal

behavior. This finding evokes the result found in Huang et al. [50], in which the

gaze-based algorithm did not predict any intention in approximately 30% of cases

56



6. Gaze for Goal Prediction

and performed well otherwise. Examining the data suggests that the two modes may

be related to the availability of goal-directed gaze data. In 10% of trials, the system

detected no goal-directed fixations at all, making classification based on gaze difficult.

In addition, this observation explains the discrepancy in worst-case performance

between the aggregate and sequential algorithms. When none of the user’s fixations

are directed towards goals, the aggregate model makes no prediction (i.e., emits

uniform probability p = 0.33 over all goals), while the sequential algorithm generates

a prediction anyway and performs poorly (p ≈ 0 for the correct goal). Thus, the

median probability results in Table 6.1 better represent each algorithm’s quality than

the means do.

6.3.4 Understanding the Sequential Model

To understand the benefits of the sequential model, we examine a single trial in detail.

Fig. 6.2 shows the trained HMM for recognizing goal 2, represented by the gaze

label morsel 2. States S0 and S1 activate on fixations directed towards labels tool

and morsel 2. In addition, these states activate slightly when they see morsel 0

or morsel 1 respectively. This HMM has some possibility of producing fixations

towards the other goal options, so it can incorporate them in its prediction.

Fig. 6.3 shows how this model evaluates a single trial. Eye gaze is mostly directed

toward the tool, particularly at the start of the trial (Fig. 6.3, middle), and the

HMM largely stays in S1 in response (Fig. 6.3, bottom). When it encounters fixations

labeled with non-goal morsel 0 at about 50% of the way through the trial, the model

transitions to S0 and incorporates those fixations smoothly. With additional fixations

labeled morsel 1 at 65% through the trial, the model re-enters S1 and correctly

predicts the goal for the remainder of the trial (Fig. 6.3, top). In contrast, the

aggregate method is unable to handle these glances towards incorrect goal candidates,

so it fails to recognize morsel 2 as the goal.

6.4 Characteristics of Gaze-based Goal Inference

With a goal prediction pipeline established, we now turn to understanding how this

prediction behaves in comparison to the control input-based prediction discussed
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Figure 6.2: Graph representation of a learned hidden Markov model for morsel 2.
State labels include their prior probabilities, edges between states represent transition
probabilities, and edges to emissions represent emission probabilities. Edges with
p < 0.02 were omitted for clarity.
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Figure 6.3: Sample trial comparing aggregate and sequential prediction performance.
The top plot shows the output probability assigned to morsel 2 (the true target) during
the trial. The second plot shows the gaze labels supplied to each algorithm. The
bottom bar shows the hidden state predicted by the sequential model as calculated
from the entire data run. While the HMM mostly maintains a single state, the
presence of fixations towards morsel 1 (near 0.5 < t < 0.65) triggers a different
hidden state. This flexibility enables the HMM to incorporate the misleading gaze
information.
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in Chap. 3. We find that since the gaze is highly bimodal, it is capable of giving

accurate predictions earlier than the control input does. However, it is significantly

less reliable: it does not reliably give this earlier prediction, and it can often fail to

provide any goal information at all. This behavior suggests it is best used as a signal

of opportunity and combined with a more reliable prediction source like control input

rather than being used on its own.

6.4.1 Gaze vs. Joystick: Forecasting Horizon

First, we explore whether gaze provides information faster than the joystick does.

Intuitively, we would expect this result: people look at their targets early in the trial

to locate them [12], whereas joystick input is similar when all goals are in the same

direction from the robot’s current pose. Particularly for the object spearing task,

the robot trajectory is similar for the first half of the trial (as participants reorient

the robot into a spearing position), and the joystick information only diverges in the

second half of the trial.

To measure this prediction horizon, we compute how long it takes for a correct

prediction to stabilize: if a trial is ultimately correct, what is the earliest time such

that the (correct) prediction persists through the end of the trial? This measure shows

when each algorithm has obtained enough information to make its final prediction.

If more of the trials have stabilized earlier, we conclude that that algorithm gets

sufficient information early to make a decision. However, some of the algorithms have

inherent priors from the structure of the data. For example, the sequential method,

given no information, arbitrarily predicts goal 2. If the true value is equal to this

prior, the stabilization time measure usually shows that the prediction is correct

from the start of the trial. Therefore, we omit trials that predicted the correct result

before receiving any data. Stabilization time measures how much trial time it takes

for the algorithm to have enough confidence to switch from its initial prediction to

the correct goal. While restrictive, these exclusion criteria remove the effect of the

bias of the data before receiving any information. Results appear in Fig. 6.4.

We find that the sequential method outperformed the other methods on stabiliza-

tion time. Median stabilization time (as fraction of trial time; lower is better) is 32%

for the aggregate method, 8.6% for the sequential method, and 45% for the joystick
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Figure 6.4: Fraction of selected trials that have stabilized on the correct prediction
by progress through the task. Selected trials include those where the algorithm is
incorrect in its first guess without any information, but it is correct at the end. The
exclusions resulted in naggregate = 37, nsequential = 31, njoystick = 9. Trials have stabilized
when their (correct) prediction stays the same from that point in the trial through
the end. While the small n for the joystick method precludes strong conclusions, this
plot suggests that distinguishing evidence occurs later in the joystick method than
for the aggregate method, and it comes fastest for the sequential method.

method. Unfortunately, our exclusion criteria left relatively few trials for the joystick

case (n = 9), so it is difficult to draw clear conclusions. However, Fig. 6.4 suggests

that in general, the joystick method does not begin to stabilize until about halfway

through the trial. The gaze methods, and especially the sequential gaze, can get to

the correct conclusion much faster. This evidence reinforces the idea that gaze can

detect goals earlier in the trial, but more investigation is required.

6.4.2 Limitations of Gaze-based Prediction

While gaze is a powerful signal for goal recognition, there are two key complications for

using it in practice. First, clear gaze information is not always available. In our data

set, six trials (10% of the data) included no goal-directed glances at all. People may

use other strategies for identifying their goals, such as their peripheral vision or their

memory of the object location from a previous task. Therefore, gaze may be better

used as a signal of opportunity. In its absence, we must fall back to an alternate method,
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such as the joystick-based model. To explore this possibility, we measure whether the

gaze and joystick algorithms are correlated in their accuracy. Trials where the gaze

gives a correct prediction and those where the joystick gives the correct prediction

show no strong correlation (χ2(1) = 0.0336, p = 0.854). The results comparing the

joystick and aggregate methods are similar (χ2(1) = 0.00628, p = 0.937). Thus, the

complementarity of these methods makes this combination especially appealing. The

signals can combine their predictions together using Bayesian combination [53], or we

can use alternative methods that are more sensitive to the data.

Second, gaze information depends on task context. While the semantic labeling

procedure encodes scene information, it does not clarify why people are looking at

a particular object. People look both at objects they intend to interact with and

objects they are trying to avoid [57]. Therefore, gaze alone cannot distinguish the

role of an object in a task. Gaze shows that an object is relevant, but other systems

are needed to interpret that relevance. While our approach avoids this issue, more

complex tasks will require handling it.

6.5 Conclusion

In this chapter, we present a novel algorithm for processing the sequences of labeled

fixations developed earlier into predictions of the user’s goal in the teleoperated

manipulation setting. We find that gaze generally gives a relatively early goal

prediction, especially when compared with methods using control input. In addition,

using a sequential method to process the gaze encodes the signal context and improves

performance over baseline aggregate methods. However, gaze-based goal prediction is

unreliable, and this unreliability is rooted in the signal itself: people can go whole

trials without performing any distinguishing gaze behavior. Therefore, we predict

that the signal is best used in combination with another goal prediction source like the

user’s control input. We develop and evaluate the complementarity of these signals

in the next chapter.
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Chapter 7

Control Input and Gaze Are

Complementary

The previous discussion of goal inference using either control input or gaze enables

us to consider the role of each signal in the overall assistance process. In Chap. 3,

we see that control input is sufficient for simple tasks, but it may not give sufficient

information for optimal assistance when the user’s control is constrained. In contrast,

natural gaze can give goal information to enable assistance at any point during the

task without the input restriction; however, it cannot do so reliably. We see then

that these signals complement each other: control input provides a reliable fallback,

while gaze enhances performance when it is available.

To demonstrate this complementarity, we implement an assistive teleoperation

system that incorporates goal prediction using both the user’s control input and

their eye gaze behavior. We use this system to evaluate each prediction source

in a real-world, COVID-safe user study. In the study, participants teleoperated a

robot manipulator using modal control to pick up one of two cups while our system

provided assistance. The scenario was designed so the user could not act optimally,

so their control input was unlikely to yield optimal assistance. During each trial, the

assistance relied on goal prediction based on their joystick input, their gaze behavior,

or both.

We find that for this experimental scenario, assistance based on joystick input

alone is delayed relative to using both joystick and gaze, but only when the gaze
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(a) (b) (c)

Figure 7.1: Evolution of cup grasping task. First (a), users generally reorient the
robot so that the gripper is coplanar with the grasp points of the cups (b). Next,
users translate and rotate the robot to align with their specific goal (c). If the robot
knows the user’s goal in stage (a), it can provide goal-specific motion in x and roll.

prediction arrives sufficiently early. In the cases with early gaze predictions, trials

finished more quickly and users supplied less control input. Specifically, early gaze

leads to earlier assistance exactly on the axes for which the goal positions differ, and

the assistance is the same otherwise, matching our theoretical analysis. However,

we confirm that gaze-based predictions are inherently less reliable, as many trials

never gave sufficient information for accurate goal prediction, and feedback loops led

to arbitrarily poor performance in some cases. This work explores a fundamental

limitation of input-based goal prediction for assistance and shows that eye gaze

provides the global information required for systems to provide as much assistance as

possible.

7.1 Task Development

As discussed in Sec. 3.4, we expect that only some tasks benefit from early prediction.

We design a task such that at some state typically reached, the assistance required is
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different but the user’s command is indistinguishable. The task is a 6-dimensional,

3-mode analogue for the example in Fig. 3.1, in which the user can control only one

axis at a time.

We start from an object spearing task used in our prior assisted manipulation

work [12, 54, 84], but modify it into a cup grasping task. The robot starts at a neutral

position, and the user must teleoperate it with modal control to grasp one of two cups.

From prior work with this task, we observe that users generally start by moving the

robot forward (+y) to close the distance to all goals and reorienting the end-effector

to face forward (pitch) before performing goal-specific motion. Therefore, we change

the initial robot position to start midway between the goals in the x axis, so initial

left-right motion is different based on the goal. We add an additional, goal-specific

constraint along the roll axis by orienting the cup handles differently; to grasp a cup,

the user must rotate the end-effector to align with its handle, another motion that

depends on the goal. The stages of the new task appear in Fig. 7.1. While the user is

moving the robot in y and pitch, the system does not get any information about their

goal from their control input; early, gaze-based goal prediction enables assistance in

x and roll before the user begins providing goal-specific input.

7.2 Goal Prediction

7.2.1 Control Input

To provide real-time goal prediction from the user’s control input, we follow Sec. 3.1.1

in assuming an observation model

p(u|x, g) ∝ expQg(x, u),

with u representing the user’s joystick command signal, and solving for

p(g|joystick) = p(g|x, u)

=
expQg(x, u)∑

g′∈G expQg′(x, u)

(7.1)

using Bayes’ rule.
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7.2.2 Sequential Goal Prediction

We start by processing raw eye gaze behavior into a sequence of semantic labels,

described in Chap. 5. The sequence is next passed into a hidden Markov model for

processing, as described in Sec. 6.2. To apply the method for a new setting with two

goals instead of three, we modify the sequence processing algorithm and retrain the

HMM on the HARMONIC data set [84] using the modified algorithm.

To make the algorithm agnostic to the number of goals, we change the sequence

labels so that each sequence is formatted for a one-vs-rest classifier, and we use a

single HMM to match all goal candidates by instead varying the sequence representa-

tion depending on the goal. First, the labels are remapped to higher-level groups:

{none, robot, tool} ∪G, where G represents the set of all possible goals. We then

remap the label ℓ again for each goal candidate g ∈ G according to a function fg:

fg(ℓ) =


my goal, ℓ = g

other goal, ℓ ∈ G \ {g}

ℓ, else.

Then, the sequences encode the goal choice directly. We can now use a single HMM,

which is trained on sequences transformed by fgtrue , as a one-vs-rest classifier. We

obtain an observation probability of each sequence given a goal g by applying fg to

the sequence and computing the HMM probability, so

p(ℓ0, · · · , ℓn|g) = pHMM(fg(ℓ0), · · · , fg(ℓn)).

To obtain goal probabilities, we marginalize over all goal candidates assuming a

uniform prior:

p(g|gaze) = p(g|ℓ0, · · · , ℓn)

=
pHMM(fg(ℓ0), · · · , fg(ℓn))∑

g′∈G pHMM(fg′(ℓ0), · · · , fg′(ℓn))
.

(7.2)

We train the model on the semantic gaze label sequences from all trials by

first determining the user’s intended goal in that trial gtrue, then by remapping the
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sequence to (fgtrue(ℓ0), · · · , fgtrue(ℓn)) according to that goal. When applying this new

method in the same analysis as in Sec. 6.3.3, we obtain comparable results to the

original sequential modeling approach: 57.8% accuracy (vs. 33% chance), 63.2% mean

probability assigned to the correct goal at the end of the trial, and 92.0% median

probability assigned to the correct goal at the end of the trial. With this alteration,

we can apply the same HMM trained on the previous data set with three goals to

this new task with only two.

7.2.3 Combined Prediction

To combine the joystick and gaze predictions, we follow Jain and Argall [53] and

assume that the prediction based on each source is independent conditioned on the

goal. Assuming a uniform prior, we compute

p(g|joystick, gaze) = p(g|joystick)p(g|gaze)∑
g′∈G p(g

′|joystick)p(g′|gaze)
.

p(g|joystick) is given in Eqn. 7.1, and p(g|gaze) is given in Eqn. 7.2. Combining the

probabilities ensures that the assistance command is always providing the maximum

effort based on the system knowledge, so conflicting information between the signals

leads to full movement to a neutral position.

7.3 User Study

We conducted a user study in which participants performed this cup grasping task.

The study was performed within subjects and fully counterbalanced, with three

conditions {joystick, gaze, merged} corresponding to which prediction strategy was

used for the assistance.

Because of the COVID-19 pandemic, the user study was performed in a hybrid

remote-local fashion. The robot and a stationary camera were set up in the lab. Each

participant received a laptop, eye gaze sensor (Tobii Eye Tracker 4C, a screen-based

tracker), joystick, and computer paraphernalia at their home. Participants assembled

the equipment with remote experimenter supervision. They then connected the laptop

to the lab via OpenVPN. Using ROS and a custom interface, the laptop displayed a
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JoystickLaptop

Figure 7.2: Study setup that participants prepared at home.

live video feed of the robot and transmitted the user’s joystick command and gaze

data. In this way, participants controlled the robot without indoor contact.

7.3.1 Procedure

After filling out a consent form and reporting demographic information, participants

received an explanation of the task while observing an autonomous grasp by the

robot. Next, participants were instructed on how to control the robot and practiced

for approximately five minutes. During this time, camera parameters were adjusted

to compensate for latency; the resulting delay was typically 50− 70 ms. In addition,

the fixation segmentation algorithm [113] was trained on their eye gaze data. Next,

the participant performed four trials with no assistance. Finally, the participant

performed four trials each of the three conditions (joystick, gaze, and merged), fully

counterbalanced. To accustom participants to the assistance, they performed an

additional trial in their first assisted condition which was omitted from analysis.

Participants filled out a questionnaire after each condition and another questionnaire

at the end.

7.3.2 Participants

The study was conducted with 12 participants (6 male, 6 female, 0 other). Ages of

participants were 6 aged 18-24, 4 aged 25-30, and 2 aged 30-40. For familiarity with

operating robots, 2 reported lots of familiarity, 6 reported some familiarity, and 4
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reported no familiarity. Participants received $20 compensation for their participation,

which took approximately 1.5-2 hours including setup and teardown. The study was

approved by the university IRB office. Since the study required lending materials to

participants, recruitment was limited to university posting and word of mouth.

7.3.3 Evaluation Metrics

Algorithmic metrics Within each trial, we compute the prediction strength, which

is the probability assigned to the correct goal during the course of the trial.

Trial metrics For each trial, we compute the trial duration and the active fraction.

Trial duration refers to how long it took the user to complete the task, and active

fraction refers to what fraction of the trial the joystick command was non-zero; i.e.,

the user was explicitly providing input. Shorter trials and trials with less joystick

input were considered better.

Subjective metrics After completing trials for each condition, participants an-

swered questions on a seven-point Likert scale, following Javdani et al. [55] (emphasis

added; emphasized words act as references for reporting results):

• I felt in control while using this system.

• I was able to accomplish the tasks quickly while using this system.

• The robot did what I wanted while using this system.

• My goals were perceived accurately by this system.

• If I were going to teleoperate a robotic arm, I would like to use this system.

Participants also answered two open-response questions:

• Did you use any particular strategies while operating the robot?

• What are your comments about this system?

7.3.4 Hypotheses

H1 Eye gaze can predict the user’s goal earlier than joystick input can. This

hypothesis follows the observation in Chap. 6 that gaze often gives an earlier prediction

horizon, which underlies our model for task improvement. We do not require (or
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Figure 7.3: Distributions of prediction strength given by gaze and joystick methods
over all trials, normalized by trial duration. While the median prediction strength
over time is similar between the two, the distributions are different. The joystick
prediction for each trial smoothly increases over time. The gaze prediction, however,
is bimodal, and the median gaze prediction strength increases as more trials transition
from p ≈ 0.5 to p ≈ 1 at different times.

expect) the gaze prediction to always precede joystick prediction; rather, we need it

to do so sufficiently often to evaluate how the assistance changes.

H2 When the assistance system receives a prediction from gaze before a distinguish-

able state, trial metrics will improve and goal-specific assistance will appear earlier.

By considering only trials in which gaze yielded a prediction and analyzing when the

prediction was received, we evaluate the model of when joystick-based assistance is

improved.

7.4 Results

7.4.1 Gaze Gives Early Predictions

Our model for gaze improving assistance requires that it gives earlier predictions than

the joystick input does. Figure 7.3 shows the prediction strength of gaze and joystick

over the course of each trial. While gaze and joystick prediction medians behave

similarly, they follow different distributions. Gaze-based prediction is bimodal, which
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Figure 7.4: Prediction strength for each condition over all trials, normalized by trial
duration. The gaze predictions (left) generally transition sharply between p ≈ 0.5
(no prediction) and p ≈ 1 (confident, accurate prediction). The joystick predictions
(right) smoothly increase over time.

agrees with results from Chap. 6. While the joystick prediction strength steadily

increases throughout each trial, the gaze prediction strength increases by shifting

probability mass from p = 0.5 to p ≈ 1. Fig. 7.4 shows traces of all runs in the gaze

and joystick conditions. The gaze prediction generally starts at 0.5 and jumps to

p ≈ 1 at some point. This jump occurs at the first identified fixation on one of the

goals. While the effect is not consistent, we do find that gaze is capable of providing

earlier predictions than the joystick can, so H1 is supported.

7.4.2 Early Gaze Improves Trial Performance

Next, we assess how early goal prediction from gaze affects trial performance. First,

we consider only trials in which the gaze gave a prediction at all. We divide this set

into those that gave an early prediction and those that gave a late prediction. Early

trials gave a stable, consistent prediction from a threshold time Tc to the end of the

task. Specifically, we require:

∀t, t ≥ Tc : |p(g|data0, · · · , datat)− 0.5| ≥ 0.1.

Since there are only two goals, either goal can be used for this calculation. These

criteria mirror the ones given in Sec. 3.2: the gaze must give a prediction when the
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Figure 7.5: Distributions of prediction strength over all trials for early gaze, late gaze,
and joystick. The x-axis here is not normalized by trial time. The dashed line at 20s
indicates the cutoff time Tc for early gaze prediction.

optimal motion is different for each goal, but the user’s command is still indistin-

guishable. To choose this threshold, we observe that the goal-independent assistance

generally finishes about Tc = 20 seconds into the task. The remaining trials that gave

a prediction were labeled late. Of the 47 trials in the merged condition, 21 (45%)

were early and 9 (19%) were late. (The remaining 17 (37%) did not give a prediction.)

We compare the early and late gaze prediction strength with the joystick prediction

strength in Fig. 7.5 to confirm that this threshold generally aligns with when the

joystick gives a goal prediction.

We now consider how the timing of the prediction affects trial metrics. Fig. 7.6

show task metrics for early and late trials compared to trials in the joystick condition.

A one-way ANOVA evaluated on the log of the data shows significance for both

trial duration (F (2, 76) = 6.78, p < 0.002) and active fraction (F (2, 76) = 4.32, p <

0.013). Post-hoc analysis with the Tukey HSD test shows that early gaze has shorter

trials than both late gaze (p < 0.006, 95% CI = [0.14, 0.93]) and joystick alone

(p < 0.008, 95% CI = [0.077, 0.60]). In addition, early gaze takes less joystick effort

than does joystick alone (p < 0.02, 95% CI = [0.077, 0.93]). The benefit of early gaze

specifically relative to both late gaze and joystick show that H2 is supported.

We also consider the magnitude of the assistance over time, shown in Fig. 7.7. As

described in Sec. 7.1, the task is designed such that the optimal motion is different

depending on the user’s goal along the x axis throughout the task, but it is identical
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Figure 7.6: Trial metrics for early gaze, late gaze, and joystick. * indicates significance
at p < 0.05 and ** at p < 0.01. Early gaze trials are shorter than both other conditions
and require less input than the joystick.

along the y axis. We see that the early gaze allows earlier assistance in x than late

gaze or joystick do, since the latter conditions can only assist once the user input

becomes distinguishing. In contrast, the assistance along the y axis is similar for

all cases; receiving a goal prediction does not change the autonomous action. This

observation aligns with the reasoning given in Sec. 3.2.

7.4.3 Gaze Alone Performs Poorly

To further explore the usefulness of natural gaze for goal prediction, we measure

how effective the gaze signal is for assistance on its own. We report overall trial

metrics in Fig. 7.8 for each condition. A one-way ANOVA evaluated on the log of the

data shows significance only for trial duration (F (2, 142) = 12.7, p < 10−5). Post-hoc

analysis using the Tukey HSD test on the log shows that the gaze condition alone

takes longer than both the merged condition (p = 0.001, 95% CI = [−0.71,−0.25])

and the joystick condition (p < 0.002, 95% CI = [−0.59,−0.12]). In addition, in

subjective responses (visualized in Fig. 7.9 and analysis reported in Tab. 7.1), people

generally rated the gaze-alone condition worse than either of the others.

Gaze suffers because goal-directed gaze does not occur in every trial. Familiarity

with the scene from previous trials, adjusting goal-independent factors such as robot

rotation, and peripheral vision all contribute to the unreliability of distinguishing gaze
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Question χ2(2) p Conditions U Corrected p

Control 6.3 0.042* gaze-merged 45.5 n.s.
gaze-joystick 29 0.013*
merged-joystick 65.5 n.s.

Quickly 5.9 n.s. (0.054)

Wanted 8.5 0.014* gaze-merged 35.5 n.s. (0.050)
gaze-joystick 25.5 0.0094**
merged-joystick 65.5 n.s.

Accurately 8.0 0.019* gaze-merged 28.5 0.014*
gaze-joystick 35.5 0.046*
merged-joystick 67.0 n.s.

Like 7.1 0.029* gaze-merged 31.5 0.026*
gaze-joystick 37 n.s. (0.058)
merged-joystick 63.5 n.s.

Table 7.1: Statistical analysis of participant answers to questions. Significance testing
was performed first with a Kruskal-Wallis test for overall significance, and post-hoc
analysis was done using the Mann-Whitney U test (n1 = n2 = 12) with Bonferroni
correction for multiple comparisons. * indicates significance at p < 0.05, ** at
p < 0.01. Marginally significant values (p < 0.1) are shown in parentheses. n.s.
means “not significant” at α = 0.05.
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Figure 7.7: Robot assistance over time in x (top) and y (bottom). Early gaze enables
assistance in x before the Tc = 20 sec. cutoff, while late gaze and joystick do not
assist in this axis until after Tc. In y, the assistance is the same for all conditions, as
no goal information is required.

behavior [6, 12]. In fact, 33/95 (35%) of trials exhibited no goal-directed fixations at

all. In these cases, assistance was provided for the first part of the trial (when it is

identical for each goal), but subsequent motion is unassisted.

Incorrect predictions were even worse than no predictions at all. If the gaze

prediction selects the incorrect goal early in the trial, it was nearly impossible for

users to correct it. For example, if the user glances at one goal while trying to

navigate to the other (due to, e.g., wandering attention or an error in gaze detection),

the gaze-based assistance moves the robot directly to that goal. When the user

attempts to maneuver the robot arm away from that goal, they look at the robot

end-effector and at the incorrect goal to avoid collision, reinforcing the incorrect

prediction. This self-reinforcing behavior was nearly impossible for participants to

correct. Participants described this condition as “adversarial” and “like trying to

hold onto a slimy eel while it attempts to wriggle away,” and even changed their goals

to “accept its whimsy ways.” This behavior is analogous to the adversarial conditions

in Stolzenwald and Mayol-Cuevas [111] and Newman et al. [82]. While this issue can

arise when a system using control input approaches collinear goals [36], when gaze is

the only prediction source, even maximum input to the other goal does not fix the

75



7. Control Input and Gaze Are Complementary

G
az

e

M
er

ge
d

Jo
ys

ti
ck

100

200

300

T
ri

a
l

d
u

ra
ti

on
(s

ec
)

**
**

G
az

e

M
er

ge
d

Jo
ys

ti
ck

0.0

0.2

0.4

0.6

0.8

1.0

A
ct

iv
e

fr
ac

ti
on

Figure 7.8: Trial metrics per condition. * indicate significance at p < 0.05, and **
at p < 0.01. Gaze takes significantly longer than either condition, and there is no
distinction within active fraction.

problem. The simplicity of the gaze model, and the focus on object identification

without an understanding of object role, illustrates the fragility of this method for

goal prediction in even a simple task.

7.4.4 Adding Gaze Does Not Provide Overall Improvement

While adding gaze improves on tasks metrics when the gaze provides an early

prediction, we consider the overall impact of adding gaze. The merged condition, which

uses both gaze and joystick predictions, does not show improvement over using joystick

alone in trial metrics (Fig. 7.8) or subjective metrics (see supplementary material).

While 45% of merged trials contained early gaze and thus better performance, the

effect may not have been sufficiently large or occur frequently enough to make an

overall difference. In addition, the downsides of poor gaze may have led to frustrating

behavior that counteracted the benefit gained from early gaze.
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Figure 7.9: Participant answers to the post-condition Likert questions. Significance
testing per question was performed with a Kruskal-Wallis test with α = 0.05, and when
significance was achieved, a Mann-Whitney U test was used for post-hoc evaluation.
Conditions annotated with * indicate significance at p < 0.05, and ** at p < 0.01.
Overall, participants disliked the gaze condition, while showing no clear preference
between the other two.

7.5 Discussion

7.5.1 Natural vs. Intentional Gaze

This study proposed to evaluate natural gaze for goal prediction. Unlike during

passive data collection, the system responded actively to participants’ gaze behavior.

Therefore, participants may have noticed that the system responded to their gaze

and chosen to use their gaze as an explicit input. To determine if the gaze was indeed

natural, participants were asked after each condition if they used any particular

strategies to control the robot. In addition, in the final questionnaire, they were

asked to select trials in which the robot was responsive to their gaze. Of the 12

participants, 8 reported that they did not notice gaze responsiveness in any system, 2

incorrectly labeled the joystick condition as gaze-responsive, 1 identified the merged

condition but not the gaze condition, and 1 labeled the conditions correctly. Several

participants expressed surprise at the question and during the subsequent debrief,

saying they had forgotten about the gaze sensing entirely or assumed that it was

only for passive collection. Therefore, much of the gaze captured seems to be natural

rather than intentional.
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7.5.2 Remote Robot Control

As described in Sec. 7.3 above, the study was performed in a hybrid manner, in which

a participant at their home controlled a robot in the lab, which led to some challenges.

The primary challenge mentioned by participants was using a single, stationary

camera to judge the robot’s position. Participants often reported struggling with

depth perception, particularly when aligning the robot gripper with the goal handle.

Early practice during the unassisted trials did help, though, and the assistance further

contributed to success. Few participants reported latency problems; when they did,

modifying the video streaming resolution mitigated the problem. In addition, using

a stationary viewpoint made the gaze detection problem significantly easier, as it

eliminated head motion, 3D gaze detection, and parallax. Pre-trial practice and

counterbalancing likely removed many of the condition-agnostic effects, and while the

reliability of the gaze tracking system may have been affected, the results should at

least bound the usefulness of gaze. Ultimately, the remote study worked well enough

to validate our system on a physical robot using eye tracking in the loop despite the

restrictions imposed by the COVID-19 pandemic.

7.5.3 Extension to More Complex Tasks

The gaze-based method can be extended to include additional goals, with the caveat

that gaze discrimination becomes noisier as the goals get closer together. For more

complex tasks, however, gaze prediction will require more sophisticated analysis. In

particular, it is difficult using gaze itself to determine the role that any particular

object has in a task: users can look at one object since it is a goal, and another since

it is an obstacle. More detailed analysis such as stronger task models [25] or analysis

of gaze locations within an object [6, 57] may help for more general tasks.

In addition, this work assumes that a grasp is the only possible interaction with a

goal. However, both control input [59] and natural gaze [125] can be used to infer

information about the intended task of the user. We believe that task inference may

follow similar patterns as goal inference, with task-specific control input revealing

only the immediate task and gaze providing earlier task information when available.

Extending this work to more varied tasks is an important aim of future work.

Finally, this work assumes that the user’s goal is one of a pre-specified set of objects

78



7. Control Input and Gaze Are Complementary

already known to the assistance system. While this assumption is standard [55], it

represents a significant gap between the experimental conditions and a full, deployed

system. We look forward to expanding the goal inference process to more general

settings.

7.6 Conclusion

From these results, we validate our model of control input for goal prediction in

an overall assistance system, as presented in Chap. 3. While control input reliably

provides goal predictions for assistance, the modal constraints on user input during

the task mean that assistance using only control input is not optimal, and the task

benefits from an alternate goal prediction source.

We also find that natural gaze can provide global goal prediction information,

and when it does so, the assistance is more effective. This result confirms that even

though control input alone is sufficient for simpler tasks, adding an independent,

global prediction source like gaze is worth exploring in more complex tasks.

In contrast, gaze performs poorly when used alone. The gaze pipeline used here,

and the gaze signal itself, does not provide goal information consistently. Only 21/47

(45%) of trials using gaze alongside the joystick gave accurate predictions sufficiently

early to outperform trials with only joystick-based assistance. Though better gaze

analysis can improve performance, the lack of any goal-directed fixations during some

trials fundamentally limits its predictive ability. Therefore, combining gaze with a

more reliable signal, like control input, stabilizes the goal prediction and leads to

better assistance. The separate role of each signal showcases the complementarity of

different source of information for goal prediction in an assistive setting.

To further improve on the combined system, future work can explore alternate

strategies for merging the two prediction methods. Since we find that gaze only

helps when it is available before the joystick prediction, we can use gaze for an

initial prediction, but switch to the joystick method and entirely omit gaze once

distinguishing input becomes available. In addition, other tasks that are more sensitive

to early prediction may show greater improvement using gaze. By analyzing the

specific role and of each prediction source, we can combine multiple signals in a more

nuanced way and achieve better overall performance.

79



7. Control Input and Gaze Are Complementary

80



Chapter 8

Discussion

In this work, we analyze the behavior and utility of the user’s control input and

natural gaze for goal prediction within an assistive task. We show that control input

provides a particularly effective source of goal information when the user can act

optimally. Natural gaze can enhance the system when users cannot be optimal, but

its unreliability makes it perform poorly on its own. This work acts as a foundation

for assessing new signals that can be used for goal prediction and for expanding

shared control to more complex tasks. Here, we discuss several of the assumptions

and limitations underlying the current work and propose future research directions.

8.1 Limitations

Both the goal prediction process and the full assistance system require a fair amount

of information about the task. The goal prediction method requires knowledge of all

objects that the user might want to interact with and what types of interactions they

would perform. The assistance further requires that each possible interaction can be

represented as a prespecified policy. Similarly, the semantic gaze labeling process

outlined in Chap. 5 requires information about the location of each task-relevant

object in the scene. While these assumptions make the problem tractable, they limit

its applicability in fully deployed systems. These challenges are similar to those faced

by fully autonomous manipulation in unstructured environments, so we expect that

adopting research on sensing, task representations, and general manipulation will
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enable assisted manipulation to expand similarly. Shared control for manipulation

has been extended to more generalizable approaches to task models such as deep

reinforcement learning [100, 106], latent representations [59, 73] or expandable custom

representations [94], as well as identifying when the user is performing a task that is

not modeled [132].

The quality of the gaze detection and analysis process represents another chal-

lenge. As discussed in Chap. 5, collecting high-quality gaze data in uncontrolled 3D

environments is difficult and noisy. Gaze behavior may also depend on the particular

situation of the task or the capabilities of the user themselves; for example, users

with disabilities who use assistive devices may have different gaze patterns than the

participants in our experiments. Similarly, the gaze processing and analysis strategies

used here can be improved upon in future work, which may lead to better gaze perfor-

mance. Despite the challenges in capturing, processing, and understanding people’s

gaze behavior, our results show that robots can monitor gaze to determine people’s

goals. More sophisticated analysis techniques will only improve the effectiveness of

this signal.

However, gaze is itself a highly complex signal that people use for many different

reasons, meaning that guaranteeing the availability of a gaze-based goal prediction

is impossible even with perfect sensing. As the task and environment become more

complex, understanding people’s gaze behavior requires consideration of more possible

explanations. As seen in the gaze-only condition in Chap. 7, a simplistic gaze model

that cannot reason about the possible roles of a fixated object leads to pathological

behavior when presented with richer gaze data. A particularly challenging addition

is to incorporate gaze in social contexts. Gaze serves an essential role socially for

both general communication and task-oriented collaboration [2]. People instinctively

use their gaze while speaking to moderate conversational flow and intimacy [7]. In

collaborative tasks, people perform task-directed gaze for their individual tasks, social

gaze for conversations, and specific gaze behaviors like joint attention for collaborative

tasks [4, 49]. In collaborative environments, people may interleave all of these gaze

behaviors, making gaze analysis especially difficult. While the context here enables an

investigation of simpler gaze behavior, more general tasks, especially in social contexts,

must be able to reason over many possible interpretations. The multiple uses of gaze

show that the inconsistent timing of goal-informative gaze behavior is a fundamental
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property of the signal itself rather than an artifact of simplistic processing. We discuss

additional strategies for using gaze and other signals in Sec. 8.2.1.

When discussing how asymmetries between the user’s and robot’s tasks limit the

effectiveness of assistance using control input, we only evaluate the limitations of

2D modal control for 6D end-effector motion. We posit that the discussion extends

to more general input modalities. For teleoperation, restricted and non-intuitive

interfaces are common [99], due to both the correspondence problem between human

and robot kinematics [95] and to the physical limitations of the user [38, 61]. This

limitation is not restricted to teleoperation settings. If the Markov decision processes

modeling the human and robot behavior are different, as described in Chap. 3, one

can likely generate a task for which the assistance is suboptimal even for an optimal

user. For example, we can generate a task tree for making a hot beverage, shown

in Fig. 3.2. If the human and robot are independently performing actions to move

down the tree, the robot assistant cannot predict the appropriate branch selection

to perform early enough to ensure effective assistance because the optimal initial

task, heating water, does not identify which beverage they are preparing. While we

only evaluate this limitation for modal control in a teleoperation task, the argument

generalizes to any goal prediction using action observations. See Sec. 8.2.2 for more

discussion of how to navigate this problem.

In addition, the assistance makes a strong assumption about the user behavior:

that behavior does not change in the presence of assistance. Understanding the

complex interplay between users and robotic assistance is an important area of

research in itself [83]. The assumption of a stationary user simplifies the problem, as

models of the interaction dynamics between the user and a robot quickly explode

in complexity. In reality, however, people are indeed reacting to the assistance, and

hints of their reactions arise during studies and followup responses. People appear to

adapt their behavior to improve the overall system performance at the cost of their

individual efficiency. Specifically, people focus on providing distinguishing input early

in our manipulation task, even if it is not yet necessary or would even be suboptimal

if performed without the assistance. This change in input strategy becomes sharper

as users gain experience with the assistance system. While counterbalancing likely

prevented this effect from altering results, it also may have led to better overall

assistive performance than would be expected under the model assumptions. While
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some work discusses these interaction dynamics explicitly [82, 85], the user behavior

observed here suggests that it is an important phenomenon to investigate and design

for. In Sec. 8.2.3, we reflect on general behavior of assistive robots and discuss future

projects to better understand this dynamic.

8.2 Future Work

8.2.1 Nonverbal Signals for Intention Inference

Predicting users’ immediate goals is only a fraction of the information that gaze

reveals about an operator. People’s gaze patterns can reveal aspects of themselves

like their expertise on a task [31] and their cognitive load [12, 16, 19], and broader

information about the task like what type of manipulation activity they are trying to

perform [33, 125], what object they will interact with next [79], or when something

unexpected has occurred [8]. In addition, if we step back from the contextual

representation used in this work, gaze gives global information about a direction of

interest, which may be useful for broader analysis. Our work posits that gaze acts as

an unreliable but early signal for global information about the task, and we speculate

that this description remains useful when incorporating these additional types of

information.

The wide array of information available from gaze can be used for many variations

of assistance. Knowledge of the user’s level of expertise or cognitive load may be useful

in aligning the degree of assistance provided with the preferences of the user [38].

Information about what task the user wants to perform or what action they will do

next enables a rich variety of assistive actions: rather than only providing assistance in

positioning the end-effector at specified pre-grasp positions, the assistance framework

can be merged with broader structures of task and motion planning to provide

more complex behavior [125]. Gaze towards unexpected locations can also indicate

problems with the task. In Sec. 4.2, we see that people look at internal joints of the

robot only when they are in a problematic configuration, and people adjust their

gaze and viewing angle to compensate for occlusion by the robot. An assistance

system can detect these gaze anomalies and automatically perform a relevant action

such as stopping the robot, reconfiguring the robot joints, or modifying the level of

84



8. Discussion

assistance provided. Finally, the directional information provided by gaze, along with

the assumption that people look at relevant parts of the scene, can be used to improve

learning from demonstration by highlighting the relevant parts of a task [105]. This

use of gaze for object detection rather than selection may also lessen the requirement

that relevant objects are known beforehand, thereby expanding the usefulness of our

work. The work presented here lays a foundation for future projects that incorporate

gaze into assistance in more creative and effective ways.

Looking beyond gaze, our work provides a framework for considering additional

signals for goal prediction within a shared control system and for more sophisticated,

role-aware signal fusion techniques. Many aspects of people’s behavior, from body

pose to gestures to speech, can provide goal and task information, and our analysis

demonstrates how these signals could be analyzed. For example, industrial manufac-

turing uses audio and vibration signals to detect anomalies in the process [44], and

future work can use this framework to understand the role of a similar monitoring

signal for assisted teleoperation. We can also build on source-agnostic signal fusion

approaches [53] to incorporate information about the signal’s role and behavior. For

example, our work suggests that gaze-based prediction is only useful before the

control input prediction becomes available, so it may be better to ignore the gaze

source after that point. Looking further, this work suggests the importance of future

research into evaluating the dynamics of the goal prediction itself and how it affects

the performance of the overall assistance system.

8.2.2 Implicit Communication for Assistance

Work on implicit communication during collaborative tasks suggests another way to

bypass the limits of action-based intention prediction described in Chap. 3: repair [5].

This concept in conversation analysis describes how people work together effectively

despite the possibility of miscommunication. Rather than explicitly stating all

relevant information, people assume that common ground is maintained and only

give clarifications when they observe evidence that there is a mismatch between the

parties’ understandings. Knepper et al. [63] models this behavior by considering the

probability of an observed action by the partner given the current model of their

mental state. Actions out of distribution indicate a high likelihood of mismatch, and
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new knowledge can be added implicitly by generating hypotheses and selecting those

that cause the probability of the observed action to increase. With this strategy,

people act based on their own understanding and rely on their partner to communicate

if a mismatch is detected. Collaborators whose mental states lead to the same actions

do not need to communicate at all. This concept suggests an alternate strategy in

the shared control setting. Rather than moving to a neutral position with no goal

information, the system could select a goal at random. If the selection is accurate,

the user never needs to provide control input at all, and if the selection is incorrect,

even low-information responses like a single control action, a confused glance, or an

utterance can indicate that the system is incorrect and transition it to the correct goal.

This behavior parallels the concept of branch prediction in computer architecture,

in which microprocessors speed up code execution by guessing the outcome of a

conditional and processing the result in advance. When the system predicts correctly,

execution is much more efficient, and when the prediction is incorrect, it only costs

slightly more time than if the system had waited for the answer before starting. This

collaboration strategy may improve the efficiency of shared control systems.

8.2.3 The Nature of Robot Assistance

Another promising direction for future work concerns broadening our understanding

of when and how robot assistance is useful, both by designing new paradigms and by

better understanding the tradeoffs and structure inherent to assistive robotics. In

work outside this dissertation, we develop a definition of robotic assistance, in which

the robot is autonomous in action but subordinate to the target of the assistance in

goal [83]. We also outline three key design axes for assistive robots. First, assistive

robots need to plan out how to consider the people participating in the interaction:

some people are targets of assistance whose goals are prioritized, while some are

interactants involved with the robot but not targets, and the robot must determine

its goals based on those roles and adjudicate conflicts. Second, since the overall task

is performed collaboratively with a user, the same task can be assisted in multiple

domains, from assisting with gathering information or planning, to physically affecting

the user’s body, to performing tasks independently. Finally, robots can vary their

level of initiative in their autonomy: proactive robots perform tasks without explicit
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cues, which minimizes user effort but can lead to problematic robot behavior, and

reactive robots are more directly controlled, which makes them less likely to act

unpredictably at the cost of requiring more user input. This framing helps to develop

a cross-domain understanding of robotic assistance.

This deeper understanding of assistance encourages a focus on the relationship

between the user and the assistive robot. As we have seen here, users are not passive

recipients of assistance. Rather, people will learn how the system works and control

it to achieve their goals, whatever the system’s model of the user may be. This

mutual adaptation between a robot and a human in a sustained interaction remains

an essential topic for future work. Even in this simple task and with only limited

interaction episodes, people clearly adapt to the robot’s behavior, and they did

so in individual ways and to varying degrees. While in this case, this adaptation

improved system performance, considering only performance metrics obscures key

features of the system. For example, this change of strategy could have increased

cognitive load, changed the user’s choice of goal based on aspects of the system’s

performance, or caused users to overfit to a particular task. More problematically,

adaptive robot systems may simultaneously learn from the observed user behavior,

leading to unpredictable dynamics. Understanding the dynamics of mutual adaptation

and designing effective assistance systems sensitive to them is essential.

This user adaption also calls into question the implicitness of the interaction. A key

motivation of shared control is that it works seamlessly with a user who is completing

the task independently. However, this is not how people use the system. Rather,

with increased familiarity, people use their control inputs to explicitly communicate

their goals by moving the robot in early, goal-specific directions. From the user’s

perspective, then, the system consists of a goal selection interface with an awkward

input modality, and its advantage over traditional explicit interfaces like touchscreens

or speech is less clear. One possible perspective, then, is to view shared control as a

system for simultaneous direct input and high-level explicit control: users can both

select a goal and adjust the robot’s location with the same interface. Gaze input

can be viewed similarly: while participants did not generally use intentional gaze

to control the robot, the system enabled that behavior if they chose. This explicit

communication mitigates the limitation on action-based goal prediction described

in Chap. 3, since that system assumed that the user was optimal in their individual
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actions. Rather, users seem to be optimizing for the overall system performance, and

their actions may not make sense without the context of the full system.

In this interface perspective, we deemphasize the contrast between implicit and

explicit input and instead view the entire assistance process as a black box, just as

the user does. Rather than framing this effect as a limitation, we should see it as an

opportunity. People will often use assistive devices for years, and thus they become

experts at how to use the devices to accomplish their goals, whatever the design of the

system. Therefore, future work can frame the shared control problem as an interface

design problem and prioritize systems with high skill ceilings that people can learn to

use effectively. Our work on the usefulness of different sources of information for goal

prediction during assistance only begins to explore the richness of shared control as

an interface, a collaboration, and a relationship between a person and a robot.
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Chapter 9

Conclusion

In this thesis, we show that control input and eye gaze complement each other for

goal prediction during shared control. Control input gives local information about

the user’s goal, making it particularly effective in simple tasks when people can act

optimally but limiting its performance in more complex tasks. On the other hand,

eye gaze provides global information about task intentions early, but it does not do

so as reliably. To demonstrate this complementarity, we first formalize criteria for

goal prediction sources to enable effective assistance, and we prove that control input

gives sufficient information when provided by noisily optimal users in simpler tasks,

but it is not as successful in more complex tasks when the user cannot fully control

the system. Next, we analyze natural eye gaze as a source of global information by

collecting gaze behavior during a teleoperated manipulation task and showing how it

can be used for early goal prediction. Finally, we integrate both signals into a system

for online assisted manipulation, and we conduct a user study with a custom-designed

task to demonstrate that each signal improves its performance when combined with

effective predictions from the other.

Developing a model for how these goal prediction sources contribute to the overall

assistance quality during shared control enables us to reason theoretically about when

to include these signals and how to use them effectively. This thesis can help ground

future questions of whether or not a prediction source, such as gaze or control input,

is worth adding to a system. Now that shared control has shown some promise for

effective assistance, this work will help bring it closer to real-world applications.
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