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Abstract

Video retrieval of activities has a wide range of applications. In the
traditional mode of operation, a collection of example videos describing
the activities are given and the retrieval technique identifies other samples
in a dataset that semantically match the examples provided. However,
retrieval using a collection of example videos might not always be feasible,
especially in the following two scenarios. The first scenario is when
we only have a textual description of a class of videos. The second
scenario occurs when the activities under consideration are not temporally
localized, making them harder to collect and annotate. For instance,
most commonly-used action recognition datasets like Kinetics exploit
public sources of videos like youtube for data collection, where all the
categories are well localized and can be easily searched and annotated.
This strategy does not extend to more complex activities like theft and
object abandonment, both of which are not temporally localized, and are
hard to annotate.

In this thesis, we describe two video retrieval approaches that work in the
absence of visual examples. First, a text based retrieval approach, where
a text query allows us to bypass the use of a visual exemplar. Also text
embedding models like GPT-2/GPT-3[19] are not trained in a dataset
specific manner, ie . . . they are trained on all available data on the
internet, and contain generalizable knowledge of all the activities in the
real world. We will leverage that for developing retrieval models that work
in the zeroshot/surprise setup. Since surprise activities are not known
during the training time, the activity description/activity name is used
during the test time to construct a textual embedding. First proposals
are extracted from the video database using the TSM based model. For
each proposal a visual embedding is computed. And similarity between
video and textual embedding is used for retrieval.

The second approach that we consider is a rule-based unsupervised retrieval
framework for categories specific to object transfer. This works by first
detecting the objects and persons on a frame by frame basis. Followed by
constructing short high-confidence tracklets. These tracklets are further
connected in a soft fashion, where each tracklet can be associated with
other tracklets such that the cumulative probability of 1. For the soft
tracking based method, an annotation pipeline is built that facilities
fast annotation of tracks. This works by assuming the high confidence
tracklets are readily available, which can be achieved by using a high
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association threshold on the existing tracking algorithms. Then the
annotation platform only requires user input to map tracklets among each
other.

The two approaches discussed successfully avoid using visual exemplars,
thereby also avoid all the short comings and restrictions of needing visual
exemplars. This demonstrated the plausibility and the effectiveness of
exemplar free approaches.
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Chapter 1

Introduction

Video retrieval, the task of retrieving the desired clip from the database of videos,

is becoming increasingly popular. Two factors are fueling this interest. First video

form of data is increasingly ubiquitous, led by the wide availability of high resolution

cameras capable of recording the videos with ease. Second, deep learning based

video understanding approaches becoming more and more accurate. For the first

time automated processing of video data to get information is becoming viable. This

automated approach towards video processing is essential as the video form of data is

often temporally large, making human processing of each video practically infeasible.

ie. . . An hour of video data requires a human annotator to parse through the entire

one hour of footage, sometimes frame by frame. Paired with high cost of processing,

some video collection applications like security cameras are run all day. Making the

requirement for automated processing extremely important.

1.1 Example based retrieval

Most common approach towards video retrieval is exemplar based video retrieval. In

this approach an example video is given as input to the retrieval approach, which in

turn guides the retrieval of all the videos that semantically match it. This approach is

extremely useful and has seen much progress in recent years. However this approach

can be limiting in the following cases.
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CHAPTER 1. INTRODUCTION

• When there is a requirement for the retrieval of a specific description, that

does not fit into a predefined set of categories. For example, consider this real

life scenario, when there is a few days worth of security camera footage and a

security analyst wants to retrieve all the instances of “Tall man in a white shirt

standing next to a red pick up truck”. There are no existing datasets where

the above query falls into one of the category labels. Hence it’s not possible to

use an existing exemplar for this retrieval. At the same time, it’s difficult to

craft a new exemplar through video capture for queries as specific as above.

• When retrieval needs to be performed on the fly, there wouldn’t be enough time

to find or craft an example. Especially for large volume applications. Consider

YouTube, it is a commonly used web application, where text query is used to

retrieve the similar videos. Here the tags attached to the videos are used to

match for similarity against the text query. There are two main shortcomings

with this approach. First, relying on tags does not have a semantic understand-

ing of the video content. Hence retrieving sub portions in a long video is not

feasible. Second, most real life applications like security camera recordings, tags

won’t be available. Only method to avoid all the above mentioned shortcomings

is to formulate a retrieval approach that works on the fly, without relying on tags.

• When the category of the query is ill posed or there is a large variance in

the samples defined by the category. For instance, consider a category object

abandonment. It is one of the categories of the MEVA video action recognition

dataset[6]. Between different samples of this category there is a large amount

of time variance, more specifically between when a person puts down the object

and when the person leaves the field of view of the camera. Hence one example

is not the best approach to capturing the essence of the category. Also collecting

and aggregating multiple examples can be more costly and time consuming.

So we must find an effective way to query, that presents the variance of the

category. Which in turn helps retrieve all the required samples.
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CHAPTER 1. INTRODUCTION

To overcome the above limitations, this thesis formulates two approaches to

perform retrieval in an exemplar free manner. First approach uses text as a method

for query instead of an exemplar. Whereas the second approach relies on the rules

that define the activity, here on to be referred to as the ‘rule based retrieval approach‘.

1.2 Text based retrieval approach

• This allows for input query description to be as specific as required, allowing

the algorithm to only retrieve the desired clips.

• Text input can be provided on the fly, allowing for the scalability and usage in

high volume applications. As opposed to exemplar based approaches, where

either an existing example video clip must be found or newly recorded. Web

applications like YouTube take advantage of this to handle the large amount of

queries per second.

• By having input as textual modality, allows us to take advantage of the deep

learning based textual models. Deep learning based language models have seen

ground breaking improvements in recent years. Textual models like GPT-2[19]

are trained on multiple datasets, often to the extent of all the available text

data on the internet. Leading to a good generalization capability.

• As a simple overview of this approach, textual query is used as input to GPT-

2[19] textual embedding generation approach. From the database of videos on

which retrieval is performed, a feature extraction is performed for each video.

This feature is a representative of the video, which is projected into the same

embedding space as that of the textual embedding. Since the textual features

and video features in a joint embedding space, the similarity between them can

be easily measured through a dot product. And this dot product similarity is

used to retrieve the results that are most similar to the query.
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CHAPTER 1. INTRODUCTION

1.3 Rule based retrieval approach

• We humans can recognize activities without ever having to see an example of

that activity, merely by processing the set of rules that describes the activity.

Taking the same example of object abandonment from before, we can understand

the sign at an airport about not leaving our belongings. Even if we haven’t

seen a visual example of a person leaving their belongings.

• This approach allows us to bypass dealing with the complexities of variance in

the examples in the desired categories. By focusing on the temporal key points

that discriminatively define the given category.

• For this approach, existing object detection and tracking algorithms are used for

scene understanding. First given video is processed frame by frame to detect all

the persons and objects in the video. The persons and objects are formulated as

nodes in the graph on a frame by frame basis. Maintaining identity of persons

and objects across time is crucial to make activity related inferences. To do this,

previously constructed person-object graphs are temporally connected using

soft tracking scores. This spatio-temporal graph is later parsed with the rules

of the desired category for retrieval.
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Chapter 2

Background

The retrieval approaches presented have multiple stages and use different areas of

research in computer vision and natural language processing. Following sections

discuss the closely related areas in the context of this work.

2.1 Object detection

For any given image, object detection finds instances of all the objects from a

predefined set of categories. Object detection is one of the most thoroughly studied

tasks in computer vision, especially deep learning based detectors have recently shown

rapid improvements. Two main streams of approaches have evolved, first proposal

based approaches like faster-rcnn[12]. Second, proposal free approaches like yolo[21].

2.1.1 Proposal based approaches

Proposal based approaches work in a two stage manner. In the first stage object

proposals are generated. This backbone network is usually pre-trained on the imagenet

dataset[23], which extracts generic features from the input image. Some of the proposal

based approaches use multi-scale feature aggregation, this is done by using feature

pyramid network(FPN)[16]. This FPN works by taking the features at multiple layers

from the backbone network, and combines t. This allows to detect objects of different

sizes, which are captured at different layers in the backbone network to be aggregated
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CHAPTER 2. BACKGROUND

into a single feature. This single feature is passed on to the next stage. The second

stage consists of using detection head and classification heads. The detection head

works by taking in the region proposals generated and fine tunes the boundaries

of the detection box. Where as the classification head works to predict the class

corresponding to each region proposal.

2.1.2 Proposal free approaches

Single shot detectors(SSD) and YOLO fall into the category of proposal free ap-

proaches. They have the advantage of a simpler architecture, without having to

perform proposal extraction followed by detection and classification. These approaches

are tailored for speed, but falls short in terms of AP compared to the proposal based

approaches. Recent approaches like RetinaNet[17] have bought renewed interest in

the proposal free approaches. RetinaNet deals with the low performance in accuracy

by using the improved loss function, ie... focal loss. Focal loss takes into account

the large amount of false negatives coming from background in the object detection.

These false negatives are easy to classify and form large fraction of the total loss. It

effectively mitigates the overwhelming effect of background class by using a reweight-

ing scheme.

In this work, object detection is used as the first stage in the rule based retrieval

pipeline. Raw videos are processed to obtain person and object bounding boxes.

As the focus of this work is on using the object information for further inferences.

Existing state of the art model at the beginning of the work, hybrid task cascade[4],

a variant of the mask rcnn is used.
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CHAPTER 2. BACKGROUND

2.2 Object tracking

Object tracking works to maintain the identity of the object/objects across frames.

There are two main directions of research in object tracking, single object tracking

and multi object tracking.

2.2.1 Single object tracking

Single object tracking works by tracking a single object across the video. Usually

single object trackers works directly on the image, and do not expect frame by frame

bounding boxes corresponding to the object in the image. Correlation filter based

approaches have been dominant in single object tracking for many years. This is

a fast and effective algorithm, which works to discriminate between the template

and the target. It has inherent transnational in variance makes it works under 2D

translations. These correlation filters have been iteratively improved by using deep

features [14].

With the advent of Siamese networks[22], a new direction of single object tracking

has evolved. Instead of correlation filter based discrimination, this approach uses

the feature learning capability of deep networks. Siamese network, which works as

similarity function is learned offline, and during the test time discriminates between

the template and the target. Usually the bounding box crop of the desired object in

the first frame is provided as the template. Following which the Siamese network find

the target on a frame by frame basis. Many training techniques have been developed

to improve this approach, like taking the template of non first frames as a way to

augment training.

Despite of all the improvements, this approach a very visible failure modes, in

case of deformable objects and partial occlusions. To overcome this more recently

an approach[2] is proposed to leverage the pretrained object detection models like

mask-rcnn[12]. Size of the object tracking datasets is usually orders of magnitude

smaller than of the object detection datasets. This can be attributed to high cost of

annotation of tracking compared to the object detection. Hence using the pretrained
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CHAPTER 2. BACKGROUND

backbone from object detection allows to address some of the above mentioned failure

modes. Specifically to detect partially occluded objects and maintain similarity

between the template and target across mild deformations. Since mask-rcnn is

leveraged tracking methods have incorporated tracking along with segmentation. This

has also given rise to new field of study known as video object segmentation.

2.2.2 Multi object tracking

In wide range of real life scenarios, it’s not often there is a single person/object in the

video. Tracking each object separately would incur a huge time complexity, especially

for the cases like subway stations or airports that are dense with people. This branch

of research address this issue by tracking all the objects and persons in the video feed

at the same time. Most approaches for multi object tracking follow the tracking by

detection methodology. ie... they except videos to be pre-processed and compute the

bounding boxes corresponding to all objects. Once the bounding boxes are computed

on a frame by frame basis, they are passed as input to the tracking algorithm. One

of the bench marking papers in this area is SORT[3], Simple online realtime tracking.

SORT looks at tracking as a dynamic state estimation problem. And uses kalman

filters to formulate the state estimation problem. The bounding boxes in each frame,

along with the memory accumulated from the previous frame form the states in

the kalman filter. Then kalman filter is used to predict the future positions of the

bounding boxes. Finally the predictions are associated with bounding boxes available

for the next frame. This approach works really well for the simple cases and is

extremely fast. However the semantic understanding is lost and abstracted away

with the bounding boxes, leading to following failure modes. Object swapping is the

most common failure case, this is excepted as the notion of identity is lost. Under

occlusions the loss of track is also observed, this can be attributed to loss of identity

as well.

To overcome the above limitation Deep SORT [25] is proposed. This work uses a

pretrained deep network as a feature extractor, by using localized bounding boxes

to extract features and incorporating that into the state of the kalman filter. Many

improvements over this have been proposed, different backbones, using mask-rcnn

as a backbone. Post processing approaches like merging the tracks[24] to improve
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the accuracy have also been proposed. This merge happens by using the backbone

features and the IoU overlap. Some of the approaches also use epipolar geometry

to bring depth consistency, which has been shown to improve accuracy. Recent

approaches also attempted to merge the detection step and tracking step, to re utilize

the features and reduce the compute. [18].

2.3 Tracking Annotation

Rule based retrieval approach proposed in this thesis is evaluated on the MEVA [6]

dataset. This dataset released by IARPA has person abandons object category, which

fits well for the rule based retrieval. However no annotations are released as part

of the dataset. For this reason, this thesis develops a annotation approach specific

to annotation of object abandonment. Annotation is at the core of recent advances

in computer vision. Many annotations tools have been built to facilitate this. For

object detection [7] web interfaces, that works through direct upload have also been

developed. These tools [8] have also incorporated semantic and instance segmentation

tools. However for videos tools are still not comprehensive, especially to maintain

the identity of person/object across the video is still done in a frame by frame basis.

The approach proposed takes advantage of the high confidence tracklets, obtained

from the tracking algorithm. Tracking algorithm is tuned to produce short but very

high confidence tracks called tracklets. And the human annotation is leveraged only

towards joining these high confidence tracklets.

2.4 Language modeling

In the recent approaches language models are often trained on all the available data

on the internet, making them best at having generalization capability. This can be

evidenced by the GPT-2[19], being used in real world chat bots with free form text

input. By leveraging this strong generalization capability, recent works like CLIP [9]

are learning a joint embedding space for both textual and visual data. This work

uses pretrained models and concepts like joint embedding space from CLIP.

9



CHAPTER 2. BACKGROUND

2.4.1 Video text retrieval

Cross modal learning [13] has been the standard approach towards video text retrieval.

However with the zero shot learning made viable by better pretrained models has

started a new improved direction. Transformer based backbone [1] have been proposed

to the multimodal learning required for video text retrieval.

2.5 Video understanding

2.5.1 Action recognition

Action recognition is one of the actively researched areas in computer vision. This

has led to collection of large sized datasets like kinetics, something-something , AVA

etc. Most of the work is focused on classifying the actions given temporal and spatial

localized clips as an input. A different stream of research that works on non localized

input is also being explored. This works by first generating proposals from the input

videos and later classifying the proposals. Rule based activity retrieval proposed

focuses on a different way of exploring video understanding, by looking at video as a

continuous path in an image embedding space.

Two stream based approaches [9] that combine appearance and motion are

extensively explored. In these approaches appearance information is obtained through

the rgb image, and the motion information is captured through optical flow. The

features extracted through the two branches are fused in various ways like early fusion,

late fusion, cross talk etc...

10
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2.6 Open set

Open set Deep neural networks have made breakthroughs in a wide range of visual

understanding tasks. A typical challenge that hinders their real-world applications is

that unknown samples may be fed into the system during the inference phase, but

traditional deep neural networks or SOTA computer vision methods will wrongly

recognize these unknown samples as one of the known classes. Open set recognition

(OSR) is a potential solution to overcome this problem, where the open set classifier

should have the flexibility to handle unknown samples and meanwhile maintain

high classification accuracy in known classes. Consequently, there has been a lot of

relevant prior work in this area. Open Set Recognition with Conditional Probabilistic

Generative Models [23] proposes an open set classifier which has the flexibility to

reject unknown samples posed to the model at test time. In this paper, a novel

framework, called Conditional Probabilistic Generative Models (CPGM), for open

set recognition is proposed. The core insight of this work is to add discriminative

information into the probabilistic generative models, such that the proposed models

can not only detect unknown samples but also classify known classes by forcing

different latent features to approximate conditional Gaussian distributions.

Unified Probabilistic Deep Continual Learning through Generative Replay and

Open Set Recognition [9] introduces a probabilistic approach to unify open set

recognition with the prevention of catastrophic forgetting in deep continual learning,

based on variational Bayesian inference. In order to successfully distinguish unseen

unknown data from trained known tasks, the paper proposes to bound the class

specific approximate posterior by fitting regions of high density on the basis of

correctly classified data points. These bounds are further used to significantly alleviate

catastrophic forgetting by avoiding samples from low density areas in generative

replay. There is much more prior work which involves rejecting or avoiding the unseen

or unknown input samples (that are out of the training data distribution or are from

a different output class category) at inference time.

We aim to propose an approach where we perform an Open Set Recognition (OSR)

on the unknown or unseen samples but instead of avoiding or rejecting them, we find

a way to automatically handle these samples at the inference time. In order to explore
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this approach more in the open set conditions, we also aim to perform experiments

for Video Retrieval from textual input using an image based CLIP model, but on a

Video input dataset.
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Chapter 3

Approach - Text based activity

retrieval

Given a set of text queries, T , a set of videos V , and integer value n. We want to

learn a mapping that retrieves top n segments of the videos for each of the text query

tj ∈ T .

Each video vi ∈ V can be arbitrary length, and the activity are embedded in the

video. The start and end times of the activity not necessary and seldom coincide

with the start and end times of the video vi. This assumption is crucial to as most of

videos, like security camera footage are long form and are not trimmed to localize

the activity. The above mentioned ’segments of the video’ refers to the any sub part

of the video vi that contains the desired activity.

The first step in the retrieval pipeline takes in raw form videos V and extracts the

activity proposals from each video vi. The following section 3.2 further elaborates

the proposal generation. Following proposal generation, set of text queries T are

converted into their embedding representation using the language model. This is

further elaborated in section 3.1. Along with text queries, the proposals extracted

from the raw form videos are projected into the same embedding space using the

video/image model. This step is discussed in section 3.3. Finally for each text query

ti the semantically closer segments of the videos are retrieved using the embeddings

generated in the above step, as discussed in 3.4

13



CHAPTER 3. APPROACH - TEXT BASED ACTIVITY RETRIEVAL

Figure 3.1: Pipeline for text based activity retrieval, showing text encoder converting
activity descriptions into embeddings. Image encoder converting proposals to image
embeddings. Followed by similarity measurement to perform retrieval.

3.1 Text embedding generation.

Embedding generation approach takes in a activity description tj ∈ T and converts

into a vector of size 1 x k. Since we want to capture different semantic aspects of the

text query, A sentence embedding model is used. Latest state of the art language model

GPT-2 is really good at capturing this information. GPT-2 language model provided

through CLIP [20] is used. Prompt engineering is a especially useful technique that is

shown by various methods [19, 19] to help generate better embedding representation.

Prompt engineering works by formulating various templates, with each of the templates

having a empty placeholder that takes in the activity description to form a modified

activity description. Set of modified activity descriptions are accumulated. Each of

the modified activity descriptions are passed through the language model and averaged

to get the prompt engineered embedding representation. The prompt engineered

embedding is further used in conjunction with visual embedding as detailed in section

3.4.
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CHAPTER 3. APPROACH - TEXT BASED ACTIVITY RETRIEVAL

3.2 Proposal generation

Since we are trying to retrieve from free form videos, it is essential to get the

temporally localized snippets of activities from the videos. Consider security camera

footage most of the time there is no activity happening. Unnecessary processing of the

empty footage will lead to increase in compute. Hence it makes for a computationally

effective approach to first extract proposals. To do this we use the I3D based [10, 11]

proposal generation approach. This generates generic proposals our all activities.

Apart from making compute efficient proposal generation also helps make visual

embedding more noise-free. In other words visual embedding learned using localized

proposals compared to large video snippet would capture more semantic information

of the activity and less background and camera movements. For each video, proposal

generation approach individually extracts the proposals for each of the video. These

proposals are further used in section 3.4

3.3 Video embedding generation

The proposal generation approach generates a set of proposal parameters Pi ∈ P for

each of the video vi. The proposal parameters contains vi, ts, te, {xi1, xi2, xi3, xi4}
for i ∈ {ts...te}. For each time stamp ti between ts to te. We have a bounding box

that when cropped from the corresponding time stamped frame in the video.

When cropped on a frame by frame basis, we have set of bounding box crops

capturing a potential activity. For each set of bounding box, we do the following

preprocessing before using a visual model to extract features. Normalization of the

image crop, by using subtraction with values (0.48145466, 0.4578275, 0.40821073). Fol-

lowed by variance normalization using standard deviation as (0.26862954, 0.26130258,

0.27577711). Each normalized image crop is passed through the visual model, RN-50.

This pretrained using contrastive learning [20] and is learned to project the visual

input to a joint embedding space as that of text. The center 5 with a sub sampling

factor are converted into embeddings, followed by max-pooling to get the video

embedding representation. This embedding is used in the section 3.4 for retrieval.
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CHAPTER 3. APPROACH - TEXT BASED ACTIVITY RETRIEVAL

3.4 Retrieval using the embeddings.

This is the last step in our pipeline for retrieval. We use the texual and visual

embeddings generated in the last stages to perform retrieval. For our given set of

videos V , we extract the proposals, compute the embedding for each proposal. These

set of embeddings form the database, which only needs to be computed once. For any

number of text queries, we can reuse the database at our disposal again and again.

This also allows us to add more videos by just computing the embedding for new

videos and adding them to the existing database. This would not effect the old data.

Since textual and visual embeddings are in a joint embedding space. The similarity

can be computed by a simple dot product. So for a given text query the embedding

et is computed. Then dot product between et ∗ epi for all proposals pi is computed.

And embeddings with top k scores, their proposals and the corresponding videos are

retrieved.
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Figure 3.2: For a given text query, ”scrambling eggs”, all pre computed embeddings
from database are taken to compute dot product similarity. The argmax over resultant
scores is used for retrieval.
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Chapter 4

Approach - Rule based activity

retrieval

Given a set of activities, A, and for each activity ai there are a set of rules Ri. There

rules describe the activity as we would a novel activity to a human. For example,

person abandons object would have the following set of rules.

• A person entering the camera field of view by possessing an object.

• The person disassociates himself from the object.

• Person does not comeback into possession of the object with in next 5 minutes.

Along with the activities and rules describing them, we also have a set of videos

V , and integer value n. We want to learn a mapping that retrieves top n segments

of the videos for each of activity.

Similar to the approach in chapter 3, each video vi ∈ V can be arbitrary length,

and the activity are embedded in the video. The start and end times of the activity

not necessary and seldom coincide with the start and end times of the video vi.

4.1 Object detection.

Similar to the case in 3 the raw form videos are long, and mostly consists of no

activity. In other words, desired activities are temporally sparse. Prepossessing these

raw form videos to extract desired information, makes our algorithm more compute
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efficient. In this step we use the object detection method, hybrid task cascade [4, 5].

It is a variant of mask-rcnn model, one of the most robust object detection and

segmentation model. The raw form videos are processed on a frame by frame basis

to extract the object and person bounding boxes. These relevant categories from

COCO [15], person, backpack, suitcase, handbag are selected for further processing.

Backpack, suitcase and handbag categories are grouped into object category, while

person category is separately processed. The bounding box detection’s from hybrid

task cascade are first denoised using a non maximal suppression step. Followed by

thresholding person detections by 0.7, and object detections by 0.3. Figure 4.1 shows

different object categories, before grouping in different colors. It also labels the object

category in the form of overlay text. The following person and object detection

bounding boxes along with their confidence scores are stored for further processing in

the next stages.

Figure 4.1: Image from MEVA dataset, with bounding boxes showing the persons
and object. Bounding boxes are color coded pre object grouping, person in marron,
backpack in light green, suitcase in yellow.
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4.2 High Confidence tracklet generation.

Most of the activity movements in videos are smooth, ie... the variation across frames

is quite small. This translates directly to the bounding boxes from the previous stage.

Except when there is a spatial crossover between two entities(persons or objects),

the bounding boxes are isolated from each other and move in a tractable fashion.

We take advantage of this predictability and group the bounding boxes of the same

object that are temporally localized into one ’tracklet’. Each tracklet corresponds

to a series of bounding boxes that belongs one object and whose identity is easy to

maintain. SORT [25] a multi object tracking algorithm is used for this. SORT takes

in set of bounding boxes for each frame and uses kalman filter based state prediction

and association to form tracks. A very high association threshold is used, this ensures

no false associations are made. This comes with a trade of some true associations are

not being made. This is expected and will be taken care of in the next stages of the

pipeline. Using the above mentioned steps a set of tracklets are generated for each

video, these are further associated to construct identity graph in the next stage.

4.3 Soft tracking - constructing the identity

graph

Multi object tracking approaches work by making associations between bounding

boxes in different frames. These associations are take binary value, either 0 or 1. This

hard association strategy followed by tracking approaches gives tracks. We formulate

the approach where the association does not have to be binary. Intuition behind

this approach, is to allow the tracking approach to capture the uncertainty in it’s

own association. This works by constructing a graph, termed as identity graph. The

tracklets form the previous step form the nodes of this graph. The edges for this

graph are populated to capture the instance identity. In other words, the tracklets

that are likely to be of same identity will assigned a higher score. For each tracklet,

it’s end time stamp is taken and all the new tracklets that begin with in a time

window are selected. Edges of the graph from the old tracklet to all the new tracklets

are populated. Any given edge score is calculated using the dot product similarity
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between the visual embeddings of both tracklets. A visual embedding corresponding

to the tracklet is computed as the average of visual embeddings for all the frames in

the tracklet. This process is repeated for all the tracklets, in all the videos. Each

identity graph generated per video is stored for retrieval as discussed in 4.4

4.4 Performing retrieval

The identity graph constructed in the section 4.3 is used in this stage for retrieval. An

additional activity specific requirements are calculated. For example person abandons

object activity requires person identity, object identity and person-object association.

A simple spatio-temporal closeness is used as a metric to compute person-object

association. Each path traversal in the identity graph represents a potential track of

an person/object. And the score obtained by multiplying all the edge scores in this

path form the liklihood that path is valid. For any given set of rules all the paths

are ranked based on the score for that set of rules. The highest scoring paths are

retrieved as the desired activity.
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Chapter 5

Results

MEVA dataset is used to experimentally evaluate the rule based and text based

retrieval approaches. For fair comparison metrics used for exemplar based approach

are reported. [11] are used.

For the text based retrieval approach mean-nAUDC@0.2tfa of 0.8651 and mean-

pmiss@0.04tfa of 0.8929 are achieved. For reference, exemplar based retrieval [11]

achieved mean-nAUDC@0.2tfa of 0.76 and mean-pmiss@0.04tfa 0.65 respectively.

Qualitative reuslts are shown in the figures 5.1 5.2

Method mean-nAUDC@0.2tfa mean-pmiss@0.04tfa

Text based 0.86 0.89

Exemplar based(I3D) 0.76 0.65

A total of 52 abandoned objects are annotated subset of the MEVA dataset, which

contains 3 ground truth abandoned objects. Out of 52 retrievals 3 are true positives

and 49 false positives. The method has high false alarm rate, this is expected as the

supervision is very limited in the form of rules. However the approach was to all 3 of

the true positives accurately.

Method Retrievals TP FP FN

Hard tracks 2140 0 2140 3

Soft tracks 52 3 49 0

GT tracks 3 3 0 0
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Figure 5.1: Top 10 retrieved results for the categories specified on the right.

Figure 5.2: Top 10 retrieved results for the categories specified on the right.
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Chapter 6

Conclusions

Exemplar free retrieval approaches discussed showed really promising results. This

can be mainly attributed to well formulated text embeddings that have the capability

to capture diverse aspects. The concept of joint embedding space is also crucial as

it made possible to connect text and visual data in a seem less manner. Further

improvements for this approach can come from exploring ways to formulate more

effected joint embedding space. The rule based approach is effective at capturing

desired activities from minimal supervision. However suffers from large amount of

false positives, and this can be the place for large improvements.
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Appendix A

Appendix

List of few figures that are used for visualization of the above approaches.

Figure A.1: Visualizing the networks attention map, obtained through backprop.
(a) and (e) correspond to the rgb image input to the network. (b) and (f) are 7*7
attention heatmaps computed for words person and chair respectively. (c) and (g) are
smoothed versions of (b) and (d). (d) and (h) overlay heatmaps on top of rgb image
to show that person and chair heatmaps activate at spatially relevant locations.
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Figure A.2: Dot product similarity across 37 activities in MEVA dataset. We
can observe that the similar activities have similar text embeddings. White color
represents higher similarity.
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Figure A.3: Annotation pipeline devised for connecting tracks. Visual interface is
design automatically jumps to the tracklet end temporal location. This alleviates the
need for temporal parsing by human annotator.
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