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Abstract

Traditional autonomous vehicle pipelines that follow a modular approach
have been very successful in the past both in academia and industry, which
has led to autonomy deployed on road. Though this approach provides
ease of interpretation, its generalizability to unseen environments is limited
and hand-engineering of numerous parameters is required, especially in the
prediction and planning systems. Recently, deep reinforcement learning
has been shown to learn complex strategic games and perform challenging
robotic tasks, which provides an appealing framework for learning to
drive.

In this thesis, we propose two works that formulate the urban driving tasks
using reinforcement learning and learn optimal control policies primarily
using waypoints and low-dimensional representations, also known as
affordances. We demonstrate that our agents when trained from scratch
learn the tasks of lane-following and driving around intersections as well
as learn to stop in front of other actors or traffic lights even in the dense
traffic setting. Further, we also propose an algorithm which we term
as Exploratory Policy Search (EPS) that combines forward search with
model-free reinforcement learning algorithms to find the optimal policy
with increased exploration.
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Chapter 1

Introduction

1.1 Motivation

Figure 1.1: Traditional autonomous driving stack that uses a suite of sensors to predict
the end control. The overall pipeline can be modularized into different subsystems
that include mapping and localization, perception, actor prediction, motion planning
and vehicle control.

A recent survey conducted by the National Highway Traffic Safety Administration

suggested that more than 94% of road accidents are caused by human errors [94].

This has led to the rapid evolution of the autonomous driving systems over the

last several decades with the promise to prevent such accidents and improve the

driving experience. But despite numerous research efforts in academia and industry,

the autonomous driving problem remains a long-standing problem in the domain of

1



1. Introduction

artificial intelligence and machine learning. This is because the current systems still

face numerous real-world challenges for which it is not ready yet. These challenges

include ensuring the accuracy and reliability of the prediction systems, maintaining

the reasonability and optimality of the decision-making systems, to determining the

safety and scalability of the entire system.

Another major factor that impedes success is the complexity of the problem that

ranges from learning to navigate in constrained industrial settings, to learning to

drive on highways, to navigation in dense urban environments. Navigation in dense

urban environments requires understanding complex multi-agent dynamics including

tracking multiple actors across scenes, predicting intent, and adjusting agent behavior

conditioned on historical states. These factors provide a strong impetus for the need

of general learning paradigms that are ‘complex’ enough to take these factors into

account.

The most common practice of solving the massive task of driving is to divide the

system into subcategories and employ an array of sensors and algorithms to each

of the different modules [19, 48, 60, 69, 72, 100, 107]. The overall system consists

of a few core blocks that include localization and mapping, perception, prediction,

planning and decision making, and vehicle control (Fig. 1.1). Developing each of these

individual modules makes the overall task much easier as each of the sub-tasks can

independently be solved by popular approaches in the literature of computer vision

[32, 87], robotics [14, 57] and vehicle dynamics [30, 81]. But with the advent of deep

learning [58], most of the current state of the art systems use a variant of supervised

learning over large datasets [33] of collected logs to learn individual components’

tasks. The major disadvantage of these heavily engineered modular systems is that it

is extremely hard to tune these subsystems and replicate the intended behavior which

leads to its poor performance in new environments. Moreover, these systems are also

prone to error propagation [64] as an erroneous perception or prediction subsystem

may impact the performance of planning and control subsystems.

Another approach that has recently become popular is exploiting Imitation Learn-

ing where the aim is to learn a control policy for driving behaviors based on obser-

vations collected from expert demonstrations [9, 12, 13, 20, 23, 24, 71, 77, 80, 83,

86, 91, 109]. The advantage of these methods is that the agent can be trained in an

end-to-end fashion to learn the desired control behavior which significantly reduces

2



1. Introduction

the effort of tuning each component that is common to more modular systems. The

drawback however is that these systems are challenging to scale and generalize to

novel situations since it is impractical to obtain expert demonstrations for all the

scenarios that we care about or train an agent that can ever outperform the expert.

Furthermore, imitation learning assumes that the data is independent and identically

distributed (i.i.d.). In contrast, the driving scenarios are non-i.i.d. where each new

state is dependent upon the previous history of states and control outputs, thereby

limiting the scale of these approaches.

More recently, deep reinforcement learning (DRL) has made large strides towards

solving sequential decision-making problems, including learning to play complex

strategic games such as Go [92], chess [93] or Atari games [65, 66] , as well as completing

complex robotic manipulation tasks [5, 35, 108]. The superhuman performance

attained using this learning paradigm motivates the question of whether it could

be leveraged to solve the long-standing goal of creating autonomous vehicles. This

approach of using reinforcement learning has inspired a few recent works [29, 49, 50, 53,

61] that learn control policies for navigation task using high dimensional observations

like images. The previous approach using DRL [29] reports poor performance in

navigation tasks, while the imitation learning-based approach [61] that achieves better

performance, suffers from poor generalizability.

Although learning policies from high dimensional state spaces remain challenging

due to the poor sample complexity of most reinforcement learning (RL) algorithms,

the strong theoretical formulation of reinforcement learning and its generality to

unseen scenarios make it a useful learning framework to be applied to autonomous

driving. Moreover, RL also offers a corrective mechanism to improve the learned

policies. These factors make us strongly believe in its potential to learn common urban

driving skills for autonomous driving and form the basis for the research questions

that we pose in this work.

1.2 Research Contributions

This work motivates reinforcement learning as a learning paradigm to learn com-

mon driving behaviors. Building on some of the advancements in continuous control

DRL [88, 89], we propose two works that formulate the urban driving tasks using

3



1. Introduction

reinforcement learning and learn optimal control policies primarily using waypoints

and low-dimensional representations. Our agents when trained from scratch learn

to drive straight, around intersections and stop for other vehicles and traffic lights

without colliding with any static and dynamic obstacles. Additionally, our agents

also demonstrate a reduced number of infractions, including collisions with static or

dynamic actors, which is at least an order of magnitude lesser than the previously

reported results in the prior works.

Since we do not have access to the environment model in the real world, we primar-

ily develop our framework based on model-free reinforcement learning algorithms that

are more stable than model-based reinforcement learning methods [1, 38, 41, 56, 68].

Also, as it is impractical to train RL algorithms on the self-driving vehicle in the real

world, we demonstrate our findings on the CARLA simulator [29] and hope that our

work paves the way for real-world deployment in the future.

Specifically, our research contributions can be listed as follows.

• We pose the autonomous driving problem as a reinforcement learning problem,

devise its various components to make the problem easier while keeping it

general enough to be easily extensible.

• We demonstrate that using an off-the-shelf reinforcement learning algorithm

(Proximal policy optimization [89]), our agents are capable of learning optimal

driving policies in the CARLA [29] simulator.

• We propose to use waypoints and low-dimensional representations as feature

inputs to the policy network, that encode the current state of the world in the

near horizon and is crucial to determining the optimal control.

• We design a dense reward function that is fundamentally similar to the cost

function used by the state-of-the-art planning systems.

• We also propose a new algorithm known as Exploratory Policy Search (EPS)

that combines forward search with model-free Proximal policy optimization to

find the best-optimized driving policy that we care about in the real world.

• Lastly, we plan to open-source our reinforcement learning CARLA environment

to readily be used by the research community that works in a similar direction.
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1.3 Outline

This section outlines the different chapters that are organized in this thesis.

• Chapter 2 discusses the related work in the autonomous driving domain which

can broadly be categorized into modular, imitation, or reinforcement learning-

based methods.

• Chapter 3 gives a quick overview of reinforcement learning and the different

algorithms that exist in this domain.

• Chapter 4 introduces our CARLA environment that we build from scratch to

enable reinforcement learning through interactions with the simulator. We also

discuss the sensors and affordance algorithms developed by us that form the

basis for the next chapters.

• Chapter 5 describes our first approach to autonomous driving using reinforce-

ment learning. This work [4], demonstrates learning common driving skills like

lane-following and driving around intersections.

• Chapter 6 discusses our next approach that formulates the urban driving task in

the presence of dynamic actors. We demonstrate that our approach of learning

to drive using low-dimensional representations outperforms all our other chosen

representations as well as gives us significant improvements when compared

with the prior works.

• Chapter 7 introduces our Exploratory Policy Search algorithm that aims to

combine forward search with model-free reinforcement learning algorithms.

• Chapter 8 describes the conclusions and key takeaways from this thesis and

directs readers to some open problems for future work.
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Chapter 2

Related Work

Autonomous driving is a field that has received a great deal of attention from

both the research community and the industry. It shares a long history of approaches

that can broadly be clustered into three common approaches: modular, imitation

learning, and reinforcement learning-based approaches. In this chapter, we review

each of the different variety of methods that are popular in literature and that have

been used towards solving the task of autonomous driving.

2.1 Modular Approaches

Most of the state-of-the-art autonomous driving systems use approaches that can

commonly be clustered under this category. These approaches aim to divide the

entire task into different sub-tasks and sub-modules that include the core functional

blocks of localization and mapping, perception, prediction, planning, and decision

making, and vehicle control [19, 48, 60, 69, 72, 100, 107].

The localization and mapping subsystem senses the state of the world and locates

the ego-vehicle with respect to the environment [8, 15, 55, 74, 107]. This is followed

by the perception sub-system that detects and tracks all surrounding static and

dynamics objects [6, 8, 27, 74, 78, 107]. The intermediate representation produced by

the perception subsystem then feeds into the prediction and planning subsystems that

outputs an optimal plan of action [8, 74, 76, 90, 107] based on the future trajectories

of all the agents in the environment [28, 59, 70] and the planning cost function.

Finally, the plan of action is then mapped into low-level control actions that are

responsible for the motor actuation. For more details on these approaches, we direct
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readers to [8, 60, 107].

Although these systems offer high interpretability, they employ a heavily engineered

approach that requires cumbersome parameter tuning and large amounts of annotated

data to capture the diverse set of scenarios that the autonomous driving vehicle may

face. Tuning these subsystems for each new town and capturing the labeled data is

a tedious process that questions the scalability of these approaches. Furthermore,

the driving policy does not differ a lot from one town to another which raises the

question to learn driving policies that are independent of the driving conditions using

more sophisticated approaches.

2.2 Imitation Learning

Another branch of approaches that are common in literature and practice is

the imitation learning-based approaches that learn control policies based on expert

demonstrations. Dating back to one of the earliest successful works on imitation

learning is the ALVINN [80] which uses a simple and shallow feedforward network to

learn the task of the road following. This method first demonstrated an end-to-end

learning approach that outputs a target direction based on raw images and a laser

range finder. Other works, well studied in the literature, include [2, 82, 85, 96] that

either leverage expert demonstrations using supervised learning or formulate online

imitation learning using game-theory or maximum margin classifiers.

With the development of the deep learning [54, 58], the trend has shifted towards

using Convolutional Neural Networks (CNNs) for the perception tasks. The first

architecture that used CNN based end-to-end method for steering angle prediction

was proposed by Nvidia [12] that learned directly from raw pixels. A follow-up work

[13] explained that the architecture does learn to encode salient objects on the road

and more subtle features that are hard to anticipate and programmed by engineers.

These features correlate with the features that are essential for the driving task and

thus learn to ignore structures from the images that are not relevant. Similar works

have been proposed in the past that map the raw images to steering angles [71] or

learn an additional visual attention model [51] that highlights image regions that

contribute to the action predictions . One limitation in the assumption of the above

models is that the optimal action can be inferred solely from a single perception
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input. To that end, [21, 105, 106] propose to combine spatial and temporal cues

using recurrent units (LSTMs / Conv-LSTMs) to learn actions conditioned on the

historical states and instantaneous camera observations.

Although the imitation learning based deep networks have learned to follow the

roads and avoid obstacles, these policies suffer at test time as they cannot be controlled

by human experts. This is because a vehicle trained to imitate the expert cannot be

guided when it hits an intersection. [23] proposes to condition the imitation learned

policies based on the high-level navigational command input which disambiguates

the perceptuomotor mapping and allows the model to still respond to high-level

navigational commands provided by humans or a mapping application. Another work

[20] decouples the sensorimotor learning task into two, learning to see and learning to

act. In the first step, a privileged agent is learned that has access to simulator states

and learns to act. The second step involves learning to see where a sensorimotor

agent is learned based on supervision provided by the privileged agent. For a more

in-depth review of these methods, we direct readers to check out [20, 23, 46, 75, 97].

Although these methods have low model complexity and can be robust with

enough training data, their generalization ability to complicated environments is still

questionable. This is because none of the above approaches reliably handle the dense

traffic scenes and are prone to suffer from inherent dataset biases and lack of causality

[24]. Moreover, collecting a large amount of expert data that imitates every potential

scenario which the autonomous agent may encounter, remains an expensive process

and is difficult to scale. On the other hand, these agents can never outperform the

human expert as the training data is annotated solely from expert demonstrations.

Additionally, imitation learning assumes the data to be independent and identically

distributed (i.i.d.) which differs from the usual driving setup where the data is

sequential. These limitations restrict the extent to which imitation learning-based

methods can be used for large-scale learning of common urban driving behaviors and

suggest the use of reinforcement learning-based approaches for optimizing policies for

sequential decision-making tasks.

2.3 Reinforcement Learning

A recently proposed work [49], posed the autonomous driving problem as a Markov

decision process (Sec. 3.1) and demonstrated the use of deep reinforcement learning
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(RL) to learn the driving task in both simulated and real-world environments. It

shows that using a canonical RL algorithm, Deep Deterministic Policy Gradients

(DDPG) [62], the model can learn a continuous-valued policy for the lane following

task, using a single monocular image as input.

Another line of work that has attracted RL researchers is using the TORCS

simulator [104], which is an open-source and easy to use the racing simulator. The

first work that demonstrated learning stable driving policies on TORCS was the

asynchronous advantage actor-critic (A3C) [67] that learned discrete action policy

only using a visual RGB image. [62] extends the prior work to continuous action

space by proposing DDPG, which also learns policies in an end-to-end fashion directly

from raw pixels.

Recently, many works have focused on using the new CARLA simulator [29] that

is an open-source urban driving simulator that includes pedestrians, traffic lights,

and other dynamic actors. The original CARLA work [29] released a new driving

benchmark along with three baselines that used a modular, imitation learning, and

reinforcement learning-based approach respectively. The RL baseline used the A3C

algorithm [67] but reported poor results than the imitation learning one. These

results were improved by [61] that finetune the imitation learned agent using DDPG

for continuous action space. Although the results are better than the original CARLA

RL baseline [29], this method relies heavily on the pre-trained imitation learned agent

and hence it is unclear whether the improvement comes from the RL fine-tuning.

Moreover, they also do not model the traffic light behaviors.

A more recent work [99] combines the ideas of Rainbow, IQN, and Ape-X [26, 40,

44] to propose an end-to-end trainable RL algorithm. The agent proposed by this

work divides the task into two phases. The first phase trains a Resnet-18 encoder [39]

that predict affordances like traffic light state or distance to the center of the lane.

The second phase uses the output features of the encoder, also termed as implicit

affordances, as the RL state, with the advantage that the RL optimizer only trains

the last past of the network.

The works discussed here highlight the rising trend in the research community to

explore deep reinforcement learning algorithms for autonomous driving tasks.
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Chapter 3

The Reinforcement Learning

Problem

Reinforcement learning (RL) is the branch of machine learning that deals with

solving sequential decision-making processes. In the usual setup, an RL problem

consists of an agent interacting with an environment, where at each timestep, the

agent takes an action and receives an observation and a scalar reward back from

the environment (Fig. 3.1). The primary objective that the RL problem seeks, is to

maximize the agent’s cumulative reward through this interactive process of learning

through trial-and-error.

Figure 3.1: RL Setup: An agent interacting with the environment.

This chapter describes some of the preliminaries and the related work that are

required for understanding the context of this thesis.
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3.1 Markov Decision Processes

The Markov decision processes (MDPs) [11, 45] is the formal framework that de-

scribes any RL environment, where the environment is assumed to be fully observable.

This implies that the set of states that characterizes the MDP follows the Markovian

property, i.e., each of the states captures all the relevant information from the past.

Hence the future outcomes are independent of the past given the present state.

Formally, an MDP can be described as (S,A, P,R, γ) whose key components are

the following.

• A set of states, s ∈ S, where S denotes the state space.

• A set of actions, a ∈ A, where A denotes the action space.

• A transition probability function, P (s′|s, a), where s, s′ ∈ S and a ∈ A.

• A reward function, R(s, a, s′), where R : S × S × A → R and R(s, a, s′) =

E[rt|St = s, At = a, St+1 = s′].

• Discount factor, denoted by γ.

We now describe the common RL terminology that is widely used across literature

and this thesis.

3.1.1 Policy

The policy function, denoted by π(a|s), is defined as a probability distribution

over actions given the states. It governs the behavior of the agent in the environment

and could be either deterministic or stochastic based on the probability distribution

function.

3.1.2 Return

The return, denoted by Gt, mathematically describes the cumulative discounted

reward from time step t that the RL agent seeks to maximize.

Gt = rt + γrt+1 + γ2rt+2 + ... =
∞∑
k=0

γkrt+k (3.1)
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3.1.3 Value Functions

To choose the optimal action from any state (or state-action pairs), almost every

RL algorithm estimates a “goodness” score for the agent to be in a given state (or

how good it is to perform a given action in a given state). This “goodness” score is

defined in terms of the expected return and is defined for every policy π as the future

rewards depend on the actions the policy π chooses.

Thus, the state-value function (Eq. 3.2), denoted by Vπ(s), is defined as the

expected return that an agent collects starting from state s and following a policy π

thereon.

Vπ(s) = Eπ[Gt|St = s] = Eπ
[ ∞∑
k=0

γkrt+k|St = s
]

(3.2)

Similarly, we also define the action-value function (Eq. 3.3), denoted by Qπ(s, a),

as the expected return that an agent collects starting from state s, taking the action

a and following a policy π thereon.

Qπ(s, a) = Eπ[Gt|St = s, At = a] = Eπ
[ ∞∑
k=0

γkrt+k|St = s, At = a
]

(3.3)

The above value functions follow a nice recursive property where the return can be

broken down into the sum of immediate reward and the value of its possible successor

states (or state-action pairs). These equations (Eq. 3.4) are commonly referred to as

the Bellman Expectation equations.

Vπ(s) =
∑
a

π(a|s)
∑
s′,r

p(s′, r|s, a)
[
r + γVπ(s′)

]
Qπ(s, a) =

∑
s′,r

p(s′, r|s, a)
[
r + γ

∑
a′

π(a′|s′)Qπ(s′, a′)
] (3.4)

3.1.4 Optimal Value Functions

In order to solve any RL problem, we seek to maximize the above defined value

functions. Thus, the optimal value functions are those that maximize the value

function over the policy space and in turn yield the optimal policy, denoted by π∗.
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Mathematically, the optimal state-value (or optimal action-value) function, de-

noted as V∗(s) (or Q ∗ (s, a)), can be defined as,

V∗(s) = max
π

Vπ(s),∀s ∈ S,

Q∗(s, a) = max
π

Qπ(s, a),∀s ∈ S,∀a ∈ A.
(3.5)

Also, for an optimal policy, the following equation holds true.

V∗(s) = max
a∈A

Qπ∗(s, a) (3.6)

Using the above optimal set of equations, it follows that these too can be expressed

in the recursive form yielding the Bellman Optimality Equations (Eq. 3.7).

V∗(s) = max
a∈A

∑
s′,r

p(s′, r|s, a)
[
r + γV∗(s

′)
]

Q∗(s, a) =
∑
s′,r

p(s′, r|s, a)
[
r + γmax

a′∈A
Q∗(s

′, a′)
] (3.7)

The Bellman Expectation Equations (Eq. 3.4) and the Bellman Optimality Equa-

tions (Eq. 3.7) form the basis for most reinforcement learning algorithms and are

essential in order to have a concrete understanding.

For a finite MDP, the Bellman Optimality Equation yields a unique solution

independent of the policy. This is because, for a N state system, the Bellman

Optimality Equations can be written as N equations in N unknowns. If the dynamics

(i.e, p(s′, r|s, a)) of the environment are known, we can determine v∗ using any one of

the varieties of methods used to solve systems of nonlinear equations.

In practice, the dynamics (i.e, p(s′, r|s, a)) of the environment is usually unknown,

which brings us to a wide family of reinforcement learning algorithms as detailed in

Sec. 3.2.
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3.2 RL Algorithms Family

The RL family of algorithms is bifurcated based on whether the agent has access

to (or learns) a model of the environment, thereby giving rise to model-free and

model-based reinforcement learning methods as shown in Fig. 3.2.

Figure 3.2: Overview of different algorithms in RL. Credits: Spinning Up, OpenAI.
[3]

• Model-free methods : These methods seek to learn the optimal value functions

solely through interactions with the environment and explicitly not considering

the environment dynamics.

The model-free methods are further divided into policy optimization and Q-

learning based methods. The former parameterizes the policy function and

directly optimizes its parameters by doing gradient ascent on the performance

objective, or indirectly, by maximizing local approximations of the objective (e.g.

policy gradient). The latter methods parameterizes the optimal action-value

function, Q∗(s, a), and optimize the objective based on the Bellman equation

(e.g. DQN [65], C51 [10], QR-DQN [25]). The intersection of these two methods

form the actor-critic methods, that are more common in literature and form

the basis for most state-of-the-art model-free approaches (e.g. A2C/A3C [67],

DDPG [62], TRPO [88], PPO [89]).
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• Model-based methods: These methods explicitly seek to learn (or have access

to) the model of the environment which allows the agent to plan by thinking

ahead, and choose the best actions from a given state. Approaches include pure

planning based methods (e.g. MPC [18], MBMF [73]), tree-search algorithms

(e.g. MCTS [16]), or joint methods that integrate planning into the policy /

value function learning step (e.g. World Models [36], MBVE [31]).

The major upside of having a model of the environment is the substantial im-

provement in sample efficiency of the learning algorithms whereas the model-free

methods are relatively less sample efficient but do provide the ease of implementation

and tuning [1, 17, 38, 41, 56, 68, 73].

Another terminology that is common in the RL literature, is the difference between

on-policy and off-policy algorithms.

• On-Policy : An on-policy algorithm improves or evaluates the same policy that

is carried out by the agent including the exploration steps.

• Off-Policy : An off-policy algorithm learns the optimal value function indepen-

dently of the agent’s actions, or, improves or evaluates a policy that is different

from that used to generate the data.

As discussed in Section 3.1.4, a common way of solving the MDP is to solve the

system of equations using dynamic programming for cases where the MDP is finite

and we have access to the dynamics of the environment. But this method is too costly

owing to the high cost of the matrix inversion (O(N3)) while visiting all the states.

One way to solve this is to selectively back up the value function estimates for an

MDP or choosing state-actions that the agent visits often. For environments where

we do not have access to the dynamics, the agent learns solely through interactions by

collecting experiences and estimating the value function based on Monte-Carlo and

Temporal-Difference based methods. The backup diagram and equations for these

methods can be summarized from Fig. 3.3.

Next, we briefly review Q-Learning based methods in Section 3.3 and dive deeper

into the policy optimization-based methods in Section 3.4, that forms the primary

focus area of this thesis.
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Figure 3.3: Tree backup diagram for different class of RL algorithms. Left: Monte-
Carlo methods use empirical average of returns to estimate the value function. Centre:
Temporal-Difference methods estimate the value function based on estimate of the
next state (or state-action). Right: Dynamic Programming methods solve the entire
backup tree to estimate the expected return.

3.3 Q-Learning

Q-Learning [102], one of the foremost breakthroughs in reinforcement learning,

was the first algorithm that proposed the development of an off-policy Temporal-

Difference control algorithm. In this method, an agent learns the optimal action-value

function Q∗(s, a) based on historical experiences that are collected by the old policy.

This facilitates the agent to estimate the optimal action-value function under the

assumption that the agent can explore all actions from all states infinitely many

times.

Deep Q-Learning [65], extends the above idea to learn action-value function

approximator in the form of deep networks and reports significant improvement in

performance as compared to all previous methods. This work was further extended

to develop Deep Deterministic policy gradients (DDPG) [62] that concurrently learn

an action-value and policy function for environments with continuous action spaces.

Another work that is currently state-of-the-art in off-policy reinforcement learning

is the Soft-Actor Critic [37] that does stochastic policy optimization in a maximum

entropy RL framework, thus optimizing the trade-off between the expected reward

and entropy.
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3.4 Policy Optimization

Recalling the primary objective of RL problems, the goal is to maximize the

expected reward following a policy π. The policy gradient methods aim to model and

optimize the policy parameters directly with the key goal to increase the probabilities

of actions that lead to higher returns and decrease the probabilities of actions that

lead to lower returns. The policy, defined as πθ(a|s) where θ denote the set of policy

parameters, governs the value of the objective function, which is denoted as J(θ).

This objective function can be maximized either through gradient-free approaches

or gradient ascent algorithms that find the best θ that produces the highest return.

Mathematically, the performance objective or the reward function is defined by Eq. 3.8

where dπ(s) is the stationary distribution of the Markov chain for πθ.

J(θ) =
∑
s∈S

dπ(s)Vπ(s) =
∑
s∈S

dπ(s)
∑
a∈A

πθ(a|s)Qπ(s, a) (3.8)

3.4.1 Policy Gradient

Computing the gradient of the performance objective, J(πθ), is tricky as the

performance depends on both the action selections and the distribution of states in

which those selections are made. Given that the environment is usually unknown it

becomes difficult to estimate the effect of the policy update on the state distribution.

Fortunately, the policy gradient theorem (Eq. 3.9) provides a solution to this problem

by giving an analytic expression for the gradient of performance with respect to the

policy parameter θ.

∇θJ(θ) = ∇θ

∑
s∈S

dπ(s)
∑
a∈A

πθ(a|s)Qπ(s, a)

∝
∑
s∈S

dπ(s)
∑
a∈A

∇θ(πθ(a|s))Qπ(s, a)
(3.9)

In the episodic case, the proportionality constant is equal to the average length of

the episode and for the continuing case, it is considered to be equal to 1. Thus the

above policy gradient equation (Eq. 3.9) can further be written as (Eq. 3.10),
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∇θJ(θ) ∝
∑
s∈S

dπ(s)
∑
a∈A

∇θ(πθ(a|s))Qπ(s, a)

=
∑
s∈S

dπ(s)
∑
a∈A

∇θ(πθ(a|s))
πθ(a|s)

πθ(a|s)Qπ(s, a)

= Es∼dπ ,a∼πθ [∇θ(ln πθ(a|s))Qπ(s, a)].

(3.10)

3.4.2 REINFORCE

REINFORCE [95, 103], also known as Monte Carlo policy gradient, uses Monte-

Carlo methods to estimate returns of sampled episodes that in turn update the policy

parameter θ. The key idea behind this algorithm is that the expectation of the sample

gradient is equal to the actual policy gradient.

∇θJ(θ) = Es∼dπ ,a∼πθ [∇θ(ln πθ(a|s))Qπ(s, a)]

= Eπ[∇θ(ln πθ(At|St))Gt],
(3.11)

since Qπ(St, At) = Eπ[Gt|St, At].
A commonly used variation of REINFORCE [95, 103] (Eq. 3.12) is to subtract a

suitable baseline from the return Gt to reduce the variance of the gradient estimates

while keeping the bias unchanged. Often, the state-value function is used as a baseline

that is subtracted from the action-value function, yielding the advantage function,

denoted by Aπ(s, a) (Eq. 3.13).

∇θJ(θ) = Eπ[∇θ(ln πθ(At|St))Aπ(St, At)] (3.12)

Aπ(s, a) = Qπ(s, a)− Vπ(s) (3.13)

3.4.3 Trust Region Policy Optimization

The vanilla policy gradient methods, keep the updated and old policies close in

the parameter space. But this optimization is difficult as even a small change in the
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parameter space may yield very large differences in the performance of the policies.

Thus, determining the right step size, without hurting the policy performance is

cumbersome, which is where the beauty of Trust Region policy optimization (TRPO)

[88] lies.

TRPO [88] avoids the policy performance collapse by constraining the updated and

old policies in terms of KL-divergence and monotonically improving the performance

objective.

Although TRPO [88] is considered to be an on-policy algorithm, it considers the

subtle difference in the behavior policy and the policy we seek to optimize for. Thus,

the performance objective equation (Eq. 3.8) includes an importance sampling term

that compensates for the mismatch between the training data distribution and the

true policy state distribution, yielding Eq. 3.14.

J(θ) =
∑
s∈S

ρπθold (s)
∑
a∈A

πθold(a|s)
πθ(a|s)
πθold(a|s)

Aπθold (s, a)

= Es∼ρπθold ,a∼πθold
[ πθ(a|s)
πθold(a|s)

Aπθold (s, a)
] (3.14)

TRPO [88] aims to maximize the objective function (Eq. 3.14), subject to the

following trust region constraint (Eq. 3.15) that enforces the old and updated policies

to not diverge much.

Es∼ρπθold

[
DKL

(
πθold(.|s)||πθ(.|s)

)]
≤ δ (3.15)

3.4.4 Proximal Policy Optimization

Although TRPO [88] proposes an algorithm that offers a monotonic improvement

to the policy function, it solves a second-order optimization problem that is compli-

cated and difficult to implement. On the other hand, Proximal policy optimization

(PPO) [89] proposes a first-order optimization that aims to optimize a “surrogate”

objective function and in practice performs equivalent to current on-policy based

algorithms. This method is significantly simpler to implement and offers a reasonable

balance between sample complexity, simplicity, and wall-time.
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Algorithm 1 Vanilla PPO-Clip Algorithm

1: Input: initial policy parameters θ0, initial value function parameters φ0, trajectory
length T , total training steps S

2: for step = 1, 2, . . . , S//T do
3: Collect set of trajectories D of length T by running policy π = π (θold) in the

environment.
4: Compute rewards-to-go R̂1 . . . , R̂T .
5: Compute advantage estimates, Â1, . . . , ÂT based on the current value function

Vφold .
6: Update the policy by maximizing the PPO-Clip objective (Eq. 3.16):

θ = arg max
θ

1

|D|T
∑
τ∈D

T∑
t=0

min

(
r(θ)Aπθold (st, at), clip

(
r(θ), 1−ε, 1+ε

)
Aπθold (st, at)

)
typically via stochastic gradient ascent with Adam.

7: Fit value function by regression on mean-squared error:

φ = arg min
φ

1

|D|T
∑
τ∈D

T∑
t=0

(
Vφ (st)− R̂t

)2
typically via stochastic gradient descent with Adam.

8: end for

There are two primary variants of PPO [89] that are each discussed below.

• PPO-Penalty: This variant solves a KL-constrained update like TRPO, but

penalizes the KL-divergence in the objective function rather than imposing

a hard constraint and automatically adjusts the penalty coefficient over the

course of training.

• PPO-Clip: This variant neither has an explicit KL-divergence term in the

objective function nor has any constraints. Rather, it uses a surrogate objective

function that clips the objective function and keeps the new policy close to the

old policy.

Empirically, the second version, PPO-Clip [89] (Algo. 1), performs better and is

the one that is more widely used. The clipped objective function used by this variant

can be defined by Eq. 3.16,
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3. The Reinforcement Learning Problem

J(θ) = Es,a∼πθold

[
min

(
r(θ)Aπθold (s, a), clip

(
r(θ), 1− ε, 1 + ε

)
Aπθold (s, a)

)]
(3.16)

where r(θ) = πθ(a|s)
πθold (a|s)

is the probability ratio. The motivation for this modified

surrogate objective function is as follows. The first term inside the min is the same

as that defined in 3.14, whereas the second term, clip
(
r(θ), 1− ε, 1 + ε

)
Aπθold (s, a),

clips the range of the probability ratio to [1− ε, 1 + ε] and the minimum is chosen

depending on the sign of the advantage function Aπθold (s, a). The modified objective

function forms a lower bound to the original performance objective function (Eq. 3.14)

and the clipping is triggered only when the objective is impacted. This clipping

parameter also acts as a regularizer by removing incentives for the policy to change

abruptly by pessimistically constraining the new policy with respect to the old policy,

while still maximizing the performance objective function. The overall algorithm can

be outlined in Algo. 1.

In this thesis, we primarily build upon the PPO-Clip variant of Proximal policy

optimization [89] and present two works (Chap. 5, 6) that demonstrate the effectiveness

of using reinforcement learning methods to learn even the complex tasks of learning

to drive in urban settings.
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CARLA Environment

Figure 4.1: CARLA Simulator [29]: A realistic urban-driving simulator this is open-
sourced for autonomous driving research. The simulator supports multiple actors,
pedestrians, weather conditions and maps that are each configurable in the simulator.
Credits: CARLA [29]

In this chapter, we describe and detail the CARLA environment (Fig. 4.1) that

enables our agent to interact with the simulator [29] and learn optimal driving policies

using reinforcement learning approaches presented by us in Chap. 5, 6. We first

describe the server-client communication framework that we set up using the simulator,

then dive into the array of sensors used by us. Further, we discuss our waypoint

computation logic and algorithms developed by us to detect obstacles and traffic light
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state. These components (Sec 4.1 - 4.4) combined together form the core building

blocks of our environment. Finally, we describe the original CARLA benchmark [29]

and the NoCrash benchmark [24] that defines the task for our reinforcement learning

agent and forms the basis for comparison with our baseline methods (Sec. 5.4.1, 6.4.1).

4.1 Server-Client Interface

CARLA [29] provides a simple server-client interface where the server is responsible

for running the simulation and rendering the dynamic world which enables the client

to interact with it. The client sends control and environment commands to the server

and receives the sensor readings in return. The entire communication is managed via

TCP sockets with the client API’s exposed in Python.

We build our environment on top of the server-client interface provided by CARLA

[29] and use the synchronous mode of communication that runs at a frequency of

10fps.

4.2 Sensors

Figure 4.2: The CARLA simulator [29] supports a wide variety of sensors that include
the LIDAR, RGB camera, semantic camera, depth sensors and GPS units. The above
figure three shows such sensors. Left: normal vision camera, Centre: ground-truth
depth camera and Right: ground-truth semantic segmentation camera. Credits:
CARLA [29]

CARLA [29] offers a variety of sensor suite (Fig. 4.2) that is configurable on

the agent’s end. To develop our environment and train our reinforcement learning

approaches, we equip our agents with the following sensors to determine their state

with respect to the simulated world.
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• Semantic Segmentation Camera: The semantic segmentation camera in CARLA

classifies every object in its view based on 13 predetermined classes. We use

the output of this sensor and map it further to 5 important classes that include

Pedestrian, Road Line, Road, Car, and Everything Else. This forms as one of

the inputs to our architecture (Fig. 5.2, 6.2) that define our state representation

(Sec. 5.1, 6.1).

• Collision sensor : This sensor enables our agent to detect collisions with any

kind of objects that are present in the simulated world. Specifically, we consider

all types of collisions with static and other vehicle actors as infractions and we

terminate our agent when this sensor triggers a collision event.

• Lane-invasion sensor : This sensor enables us to detect infractions like invading

the opposite lane or getting onto the sidewalk. It detects the crossing of any

lane markings which helps us determine the episode termination condition for

such infractions.

4.3 Waypoint Planner

In the next two chapters (Chap. 5, 6), we present our formulation of learning

to drive as goal-directed navigation. Since the visual input is not sufficient to

disambiguate the navigation direction, we propose to use waypoints that direct

our learning agent to a future world location that lies on the optimal trajectory.

These waypoints are computed using a heuristic-based A* search algorithm that

determines the optimal trajectory between a pair of start and goal destination points

at a predefined resolution of wd m. This process is repeated for every goal-directed

training episode. Additionally, we use the planner implementation that is provided

within the CARLA release1.

4.4 Intermediate Affordances

For the task of learning to drive with dynamic actors (Chap. 6), we formulate the

RL problem by defining a pair of affordances: the front Dynamic Obstacle Affordance

1CARLA v0.9.6 - https://carla.org/2019/07/12/release-0.9.6/
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and the Traffic Light Affordance. The goal behind proposing these low-dimensional

affordances is to simplify the policy learning problem by predicting these intermediate

affordances through a separate perception system.

• Dynamic Obstacle Affordance : The dynamic obstacle affordance encodes the

front actor’s state in a lower-dimensional intermediate representation. Particu-

larly, we aim to encode the distance between our agent and the front dynamic

actor as well as its corresponding speed. Since the CARLA simulator [29] gives

us direct access to the speed and position of any actor, the task reduces to

determining if a target dynamic actor exists in front of our agent. This is done

by iteratively checking if a target actor’s bounding box lies in front of our agent

that is within a threshold distance of dprox.

• Traffic Light Affordance : Similarly, we also propose the traffic light affordance

that encodes the front traffic light’s state in a lower-dimensional intermediate

representation. This affordance aims to encode the distance to the nearest

traffic light in front of our agent. This is done in a similar way like the dynamic

obstacle affordance with an extension that the target light’s road and lane

identifier matches our agent’s road and lane identifier. The proximity threshold

distance is given by tprox.

4.5 Benchmarks

4.5.1 Original CARLA Benchmark

The original CARLA benchmark [29] proposed four driving tasks. Each task is set

up as goal-directed navigation where the agent is initialized randomly at some location

in the town and the goal is to reach a destination point. The benchmark includes

two towns out of which Town 01 is used for training whereas the Town 02 is used for

testing. The tasks are organized in the increasing order of their difficulty (Table 4.1)

that includes driving on straight roads, around intersections, and navigating through

the town with and without dynamic actors. The first three tasks (Straight, One Turn,

Navigation) do not include any dynamic actors whereas the fourth task (Dynamic

Navigation) includes dynamic actors with navigation from start point to goal point.
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Task Drive Straight Drive w. one turn Drive w. multiple turns Drive w. dynamic actors

Straight X
One Turn X X
Navigation X X X

Dynamic Navigation X X X X

Table 4.1: Original CARLA Benchmark [29] that describes the different driving tasks:
Straight, One Turn, Navigation & Dynamic Navigation.

The benchmark [29] proposed evaluating each of these tasks based on the success

rate. It considers an episode as a success if the agent reaches the goal regardless of

any collisions or other infractions that it may encounter during the episode. Hence,

this benchmark mainly focuses on evaluating skills such as lane-keeping and turning

around intersections while ignoring the urban driving setting that commonly has

complex interactions due to dynamic agents or changing traffic light behavior [24].

4.5.2 NoCrash Benchmark

Owing to the limitations of the original CARLA benchmark [29], a new NoCrash

[24] benchmark was proposed that evaluates the agent behaviour on three different

driving tasks: Empty Town, Regular Traffic and Dense Traffic. Each task consists

of similar goal-directed episodes as the original benchmark [29] (Sec. 4.5.1), while

increasing the difficulty in terms of the number of cars and pedestrians. The training

is performed in Town 01 whereas the testing occurs in Town 02.

The original benchmark considered a goal conditioned success rate that allows

the episode to continue even after the infraction. This metric was improved in the

NoCrash benchmark that considers an episode as a failure if the agent collides with

any object. For traffic lights, the benchmark suggests counting the traffic light

violations separately while not terminating the episode due to this infraction.
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Chapter 5

Learning to Drive using Waypoints

Figure 5.1: Our proposed RL setup that defines our Markov decision process with
the state space S, action space A and reward function R.

We see in Chap. 2 that most of the literature in the autonomous driving domain

is predominantly clustered into the modular or imitation learning-based approaches.

These approaches often do not scale well to urban driving scenarios where it is

common to encounter a variety of interactions between our autonomous agent and

traffic lights, pedestrians, and other actors at intersections. The major challenge

with the urban driving task is that complexity of the classical rule-based approaches
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increases as it becomes difficult to handle such high variability. On the other hand,

end-to-end approaches that use imitation learning often suffer from a distribution

mismatch between the expert labeled data and the data seen at test-time.

In contrast, reinforcement learning algorithms do not suffer from distribution

mismatch as the agent continues to explore new state while still exploiting states that

lead to higher cumulative rewards. This motivates us to pose the driving problem as

a sequential decision making task and use the classical formulation of reinforcement

learning (Chap. 3). Further, we believe that the paradigm of reinforcement learning

has a strong potential to learn autonomous driving behaviors towards which we

present our first approach in this chapter.

Specifically, we formulate the urban driving problem as a Markov decision process

(Sec. 3.1) where the goal of our autonomous agent is to learn optimal driving policy

using a reinforcement learning algorithm [4]. The agent seeks to maximize the sum

of cumulative rewards that it can collect from the environment. Since the dynamics

of the environment is usually difficult to model or unknown, we take a model-free

approach to reinforcement learning (Sec. 3.2) where the agent iteratively evaluates

the current policy and updates it solely through interaction with the environment.

As RL relies on learning through interactions via trial and error, we develop

our framework using the CARLA1 [29] simulator due to safety and data efficiency

constraints. We now describe the RL setup in Sec. 5.1, discuss our model-free

reinforcement learning algorithm in Sec. 5.2 and the training methodology Sec. 5.3.

Further, we describe our experimental setup in Sec. 5.4 followed by results and

discussion in Sec. 5.5 and Sec. 5.6 respectively.

5.1 RL Setup

The major contribution of this work [4] is setting up the autonomous driving task

in an RL setup. We develop our own CARLA RL environment (Chap. 4), define our

own state space S, action space A and reward function R (Fig. 5.1) that facilitates

our agent to interact with the simulator and learn solely from the interactions.

1CARLA v0.9.6 - https://carla.org/2019/07/12/release-0.9.6/
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5.1.1 State Space

The key to the design of our state-space S is defining the observation Ot that

feeds into the algorithm at each time step. Theoretically, state st should follow the

Markov property that encodes all previous observations which can be done using a

recurrent neural network [22, 43]. However, for our task, we consider the observation

to itself approximate the state.

In the autonomous driving literature, many sensors have been proposed that

provide sophisticated observations for driving algorithms, not limited to cameras,

LiDARs, IMUs, GPS units, and IR depth sensors. Although these sensors are equipped

with advanced sensing capabilities, they are often not cost-efficient. Conversely, in

this work, we propose to use only cameras and GPS units that readily provide the

visual and navigational information that is required for an agent to navigate a complex

urban scene.

Specifically, we choose the bird’s-eye view (BEV) semantically segmented image

(SSimage) as one of our state-input that is easily obtained from the CARLA’s semantic

segmentation camera sensor [4]. Given the current state-of-the-art architectures in

perception, we believe segmentation as a task can be trained in isolation and hence we

focus on the more complex task of learning to drive using deep reinforcement learning

directly from SS images. To that end, we consider feeding in the semantic segmented

images through a stack of convolutions [34, 54] or learning a smaller representation of

the image, using a Convolutional or Variational Autoencoder (CAE or VAE) [52, 63].

We notice that learning a deterministic latent representation as in the case of an

autoencoder, has a stabilizing effect on policy learning. The AE bottleneck embedding

forms as one of the state space inputs to our agent’s policy network (Fig. 5.2). We

refer to the AE bottleneck embedding as h̃, and define it in Eq 5.1 where e denotes the

encoder function of our AE. The reconstructed semantic segmented image (SSrimage)

is decoded using the decoder function d of our AE (Eq. 5.1).

h̃ = e(SSimage)

SSrimage = d(h̃)
(5.1)

Besides the visual state input, the agent also requires an input to guide its
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navigation. Past approaches [23, 29, 61, 86] have used a higher level planner that

directs the agent using high-level commands on intersections. Instead of this, we

propose to use trajectory waypoints [4] that are readily available from the GPS units

and used to guide the agent’s navigation. Given a source and destination location,

waypoints are intermediate locations pre-computed at a fixed resolution using standard

pathfinding algorithms and can be fetched easily from the CARLA simulator (Sec. 4.3).

We believe the features computed from waypoints can provide a richer signal to the

learning agent for navigation. The waypoint features w̃ are computed using some

generic function f defined by the next n waypoints (w1,w2, ...,wn) and agent’s

current pose p. These features w̃ form the second input to our agent policy network

[4] as defined in Equation (5.2).

w̃ = f(p,w1,w2, ...,wn) (5.2)

For simplicity, we define the function f as the average angle between the agent’s

current pose p and the next n waypoints (w1,w2, ...,wn) but this can extended

to work with any possible functional form. Mathematically, the waypoint feature

function f can be defined by Eq. 5.3.

w̃θ =
1

n

n∑
i=1

(
θp − θwi

) (5.3)

This leads to our final state representation [4], denoted by [h̃.w̃], that concatenates

the latent features of the autoencoder h̃ with the waypoint features w̃.

5.1.2 Action Space

For our autonomous driving agent, it is natural to include the steer, throttle,

and break actions, denoted by (s, t, b) respectively, in the action space A, which also

form the control input to the CARLA simulator. But these actions could either be

discretized or be applied in the continuous domain. In this work [4], we primarily

choose to focus on learning continuous action policies.

As the end control predictions may be noisier, we also reparameterize the throttle

and brake actions in terms of a target speed set-point. Thus the predicted throttle

and brake actions, denoted by t̂ and b̂ respectively, form the outputs of a classical PID
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controller [7, 84] that attempts to match the set-point. This smoothens the control

response as well as simplifies learning the continuous actions to just two actions,

steer, and target speed. The predicted steer action, denoted by ŝ lies in the range

of [−0.5, 0.5] that approximately maps to [−40◦, 40◦] of steering angle whereas the

predicted target speed, denoted by v̂, lies in [−1, 1] range and linearly maps to [0, 20]

km/h.

5.1.3 Reward Function

We know that the reward signal in RL is the sole feedback that guides the agent

towards optimal actions conditioned on the state. Hence, we propose a simple and

dense reward function [4] to make the optimization easier and which also correlates

with how humans learn the driving task. The reward function R (Eq. 5.4) incentivizes

our agent to continue moving towards the goal destination until an infraction occurs

that dictates if the episode is to be terminated. Overall, our reward function [4] can

be decomposed into three basic components as follows and mathematically be defined

by Eq. 5.4.

R = Rs +Rd + I(c) ∗Rc (5.4)

• Speed-based Reward (Rs): This reward incentivizes the agent to learn the throttle

action as it receives a reward that is directly proportional to the current speed

u of the agent. Over time, the cumulative reward equals the total distance

moved by it from the start point.

Rs = α ∗ u (5.5)

• Distance-based Penalty from Optimal Trajectory (Rd): This reward penalizes

the agent based on the lateral distance d between the centre of our agent and

the optimal trajectory that is precomputed by the planner. This incentivizes

the agent to stay close to the optimal planned trajectory.

Rd = −β ∗ d; (5.6)
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• Collision Penalty (Rc): This reward penalizes the agent when it collides (denoted

by the indicator function I(c)) with other static or dynamic objects. The penalty

incentives the agent to drive safely without any collision infractions.

Rc = −γ ∗ u− δ (5.7)

The design of our reward function R aligns with our intuition that this objective

is similar to the objective utilized by most classical planners that determine the best

action to be executed from a given state.

5.2 Model-Free RL with Learned

Representations

Since we formulate the RL problem for a continuous action domain, we select

a state-of-the-art on-policy model-free reinforcement learning algorithm: Proximal

policy optimization (PPO) [89] (Sec. 3.4.4), and combine it with our proposed

Autoencoder (AE) setup (Sec. 5.1.1). Although the on-policy reinforcement learning

algorithms are sample inefficient when compared to off-policy methods, we believe

that their performance is much more stable which makes it an easier choice to study

the impact of reinforcement learning for autonomous driving. We show that using an

off-the-shelf RL algorithm combined with the autoencoder solves the task of learning

optimal driving policies, by solving the Markov decision process as defined by us in

Sec. 5.1.

We propose a stable learning algorithm (Algo. 2) [4] that uses a pre-trained

autoencoder and finetunes it simultaneously with the policy learning step. We

conjecture that the pre-training step helps in generating better state representations

during the initial phase of the training whereas the finetuning step facilitates the

encoder-decoder to improve its representation as the RL algorithm explores diverse

states. The autoencoder function approximator d(e(SSimage)), parameterized by β,

optimizes for the multi-class cross-entropy loss summed over all the pixels (Eq. 5.8).

For a fixed number of time steps (n), the autoencoder is frozen and is updated only

using the n semantically segmented images that it collects over that interval. PPO,
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Algorithm 2 Learning to Drive via Model-Free RL on Learned Representations

1: Input: initial policy parameters θ0, initial value function parameters φ0, pretrained
auto-encoder parameters β0,

2: for k = 0, 1, 2, . . . do
3: Collect trajectories Dk = {τi} by running policy πθk in the environment.

4: Compute rewards-to-go R̂t.
5: Compute advantage estimates, Ât based on the current value function Vφk .
6: Update the policy by maximizing the PPO-Clip objective (Eq. 3.16).

θk+1 = arg max
θ

1

|Dk|T
∑
τ∈Dk

T∑
t=0

min

(
r(θ)Aπθk (st, at), clip

(
r(θ), 1−ε, 1+ε

)
Aπθk (st, at)

)
7: Fit value function by regression on mean-squared error.

φk+1 = arg min
φ

1

|Dk|T
∑
τ∈Dk

T∑
t=0

(
Vφ (st)− R̂t

)2
8: Every fixed n steps, finetune the autoencoder based on cross-entropy loss.

βk+1 = arg min
β

∑
p∈SSimage

∑
c∈C

(−tc(p) log oc(p))

9: end for

on the other hand, trains an on-policy RL algorithm (Sec. 3.4.4) that uses a surrogate

objective function to optimize for the policy performance (Eq. 3.8). It consists of

training two function approximators. The first being a critic function approximator

Vφ : S → R that estimates the expected cumulative discounted reward starting

from state s and executing policy π thereon. The second approximator is the policy

function πθ : S → A that does policy gradient update based on the clipped objective

(Eq. 3.16).

L(β) =
∑

p∈SSimage

∑
c∈C

(−tc(p) log oc(p))

tc(p) = One-hot(p)

oc(p) = Softmax(d(e(p)))

(5.8)
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The autoencoder encodes the SSimage to give its latent representation h̃ which is

fused with the waypoint features w̃ to form the state input π(ŝ, v̂|[h̃.w̃]), as defined

in Sec. 5.1.1. This state representation feeds into both the policy and critic networks,

denoted by π(ŝ, v̂|[h̃.w̃]) and V ([h̃.w̃]) respectively (Figure 5.2). Since PPO can

be used for continuous action domain, the policy network outputs the mean of the

normal distribution through which the actions are sampled during the training time.

The variance is added as a separate parameter to aid the exploration process and is

optimized by adding in a entropy bonus term [89] to the clipped objective. Over the

training time, the randomness in the actions decreases, as the algorithm encourages

it to exploit rewards that it has already found, while still maintaining some entropy

in its actions.

5.3 Training

To train our proposed algorithm [4], we first pre-train the autoencoder based on

the data collected by a mixture of expert and RL training policies. Next, we iteratively

sample a random episode as defined by the benchmark task (Sec. 4.5) that determines

start and goal location. A static planner then precomputes a list of waypoints that

map to the optimal trajectory of the agent (Sec. 4.3) and rewards are calculated

as the agent steps through the environment at each time step. Subsequently, we

train the policy and critic networks along with finetuning the autoencoder after every

n steps based on our Algorithm 2 as discussed in Sec. 5.2, until convergence. The

episode is terminated as a success if the agent reaches within d m of the destination,

while it is terminated as a failure if the agent faces a collision, or fails to reach near

destination within m number of maximum time steps. The episode is not terminated

for a traffic light or opposite lane-invasion or sidewalk infractions.

The actor and critic networks consist of a 2-layer feedforward network whereas

the autoencoder consists of 4 Conv and 4 Deconv layers. All the networks are trained

with a ReLU non-linearity and optimized using stochastic gradient descent with the

Adam optimizer. The overall architecture of our approach can be depicted in Fig. 5.2.
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Figure 5.2: Our proposed architecture [4]: The inputs to our architecture are se-
mantically segmented (SSimage) image and intermediate waypoints that are directly
fetched from the CARLA simulator. The SSimage is encoded using a pre-trained
auto-encoder whose bottleneck encoding alongwith waypoint features form as inputs
to the policy network. The policy network outputs the control actions (ŝ, v̂) where ŝ
is the predicted steer and v̂ is the predicted target speed which is then mapped to
predicted throttle and brake (t̂, b̂) using a PID controller.

5.4 Experiments

To evaluate our proposed RL algorithm (Algo. 2) [4], we build on top of the open-

source stable-baselines2 implementation [42]. We train our agents in the CARLA

simulator [29] by formulating the task of learning to drive using the Markov decision

process and environment as defined in Sec. 5.1 and Chap. 4 respectively. We use

the original CARLA benchmark tasks [29] (Sec. 4.5.1) in Town 01 for training and

Town 02 for evaluating our agent. Since the original CARLA benchmark does not

2https://github.com/hill-a/stable-baselines
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provide accurate evaluation of our agents on the more complex urban driving tasks,

we extend our evaluation to the newer NoCrash benchmark [24] (Sec. 4.5.2) as well.

Our evaluation analysis uses the same agent on all the tasks and we do not explicitly

fine-tune separately for any scenario.

5.4.1 Baselines

We compare our work [4] with the following baselines that solve the goal-directed

navigation task using an either modular approach, end-to-end imitation learning, or

reinforcement learning. Since most of the works do not have open-source implemen-

tations available or report results on the older versions of CARLA, we report the

numbers directly from their work.

• CARLA MP, IL & RL [29]: These baselines, proposed in the original CARLA

work [29] suggest three different approaches to the autonomous driving task. The

modular pipeline (MP) uses a vision-based module, a rule-based planner, and a

classical controller. The imitation learning (IL) one learns a deep network that

maps sensory input to driving commands whereas the reinforcement learning

(RL) baseline does end-to-end RL using the A3C algorithm [67].

• AT : This baseline refers to the CARLA built-in autopilot control that uses a

hand-engineered approach to determine optimal control.

• CIL [23]: This work proposes a conditional imitation learning pipeline that

learns a driving policy from expert demonstrations of low-level control inputs,

conditioned on the high-level navigational command.

• CIRL [61]: This work proposes to use a pre-trained imitation learned policy to

carry-out off-policy reinforcement learning using the DDPG algorithm [62].

• CAL [86]: This baseline proposes to learn a separate visual encoder that predicts

low-dimensional representations, also known as affordances, that are essential for

urban driving. These representations are then fused with classical controllers.

• CILRS [24]: This work builds on top of CIL [23] to propose a robust behavior

cloning pipeline that generalizes well to complex driving scenarios. The method

suggests learning a ResNet architecture [39] that predicts the desired control as

well as the agent’s speed to learn speed-related features from visual cues.
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• LBC [20]: This work decouples the sensorimotor learning task into two, learning

to see and learning to act. In the first step, a privileged agent is learned that

has access to the simulator states and learns to act. The second step involves

learning to see that learns an agent based on supervision provided by the

privileged agent.

• IA [99]: This work proposes to learn a ResNet encoder [39] that predicts the

implicit affordances and uses its output features to learn a separate policy

network optimized using DQN algorithm [65].

Although all of the above baselines use RGB image and high-level navigational

command as inputs, we acknowledge the differences in our inputs and show that

our results are comparable or even better with our simplified representation. The

results align with our belief that with an ideal perception system our approach using

reinforcement learning can beat the current decision making and control systems put

together.

We note that since the CARLA 0.9.6 version supports pedestrians that only

move along the sidewalks unlike the earlier versions, we limit our baselines and

benchmark comparison to not include pedestrian actors. Additionally, all the prior

methods except LBC [20] and IA [99] report results on CARLA versions prior to

0.9.6. Although the newer CARLA 0.9.6 version included a significant rendering

engine and pedestrian actor change, our choice of input representation makes us

affirm that the difference is not significant across CARLA 0.9.X versions. We also

note that the waypoint feature did not exist in CARLA 0.8.X versions. Thus, we

report our results on CARLA 0.9.6 and compare our method with all the prior work

without any reservations.

5.4.2 Training Stability

To demonstrate the training stability of our proposed RL algorithm (Algo. 2), we

plot the mean cumulative reward and success metric which indicates that our RL

agent can successfully learn the navigation task as described on the original CARLA

benchmark [29]. The plots show that our agent learns the navigation task in just

1.5M time steps of training, where we see that the total reward and total success

episode values converge to the maximum possible on that task. Similar training plots
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Figure 5.3: The figure reports the mean cumulative reward and success rate on
the Navigation task defined by the original CARLA benchmark [29]. The plots
indicate that the RL agent can successfully learn the task within 2M time steps
of training. The shaded region corresponds to the minimum and maximum values
showing variation across 3 runs.

are observed in other tasks as well.

We note that our method achieves the optimal driving performance within 2M

time steps, equivalent to a single day of training, that is a significant improvement

over the standards of deep reinforcement learning where it is common to train for

hundreds of millions of steps [67], corresponding to months of subjective experience.

5.5 Results

Given that our method is built on the semantically segmented image as an input,

we compare and report results only on the training weather conditions as described

in the original CARLA [29] and NoCrash [24] benchmarks. Further, we report our

results averaged over 3 seeds and 5 different evaluations of the benchmarks. For

all evaluations, we pick the best performing model from each seed based on the

cumulative reward it collects at the validation time.

5.5.1 Evaluation on the Original CARLA Benchmark

Since the original CARLA benchmark (Sec. 4.5.1) [29] focuses on skills like lane-

following and driving around intersections, we observe from our results (Table. 5.1)
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Original CARLA Benchmark (% Success Episodes)
Task Training Conditions (Town 01 )

MP IL RL CIL CIRL CAL CILRS LBC IA Ours
Straight 98 95 89 98 98 100 96 100 100 100± 0

One Turn 82 89 34 89 97 97 92 100 100 100± 0
Navigation 80 86 14 86 93 92 95 100 100 100± 0

Dyn. Navigation 77 83 7 83 82 83 92 100 100 100± 0

Task Testing Conditions (Town 02 )
MP IL RL CIL CIRL CAL CILRS LBC IA Ours

Straight 92 97 74 97 100 93 96 100 100 100± 0
One Turn 61 59 12 59 71 82 84 100 100 100± 0
Navigation 24 40 3 40 53 70 69 98 100 100± 0

Dyn. Navigation 24 38 2 38 41 64 66 99 98 100± 0

Table 5.1: Quantitative comparison with the baselines that solve the four goal-
directed navigation tasks using modular, imitation learning or reinforcement learning
approaches on the original CARLA benchmark [29]. The table reports the percentage
(%) of successfully completed episodes for each task in the training (Town 01 ) and
testing town (Town 02 ). Higher is better. The baselines include MP [29], IL [29],
RL [29], CIL [23], CIRL [61], CAL [86], CILRS [24], LBC [20] and IA [99] compared
with our model-free RL method [4]. The reported results are the average over 3 seeds
that are evaluated on 5 different runs of the benchmark. Bold values correspond to
the best mean success rate.

[4] that our agent perfectly masters these skills as it can solve all the driving tasks of

Straight, One Turn, Navigation & Dynamic Navigation both in Town 01 and Town

02. For a qualitative analysis, we also publish a video3 of our agent driving on the

Navigation task.

Further, on comparing our method with the baselines, particularly the CARLA

RL [29] baseline, we observe that our method achieves a significant improvement in

the success rate performance on all the driving tasks. This baseline uses a similar

approach to ours that trains reinforcement learning from scratch but instead focuses

to learn from high-dimensional image observations. Further, we observe that our

method achieves better performance than the MP [29], IL [29], CIL [23], CIRL [61],

CAL [86] and CILRS [24] baselines and comparable to the recent baselines of LBC

3https://www.youtube.com/watch?v=UoEdZqEejL8
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NoCrash Benchmark (% Success Episodes)
Task Training Conditions (Town 01 )

CIL CAL CILRS LBC IA AT Ours
Empty 79± 1 81± 1 87± 1 97± 1 100 100± 0 100± 0
Regular 60± 1 73± 2 83± 0 93± 1 96 99± 1 52± 6
Dense 21± 2 42± 1 42± 2 71± 5 70 86± 3 19± 2

Task Testing Conditions (Town 02 )
CIL CAL CILRS LBC IA AT Ours

Empty 48± 3 36± 6 51± 1 100± 0 99 100± 0 100± 0
Regular 27± 1 26± 2 44± 5 94± 3 87 99± 1 45± 5
Dense 10± 2 9± 1 38± 2 51± 3 42 60± 3 12± 1

Table 5.2: Quantitative comparison with the baselines that solve the three goal-
directed navigation tasks using modular, imitation learning or reinforcement learning
approaches on the NoCrash benchmark [24]. The table reports the percentage (%) of
successfully completed episodes for each task in the training (Town 01 ) and testing
town (Town 02 ). Higher is better. The baselines include CIL [23], CAL [86], CILRS
[24], LBC [20], IA [99] and CARLA built-in autopilot control (AT ) compared with
our model-free RL method [4]. The reported results are the average over 3 seeds that
are evaluated on 5 different runs of the benchmark. Bold values correspond to the
best mean success rate.

[20] and IA [99]. We conjecture that our perfect results can be attributed to our

simpler choice of input representation. However, a notable difference between the

latter baselines and our method is that they leverage expert demonstrations or learn

a separate lower-dimensional affordance that receives strong supervision, unlike our

method that learns the optimal policy from scratch based on trial-and-error learning.

This indicates the strength of off-the-shelf reinforcement learning algorithms and their

immense potential to solve some of the complex problems in autonomous driving.

5.5.2 Evaluation on the NoCrash Benchmark

Considering the fact that the original benchmark does not account for collision

infractions, we extend our evaluation to the recent NoCrash benchmark (Sec. 4.5.2)
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[24] that registers a success if the agent reaches the goal destination without colliding

with any objects. We observe from our results (Table. 5.2) that our agent perfectly

learns to navigate in the Empty Town 01 and Town 02 tasks. For the task with

Regular and Dense traffic, we notice that our agent reports poor performance when

compared to other baseline methods. This is because our agent fails to recognize the

behavior of the brake action in the dynamic actor scenario as it has partial access

to the environment state. For a qualitative analysis, we also publish a video4 that

demonstrates the failure case on the Dense traffic task.

This points us to the limitation of our Markov decision process formulation as the

agent’s state (Sec. 5.1) does not explicitly encode the front actor or the nearest traffic

light state. While it may seem reasonable to argue that the latent representation of the

autoencoder should encode the front actor state, the limitation of this representation

is that our agent does not have sufficient information to decode the temporal change

in the position of the target actor with respect to its position. Therefore, we improve

on this limitation and discuss our new formulation in our next work (Chap. 6) that

deals with the dynamic actor and traffic lights interactions.

5.6 Discussion

In this chapter, we present our first approach to autonomous driving that learns

optimal driving policies using reinforcement learning. We believe that the key to

solving any reinforcement learning task is to deliberately define the Markov decision

process (Sec. 3.1) which we detail in Sec. 5.1. Further, using a variant of the off-the-

shelf on-policy reinforcement learning algorithm and combining it with an autoencoder

objective, we show that the driving agents learned from our proposed model-free RL

algorithm learn to master common driving skills like lane-keeping and driving around

intersections.

We also note that our approach when learned from scratch achieves comparable or

near-perfect performance on the original CARLA [29] and NoCrash [24] benchmarks

without any dynamic actors but fails to report a good performance in the complex

dynamic actor scenario. We speculate that this performance gap is owing to our

4https://www.youtube.com/watch?v=JnRn59mHlPE
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formulation of the Markov decision process that is limited in its capability to encode

other dynamic actors state. We address this shortcoming in our next work (Chap. 6)

that reduces the complexity of the problem to low-dimensional representations that

are crucial to navigating the dynamic actors’ scenario.
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Chapter 6

Learning to Drive with Dynamic

Actors

Figure 6.1: Our proposed RL setup for the dynamic actor setting that defines our
Markov decision process with the state space S, action space A and reward function
R.

With the recent advancements in deep reinforcement learning, there has been a

growing trend towards applying RL for learning the autonomous driving task. Towards

that end, Chap 5 discusses one such approach that shows exemplary performance on
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learning common driving skills like lane following and driving around intersections

using reinforcement learning from scratch. Although the proposed agent drives

perfectly around both the train and test towns, it reports poor performance on the

more critical urban driving tasks like stopping at traffic lights, stop sign intersections,

in front of dynamic actors or pedestrians which are abundantly seen in urban driving

scenarios.

The limitation with our earlier proposed approach (Sec. 5.1) is that the agent does

not observe states that encode the nearest traffic light and the front actor state. These

states are imperative to solving the urban driving tasks that are often complex and

stochastic in nature. A recent technique termed as affordances [86, 99] aims to predict

these low-dimensional representations directly from high-dimensional visual data.

Attributes such as distance to the vehicle ahead, distance from the center-line, nearest

traffic light state are predicted from a separate visual encoder. These attributes or

intermediate representations are then fed into the control algorithm that determines

the optimal policy for the complicated urban driving tasks.

Another approach to deal with these complex urban driving scenarios is to

train a convolutional encoder (CNN) [54] that inherently learn the intermediate

representations that are crucial to determining the optimal control. The advantage of

learning such representations is that the hand-engineering effort is no longer needed

which is often difficult to scale. Therefore to address the dynamic actor scenario, we

first begin with low-dimensional affordance representations and then move towards

the learning these representations using convolutional encoders.

We build on top of our prior work [4] (Chap. 5) and incorporate ideas from

the affordance related works [86, 99] to propose learning optimal policies through

reinforcement learning from these low-dimensional representations. By dividing the

urban driving task into the affordance prediction, and planning and control blocks,

we believe that the overall complexity of the problem is reduced. This is because

affordance prediction is an easy supervised learning task that reduces the difficulty

of the planning and control block which is now responsible for learning the optimal

control policy based on affordances that encode the current state of the world.

In this work, we primarily focus on the planning and control block that learns

the optimal action conditioned on the state of the dynamic world. We formulate

this task again using the Markov decision process (Sec. 3.1) and use the same model-
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free approach to reinforcement learning (Sec. 3.2) as our earlier work [4] (Chap. 5).

Further, we extend our previous RL setup (Sec. 5.1) and the CARLA environment

(Chap. 4) for this new task of learning to drive with dynamic actors.

The overall work is divided into the following sections. Sec. 6.1 describes our

reinforcement learning setup, followed by our model-free reinforcement learning

algorithm in Sec. 6.2. Next, we detail the training procedure in Sec. 6.3, and discuss

the experimentation in Sec. 6.4. Finally, we present our results and discussion in

Sec. 6.5 and 6.6 respectively.

6.1 RL Setup

In this section, we define our state space S, action space A and reward function R
(Fig. 6.1) that characterizes the formulation of our Markov decision process (Sec. 3.1)

that we use for the dynamic actor scenario.

6.1.1 State Space

In RL, defining the state space plays a key role as it determines what observations

are available to the agent at the learning time. Since we motivate our formulation

using the low-dimensional affordances, these representations should be fully capable

of encoding the current state of the agent with respect to the dynamic world. In

order to learn the urban driving tasks, these representations should have access to

information such as the dynamic actors’ state, and the nearest traffic light state that

majorly affect our agent’s throttle and brake action. Besides these, our agent must

also have access to pedestrian behavior that also affects the behavior of our agent.

Since these affordances are pivotal to the performance of our agent in the dynamic

actor scenario, we propose determining two affordances: dynamic obstacle affordance

and the traffic light affordance. We do not model a separate pedestrian affordance due

to the limitation of the CARLA simulator in version 0.9.61 that supports pedestrians

actors that only move along the sidewalks.

The dynamic obstacle affordance (Sec. 4.4), denoted by õ, is responsible for

encoding the distance between our agent and the front dynamic actor, as well as its

1CARLA v0.9.6 - https://carla.org/2019/07/12/release-0.9.6/
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corresponding speed. This low-dimensional representation helps our agent discern

whether the target actor in front is accelerating, decelerating, or moving at a constant

speed with respect to our ego-agent. The second affordance, traffic light affordance

(Sec. 4.4), denoted by t̃, represents the state of the nearest traffic light that affects

our agent. Particularly, this encodes the distance of the nearest traffic light from our

agent when it is in the red state.

Both the aforementioned affordances are useful representations that assist in

determining the optimal actions of our agent. This is because, to avoid collision or

traffic light infractions, our agent must learn to stop when approaching a dynamic

actor or traffic light in the red state.

Besides the two affordances, another useful state representation is the previous time

step action that the policy outputs. This state information is useful in determining

the change in the actions that the policy should be able to predict relative to the

last action. Since the action space consists of steer and target speed (Sec. 6.1.2),

denoted by s̃ and ṽ respectively, we augment our affordance representation with these

previous step actions.

The representation proposed above is still deficient in its capability to predict the

optimal value function for our learning agent. We believe this is because it does not

yet have access to goal destination location which is crucial to determining the correct

optimal value function estimate. To avoid this pitfall, we propose adding the distance

to goal destination, denoted by g̃. Additionally, we also propose adding in the signed

distance from the optimal trajectory, denoted by ñ as the additional state-input since

it aids in disambiguating the position of our agent relative to the optimal trajectory.

Lastly, we also add the waypoint features (w̃) [4], defined in Eq. 5.2, that helps in

directing our agent to the target destination based on the agent’s current pose p and

next n waypoints (w1,w2, ...,wn). This representation is exactly incorporated from

our earlier work (Chap. 5) [4].

In summary, the first state representation (A) that feeds into our reinforcement

learning algorithm can be denoted by A = [w̃.õ.̃t.ñ.ṽ.s̃.g̃] where the (.) indicates the

concatenation operator. We believe that this low-dimensional representation encodes

all the sufficient information to solve the complex navigation tasks.

Further, as our next goal is to learn the affordance representations directly from

high dimensional images, we propose two additional state representations that move
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towards that direction. Inspired from our earlier work (Chap. 5), we believe using the

latent features h̃ of an autoencoder that takes in the last k top-down semantically

segmented frames helps in determining the obstacle state affordance. This forms our

second state representation, denoted by A+ I = [h̃.w̃.õ.̃t.ñ.ṽ.s̃.g̃], that concatenates

the latent features with our earlier representation (A). The third representation

(I) aims to explicitly remove the low-dimensional obstacle affordance õ to give

I = [h̃.w̃.̃t.ñ.ṽ.s̃.g̃]. Note that A+ I and I still use the low-dimensional traffic light

affordance explicitly.

6.1.2 Action Space

We use the same action space as defined in our earlier work (Sec. 5.1.2) to learn

continuous action policies that predict the target steer and speed actions, denoted

by ŝ and v̂ respectively. The target speed action is then fed into a classical PID

controller [7, 84] that outputs the throttle and the brake actions, denoted by t̂ and b̂.

6.1.3 Reward Function

As this work focuses on both collisions and traffic light infractions, we modify our

earlier formulation of the reward function R (Sec. 5.1.3) and relabel the penalty term

as the infraction penalty. Thus, the reward function (Eq. 6.1) again has 3 components

to it. For completeness, we present our dense reward scheme again which can be

mathematically defined by Eq. 6.1.

R = Rs +Rd + I(i) ∗Ri (6.1)

• Speed-based Reward (Rs): This reward, that is directly proportional to the

current speed u of the agent, incentivizes it to move towards the goal destination

in the shortest possible time.

Rs = α ∗ u (6.2)

• Distance-based Penalty from Optimal Trajectory (Rd): This penalty, that is

directly proportional to the lateral distance d between the centre of our agent

and the optimal trajectory, incentivizes the agent to stay close to the planned
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optimal trajectory.

Rd = −β ∗ d; (6.3)

• Infraction Penalty (Ri): This penalty, activated by a collision or traffic light

violation (I(i)), penalizes our agent to drive safely without causing any infrac-

tions.

Ri = −γ ∗ u− δ (6.4)

6.2 Model-Free RL on Low-Dimensional

Affordances

To train and test our RL formulation (Sec. 6.1), we once again select a state-

of-the-art on-policy model-free reinforcement learning algorithm: Proximal policy

optimization (PPO) [89] (Sec. 3.4.4) and show its performance on learning complex

urban driving tasks. The algorithm (Algo. 2) follows a similar methodology as

described by us in our earlier work (Sec 5.2) except that the autoencoder optimizations

are now skipped.

The clipped objective function (Eq. 3.16) of PPO offers a surrogate optimization

that constrains the policy updates by keeping the new and old policy close together

in the policy vector space. Empirically, this objective function works great in practice

with complex continuous-space environments which we also demonstrate in our prior

work (Chap. 5). This motivates us to extend it again in order to study the impact of

reinforcement learning in learning complex urban driving behaviors.

The algorithm consists of training a policy and a value function approximator

that takes in the state representation S (Sec. 6.1.1) as an input. These networks

symbolized by π(ŝ, v̂|S) and V (S) learn the state to optimal action mapping and the

expected return from that state respectively.

6.3 Training

We train the PPO algorithm by iteratively sampling a random episode with a

start and goal destination. We then run an A* planner that computes a list of

waypoints that trace the optimal trajectory. The state representation we described

earlier (Sec. 6.1.1) is then queried at each time step from the simulator, which in
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Figure 6.2: Our proposed architecture for state representation (S = A, A+ I or I):
The state representation is a combination of waypoint features w̃, dynamic obstacle
affordance õ, traffic light affordance t̃, previous time step steer and target speed actions
(ŝ, v̂), distance to goal destination ĝ, signed distance from the optimal trajectory n̂ or
latent features of the autoencoder h̃ depending on the state representation S. The
policy network outputs the control actions (ŝ, v̂) where ŝ is the predicted steer and v̂
is the predicted target speed which is then mapped to predicted throttle and brake
(t̂, b̂) using a PID controller.

real-world is accessible from the perception and GPS subsystems. The agent steps

through the simulator at every time step collecting on-policy rollouts that determine

the updates to the policy and critic networks. The episode is terminated upon a

collision, lane invasion, or traffic light infraction, or is deemed as a success if the

agent reaches within distance d m of the destination. Finally, this procedure repeats

until the policy function approximator converges to the optimal policy.

The actor and critic networks consist of a standard 2-layer feedforward network.

All the networks are trained with a ReLU non-linearity and optimized using stochastic

gradient descent with the Adam optimizer. The overall architecture of our approach

can be depicted in Fig. 6.2.

51



6. Learning to Drive with Dynamic Actors

6.4 Experiments

For experimentation, we build on top of our modified version of stable-baselines2

implementation and train the algorithm in the CARLA simulator [29]. The Markov

decision process is formulated using our RL setup and CARLA environment defined

by us in Sec. 6.1 and Chap. 4 respectively.

The training procedure described in the earlier section (Sec. 6.3) trains our agents

on the Dynamic Navigation task (Sec. 4.5.1). This trained agent is then evaluated

across all tasks on the original benchmark [29] (Sec. 4.5.1) as well as on the new

dynamic actor tasks proposed by the recent NoCrash benchmark [24] (Sec. 4.5.2). The

NoCrash benchmark gives us an accurate analysis of the number of infractions the

agent makes as it drives through the towns. Further, to understand the behavior and

robustness of the policy learned by our agent, we also conduct a separate infraction

analysis that helps us analyze the different types of episode terminations and their

relative proportions.

6.4.1 Baselines

For comparing our method with the prior work, we choose modular, imitation

learning and reinforcement learning baselines that solve the goal-directed navigation

task and report results on the original CARLA [29] and NoCrash [24] benchmarks.

As this task is the same as described in our earlier work (Chap. 5) [4], we use the

same set of baselines as defined in Sec. 5.4.1. To summarize, we use the following set

of baselines.

• Modular Baselines: MP [29], CAL [86], AT.

• Imitation Learning Baselines: IL [29], CIL [23], CILRS [24], LBC [20].

• Reinforcement Learning: RL [29], CIRL [61], IA [99].

Although all of the above baselines use forward-facing RGB image and high-level

navigational command as inputs, we recognize the differences in our inputs and

presume that the current state-of-the-art perception systems are capable of predicting

the low-dimensional representations with reasonable accuracy. Further, as the goal of

2https://github.com/hill-a/stable-baselines
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Figure 6.3: The figure reports the mean cumulative reward and success rate for our
three choices of state representation: S=A, A+ I or I, on the Dynamic Navigation
task [29]. The plots indicate that the state-representation A and A + I learn the
navigation task successfully whereas the state-representation I learns the task slowly
as observed by the performance improvement after 10M time steps of training. The
shaded region in the plot corresponds to the minimum and maximum values showing
variation across 3 different seeds.

this work is to solve the planning and control side of the driving problem, we believe

that a perception system, trained to predict such low-dimensional representations,

when combined with our approach can beat the current modular or imitation learned

approaches to autonomous driving.

Additionally, we do not consider the pedestrian actors in our approach owing

to the limitations of the CARLA 0.9.6 version. We also note that since our input

representation does not differ across CARLA versions, we choose to report our results

on CARLA 0.9.6 and compare our method with the prior work that reports results

on other versions of CARLA.

6.4.2 Training Stability

We now compare the training stability across our three choices of the state

representations (S=A, A+ I, or I) as defined in Sec. 6.1.1. We observe from Fig. 6.3

that the low-dimensional representation A that explicitly use affordances, performs

the best as it is stably able to learn the dynamic navigation task on the original

CARLA benchmark [29]. We also see that the low-dimensional representation along

with the latent features of the autoencoder, represented by A + I, also learns the
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navigation task after the performance dip around 10M time steps. We note that this

representation requires twice the number of time steps that are required with the

low-dimensional representation A.

Further, we also note that the state representation I, which does not explicitly

contain the low-dimensional obstacle affordance, shows improvement on the dynamic

navigation task after 10M time steps of training. This is slower when compared with

the other two representations, which makes us empirically believe that it requires

more samples to learn the dynamic obstacle affordance when compared with the

latter that explicitly encode it. Further, considering the training stability and the

policy performance, we choose to evaluate and report results only on the first two

state representations A and A+ I.

We also ask readers to refer Appendix A, Sec. A.1 for an additional set of

experiments that aim to run our proposed approach with the forward-facing semantic

or RGB camera both with state representation A+I and I. This ablation experiment

helps us analyze and compare our proposed approach with the baseline methods that

use forward-facing RGB images as input.

6.5 Results

Considering our input representation includes low-dimensional representations or

latent features of semantically segmented images, we do not consider the weather

differences at the train and test time as proposed in the original CARLA [29] and

NoCrash [24] benchmarks. Thus, for comparison with the baselines, we compare and

present results only on training weather conditions from all the baselines. Further,

we report our results that are averaged over 3 seeds and 5 different evaluations of

the benchmarks. We pick the best performing model from each seed based on the

cumulative reward it collects at the time of validation.

6.5.1 Evaluation on the Original CARLA Benchmark

On the original CARLA benchmark (Sec. 4.5.1) [29], we note that our method

using both state representations A and A+ I (Table. 6.1) achieve a perfect success

percentage on all the driving tasks in both Town 01 and Town 02. The driving policy

learned by our agent demonstrates stopping in front of other actors or traffic lights in
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Original CARLA Benchmark (% Success Episodes)
Task Training Conditions (Town 01 )

MP IL RL CIL CIRL CAL CILRS LBC IA Ours (A) Ours (A+I)
Straight 98 95 89 98 98 100 96 100 100 100± 0 100± 0

One Turn 82 89 34 89 97 97 92 100 100 100± 0 100± 0
Navigation 80 86 14 86 93 92 95 100 100 100± 0 100± 0

Dyn. Navigation 77 83 7 83 82 83 92 100 100 100± 0 100± 0

Task Testing Conditions (Town 02 )
MP IL RL CIL CIRL CAL CILRS LBC IA Ours (A) Ours (A+I)

Straight 92 97 74 97 100 93 96 100 100 100± 0 100± 0
One Turn 61 59 12 59 71 82 84 100 100 100± 0 100± 0
Navigation 24 40 3 40 53 70 69 98 100 100± 0 99± 1

Dyn. Navigation 24 38 2 38 41 64 66 99 98 100± 0 100± 0

Table 6.1: Quantitative comparison with the baselines that solve the four goal-
directed navigation tasks using modular, imitation learning or reinforcement learning
approaches on the original CARLA benchmark [29]. The table reports the percentage
(%) of successfully completed episodes for each task in the training (Town 01 ) and
testing town (Town 02 ). Higher is better. The baselines include MP [29], IL [29],
RL [29], CIL [23], CIRL [61], CAL [86], CILRS [24], LBC [20] and IA [99] compared
with our PPO method. The reported results are the average over 3 seeds that are
evaluated on 5 different runs of the benchmark. Bold values correspond to the best
mean success rate.

red-state while perfectly navigating through the town and around intersections.

Further, our results also demonstrate that on the most difficult driving task

of Dynamic Navigation, we achieve a significant improvement in the success rate

performance on both towns when compared with our baselines such as MP [29], IL

[29], RL [29], CIL [23], CIRL [61] and CAL [86]. For CILRS [24], the improvement

is significant for Town 02 and moderate for Town 01. We also note that our method

reports comparable performance to the recently works of LBC [20] and IA [99].

6.5.2 Evaluation on the NoCrash Benchmark

We also extend our evaluation to the recent NoCrash benchmark (Sec. 4.5.2) [24]

that considers collision infractions and episode termination if the agent happens to

collide with any objects. Our quantitative results (Table. 6.2) again demonstrate

that our driving agent learns the optimal control almost perfectly across different

levels of traffic and town conditions. The agent learned with the low-dimensional
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NoCrash Benchmark (% Success Episodes)
Task Training Conditions (Town 01 )

CIL CAL CILRS LBC IA AT Ours (A) Ours (A+I)
Empty 79± 1 81± 1 87± 1 97± 1 100 100± 0 100± 0 100± 0
Regular 60± 1 73± 2 83± 0 93± 1 96 99± 1 98± 2 90± 2
Dense 21± 2 42± 1 42± 2 71± 5 70 86± 3 95± 2 94± 4

Task Testing Conditions (Town 02 )
CIL CAL CILRS LBC IA AT Ours (A) Ours (A+I)

Empty 48± 3 36± 6 51± 1 100± 0 99 100± 0 100± 0 100± 0
Regular 27± 1 26± 2 44± 5 94± 3 87 99± 1 98± 1 96± 2
Dense 10± 2 9± 1 38± 2 51± 3 42 60± 3 91± 1 89± 2

Table 6.2: Quantitative comparison with the baselines that solve the three goal-
directed navigation tasks using modular, imitation learning or reinforcement learning
approaches on the NoCrash benchmark [24]. The table reports the percentage (%) of
successfully completed episodes for each task in the training (Town 01 ) and testing
town (Town 02 ). Higher is better. The baselines include CIL [23], CAL [86], CILRS
[24], LBC [20], IA [99] and CARLA built-in autopilot control (AT ) compared with
our PPO method. The reported results are the average over 3 seeds that are evaluated
on 5 different runs of the benchmark. Bold values correspond to the best mean
success rate.

representation A outperform our agent learned with representation A + I. This

difference can be attributed to the low-dimensionality of the state representation A.

Moreover, we also note that the success rate performance achieved by our agent is

significantly higher than all the prior modular and imitation learning baselines such

as CIL [23], CAL [86], CILRS [24], LBC [20] and IA [99]. The AT baseline, which

refers to the autopilot control that is shipped with the CARLA binaries, uses a hand-

engineered approach to determine the optimal control. We observe from our results

that even on the hardest task of Dense traffic, our method significantly outperforms

even the most engineered approach to urban driving. For a qualitative analysis, we

publish a video3 of our agent successfully driving on the dynamic navigation task.

We presume that our near-perfect results can be accounted for our simpler choice

of input representation. Thus for a fair comparison, our future direction is to move

towards high-dimensional RGB images. Nevertheless, a notable difference between

3https://www.youtube.com/watch?v=AwbJSPtKHkY
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6. Learning to Drive with Dynamic Actors

Infraction Analysis on NoCrash Benchmark (% Episodes)
Task Metric Training Conditions (Town 01 ) Testing Conditions (Town 02 )

CIL CAL CILRS Ours (A) CIL CAL CILRS Ours (A)

Empty

Success 79.00 84.00 96.33 100.00 41.67 48.67 72.33 100.00
Col. Vehicles 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Col. Other 11.00 9.00 1.33 0.00 51.00 45.33 20.00 0.00
Timeout 10.00 7.00 2.33 0.00 7.33 6.00 7.67 0.00

Regular

Success 61.50 57.00 87.33 98.40 22.00 27.67 49.00 98.16
Col. Vehicles 16.00 26.00 4.00 0.27 34.67 30.00 12.67 0.00
Col. Other 16.50 14.00 5.67 0.53 37.33 36.33 28.00 0.92
Timeout 6.00 3.00 3.00 0.80 6.00 6.00 10.33 0.92

Dense

Success 22.00 16.00 41.66 95.38 7.33 10.67 21.00 91.20
Col. Vehicles 49.50 57.00 20.67 0.62 55.67 46.33 35.00 3.73
Col. Other 25.00 24.00 34.67 1.23 34.33 35.33 35.00 1.87
Timeout 3.50 3.00 3.00 2.77 2.67 7.67 9.00 3.20

Table 6.3: Quantitative analysis of episode termination causes and comparison with
the baselines that solve that three goal-direction navigation tasks using modular,
imitation or reinforcement learning approaches on the NoCrash benchmark [24]. The
table reports the percentage (%) of episodes with their termination causes for each
task and for the training (Town 01 ) and testing town (Town 02 ). The columns
for a single method/task/condition should add up to 1. For each cause of episode
termination we bold the method with the best performance. The baselines include
CIL [23], CAL [86] and CILRS 100 [24] compared with our PPO method. The
reported results are the average over 3 seeds that are evaluated on 5 different runs of
the benchmark.

the baseline methods and our method is that they use strong supervision signals,

unlike our method that learns the optimal policy from scratch based on trial-and-

error learning. These supervised signals, often expensive to collect, do not always

capture the distribution of scenarios entirely. In contrast, we show that our results

demonstrate the prospects of utilizing reinforcement learning to learn complex urban

driving behaviors.

6.5.3 Infraction Analysis

To analyze the failure cases of our agent, we also perform an infraction analysis

that reports the percentage of episodes for each termination condition and driving

task on the NoCrash benchmark [24]. We then compare this analysis with few of our
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6. Learning to Drive with Dynamic Actors

baselines like CIL [23], CAL [86] and CILRS [24] that perform end-to-end imitation

learning or take a modular approach to predicting low-dimensional affordances like

ours. We incorporate the baseline infraction metrics from the CILRS work [24].

We observe (Table. 6.3) from this analysis that our agent significantly outperforms

all the other baselines across all traffic and town conditions. Further, we note that our

agent in the Empty town task achieves a perfect success percentage across both Town

01 and Town 02 without facing any infractions. Additionally, on the Regular and

Dense traffic tasks, we notice that our approach reduces the number of collision and

timeout infractions by at least an order of magnitude across both the towns. Therefore,

our results indicate that the policy learned by our agents using reinforcement learning

is robust to variability in both traffic and town conditions.

6.6 Discussion

In this chapter, we present our second approach to learn the urban driving tasks

that commonly include numerous interactions between dynamic actors, and traffic

signs and signals. We formulate a reinforcement learning approach primarily using

low-dimensional representations also known as affordances. We demonstrate that

using such low-dimensional representations makes the planning and control problem

easier as we can learn stable and robust policies demonstrated by our results with

state representation A. Further, we also observe that as we move towards learning

these representations inherently using convolutional encoders, the performance and

robustness of our learned policy decreases which requires more training samples to

learn the optimal representations, as evident from Fig. 6.3.

Thus, we empirically believe that learning optimal policies from high-dimensional

state representations is still challenging given the current state-of-the-art on-policy

reinforcement learning algorithms. Additionally, we conjecture that adding auxiliary

objectives to the primary reinforcement learning objective will make the learning

task easy both from the representation and policy learning aspects. On the contrary,

our perfect results (Sec. 6.5) using the low-dimensional representations is a promising

direction for the autonomous driving community that effectively demonstrates dividing

the complex driving problem into perception (representation learning), and planning

and control (policy learning) subsystems.
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Chapter 7

Exploratory Policy Search

Figure 7.1: Backup diagram of our proposed algorithm, Exploratory Policy Search
(Algo. 3) that the finds the optimal policy among the K randomly explored and
trained policies.

This chapter introduces a new algorithm that we formulate, with the goal to find

the best-optimized driving policy using reinforcement learning that can easily be

deployed in the real-world. In recent years, deep reinforcement learning (DRL) has

seen great success with the significant breakthroughs both in model-free [65, 66] and

model-based [92, 93] reinforcement learning. To that end, model-free reinforcement
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learning is the one that is widely been discussed in literature owing to its simplicity

and stability in the learning process. And yet among others, policy gradient-based

methods are commonly used to search for the optimal policy.

A major challenge with the policy gradient-based method is to estimate the

right step size for updating the policy, as an improper step size may lead to severe

degradation in the performance of the policy. This degradation may be catastrophic

to the optimizing objective as the input data strongly depends on the behavior of

the current policy [47, 88]. Consequently, to achieve the optimal performance the

algorithms should strike the right balance between the learning stability and speed of

convergence.

To address this tradeoff, there exists two representative methods, Trust Region

policy optimization (TRPO) [88], and Proximal policy optimization (PPO) [89]. In

particular, TRPO (Sec: 3.4.3) [88] adds in a divergence constraint when updating the

policy distributions whereas PPO (Sec. 3.4.4) [89] adopts a surrogate objective to avoid

imposing the hard constraint completely. The divergence metric, although proved

theoretically to guarantee a monotonic performance improvement, is computationally

inefficient as it involves solving a complicated second-order optimization. On the

other hand, PPO [89] reduces the complexity to a first-order optimization by adopting

a clipping mechanism through a surrogate objective that is simple to implement and

tune.

However, despite PPO’s success, the algorithm still reports poor performance

under a bad step size (Sec. 7.1). Moreover, the algorithm is prone to suffer from

the risk of lack of exploration [101] especially under a bad initialization that may

lead to a sub-optimal convergence. Thus, the main motivation of this work is to

build a better algorithm that finds the best performing policy over the span of policy

updates to resolve the aforementioned problems. To that end, we propose a new

algorithm known as Exploratory Policy Search, that combines exploratory search

with reinforcement learning algorithms to find the optimal policy.

In this chapter, we first describe the motivation that led to the formulation of

the Exploratory Policy Search Algorithm in Sec. 7.1, describe the algorithm in detail

in Sec. 7.2 and then present the experimentation and results in Sec. 7.3 and 7.4

respectively. Lastly, we conclude the chapter by providing few discussion points in

Sec. 7.5.
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7.1 Motivation

Figure 7.2: Catastrophic performance decay observed during one of our experiments
on learning to drive with the dynamic actor scenarios. (a): Mean validation reward
across 6 different seeds of the experiments. The blue oval represents the performance
decay observed after 5.5M time steps of training. (b) - (g): Individual seed-wise
validation reward for the same experiment.

The primary objective of any reinforcement learning algorithm is to overtime find

the best performing policy that leads to maximum possible cumulative return. In

contrast, policy gradient methods are known to be sensitive to the correct step size

where it is empirically common to observe the performance decay catastrophically

in a short range of policy updates. This behavior can be observed in Fig. 7.2 that

demonstrates the mean performance across 6 different seeds of an experiment that

we conduct in the CARLA simulator [29]. As seen from the figure, we observe that

the mean validation reward recorded by 6 different seeds of our experiments reaches

to a near-maximum after 4.5M time steps of training. But as we observe, the mean

validation reward drops drastically after 5.5M time steps which is apparent from
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Algorithm 3 Our EPS Algorithm

1: Input: initialize model parameters β, population size K, total epochs E
2: for epoch= 1, 2, . . . E do
3: Clone model parameters β for each individual in population {β1, . . . βK}.
4: Train each individual in parallel with any RL algorithm for S steps.

βk = Train(parameters = βk, steps = S)

5: Evaluate each individual by running the policy, derived from βk, in the
environment to get expected cumulative rewards R̂1 . . . , R̂K .

R̂k = Es,a∼πβk (Rt|St = s)

6: Choose the best performing policy and its corresponding parameters βk∗ to
update β.

k∗ = arg max
K

(R̂k)

β = β∗k

7: end for

Fig. 7.2 (b), (d), and (e) that indicate individual seed reward plots. In contrast,

Fig. 7.2 (c) and (f) indicate seeds that reported stable performance throughout the

training whereas Fig. 7.2 (g) indicates a seed that failed to explore the action space

and reports intermediate performance.

The above observations highlight a limitation of the state-of-the-art policy gradient

algorithms in terms of its exploration capabilities and its learning stability with respect

to the performance objective (Eq. 3.8). This motivates us to propose a new algorithm,

which we term Exploratory Policy Search, that searches for the best policy over time

across K different explorations while still individually maximizing the reinforcement

learning objective.

7.2 Algorithm

The key notion behind the formulation of our algorithm is to iteratively propagate

K explorations and run any reinforcement learning algorithm on them, with the goal

to update the current policy to the best-optimized policy so far. At the beginning of
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each iteration, the base policy of the explorations is set to the current best policy

and is then independently trained and evaluated in parallel. The current policy is

then updated to the best amongst those K different policies (Eq. 7.1) by picking the

policy that maximizes the performance objective (Eq. 3.8). This process is repeated

over several iterations until the final current policy converges to the optimal policy.

Note that the exploration in our algorithm comes due to the inherent nature of the

random seeds that sample actions either from a distribution or choose a ε-greedy

action. The overall algorithm can be outlined in Algorithm 3, where population size

K denotes the number of random explorations, and the epochs E indicates the total

number of iterations.

k∗ = arg max
K

[Es,a∼πβk (Rt|St = s)]

β = βk∗
(7.1)

While our proposed algorithm shares similar ideas as the popular asynchronous

advantage actor-critic (A3C) algorithm [67], the global parameters (β) of our model

are updated only from one of the children that fetches the maximum evaluation reward,

rather than updating it asynchronously from each child model as in A3C algorithm.

This is because, in our formulation, we only consider the best optimized policy and

train it further, without accounting for other policies that may have suffered from

bad updates. Another difference between A3C [67] and our algorithm is that A3C

accumulates gradients that asynchronously update the master parameters whereas

our algorithm maintains K set of model parameters βk that are each individually

updated by the base reinforcement learning algorithm.

7.3 Experiments

We conduct experiments on 4 different continuous control tasks (Walker2d-v2,

HalfCheetah-v2, Swimmer-v2 and Hopper-v2 ) in the MuJoCo simulator [98] as well

as on the most difficult dynamic navigation scenarios on the CARLA simulator [29].

Theoretically, our proposed algorithm (Algo. 3) is invariant to the choice of

the reinforcement learning algorithm. However, to compare with our earlier work

(Chap. 5, 6) we choose the vanilla PPO-Clip variant (Algo. 1) [89] as our primary RL
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Figure 7.3: Comparison of our EPS algorithm with the the vanilla RL algorithm
(without EPS ) across different population sizes (K = 1, 3, 5) on four distinct MuJoCo
[98] control tasks. The figure reports the mean reward plots that is averaged over 3
random seeds. We use the PPO-Clip [89] variant as the vanilla RL algorithm and
train our proposed algorithm for E = 50 epochs and a total of 2M time steps.

algorithm and train it according to our proposed algorithm. We run the experiments

starting with the best setting of hyper-parameters and then perform a grid-search on

the epochs E and population size K to understand the behavior of our algorithm.

7.4 Results

7.4.1 MuJoCo Control tasks

The Fig. 7.3 reports the mean reward achieved by our algorithm on each en-

vironment for 4 different settings of experiments, without EPS, with EPS K = 1,

K = 3 and K = 5. The without EPS experiment is the vanilla PPO RL algorithm

without our EPS addition. As seen from the reward plots, we observe that the EPS
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Figure 7.4: Fair comparison, in terms of compute, of our EPS algorithm with the the
vanilla RL algorithm (without EPS ) across different population sizes (K = 3, 5) on
four distinct MuJoCo [98] control tasks. The figure reports the mean reward plots
that is averaged over 3 random seeds. We use the PPO-Clip [89] variant as the vanilla
RL algorithm and train our proposed algorithm for E = 50 epochs and a total of
10M time steps.

algorithm on average performs better than one without EPS. We also observe the

performance to improve as the population size K increases. This higher performance

can be attributed to the fact that our algorithm exhaustively explores the action

space by collecting K sets of trajectories in parallel and optimizing each of them with

respect to the performance objective (Eq. 3.8).

Additionally, we observe that the K = 5 variant performs better than the K = 3

and K = 1 for the Walker2d-v2, Swimmer-v2 and Hopper-v2 environments. The

results align with our intuition that higher K should lead to better rewards. On the

contrary, we observe that for the HalfCheetah-v2 environment, this observation does

not hold true where we observe that K = 3 is the best setting.
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Figure 7.5: Comparison of our EPS algorithm with the the vanilla PPO-Clip vari-
ant (without EPS ) across different population sizes (K = 1, 3, 5) on the Dynamic
Navigation task defined in the CARLA simulator [90]. The figure reports the mean
cumulative reward and success rate that is averaged over 3 random seeds.

Further, we also conduct a computational analysis in order to have a fair com-

parison with the without EPS version (Fig. 7.4). This is because our algorithm

requires K times more computation as it independently optimizes K policy objectives

in parallel. We observe from this analysis that EPS algorithm still works better

on the Walker2d-v2, HalfCheetah-v2 and Hopper-v2 environments. We also note

that the results on the HalfCheetah-v2 environment are significantly better with the

K = 5 variant when compared with the other two variants. This observation helps

us conclude that our proposed algorithm is promising both from the unfair and fair

comparison standpoints as it suggests a good way to parallelize training or setup

distributed RL algorithms.

Lastly, we ask readers to refer Appendix A, Sec. A.2 for an additional set of

experiments that demonstrate the degenerate form of our EPS algorithm.

7.4.2 CARLA Driving task

We also evaluate our EPS algorithm (Algo. 3) on the Dynamic Navigation task

in the CARLA simulator and compare the results with our prior work as discussed

in Chap. 6. Since the CARLA simulator is too slow to run various experiments, we

pick our low dimensional affordance model from our earlier work (Chap. 6), referred

here as without EPS, and combine it with our EPS algorithm to run on 3 different
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population sizes, K = 1, 3, 5.

The Fig. 7.5 demonstrates the mean reward and success plot achieved by each

experiment when trained on the original CARLA dynamic navigation scenario [29]

(Sec. 4.5.1). We observe from the figure 7.5 that the EPS, K=5 version performs

marginally better than all the other variants. We also note from the success plot that

the validation performance of the optimal policy resulting from K = 5 yields a stable

and robust policy between 5 to 8M time steps besides the dip in the performance

that is evident in the graph. Further, we conjecture that our algorithm is not robust

to the performance collapse and thus suffers from determining the optimal step size.

Additionally, when compared with the without EPS version, we observe that this

improvement in the performance is not significant. The marginal improvement in the

performance for K = 5 comes at an extra compute cost, which makes us conclude

that the EPS algorithm proposed by us does not add any significant benefit of our

proposed exploration strategy. Moreover, K = 3 performs worse than the without

EPS experiment, and K = 1 yields similar performance to it. Therefore, we believe

that to completely validate the hypothesis of our proposed algorithm, additional

experimentation needs to be performed.

7.5 Discussion

In summary, our first set of results from the MuJoCo experiments suggest that

our hypothesis to find the optimal policy by combining forward search with model-

free reinforcement learning algorithms is promising. We believe this is because our

method aids in the exploration process by training over K different explorations. The

results presented in Sec. 7.4.1 make us believe that our hypothesis is promising both

from the unfair and fair comparison standpoints as it suggests a better strategy to

parallelize training or set up distributed RL algorithms. Nevertheless, our analysis on

the CARLA simulator does not show any added advantage with our EPS algorithm.

Thus we believe that to reap the full benefits of search combined with reinforcement

learning methods, additional experimentation needs to be done to completely validate

our hypothesis.
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Chapter 8

Conclusion

In this thesis, we propose two works that aim to solve the urban driving task

using reinforcement learning. The first work (Chap. 5) learns to master common

urban-driving skills like lane-keeping and driving around intersections, by fusing

navigational features, also known as waypoints, with learned latent representations.

This work highlights the first step towards achieving our goal of formulating the

driving problem through reinforcement learning.

Next, we describe our second work (Chap. 6) that solves the limitations of

our earlier proposed method and learns optimal policies for the common urban

driving setting that involves numerous complex interactions between multiple actors,

and traffic signs and symbols. We show that our method when trained using low-

dimensional representations learns the urban navigation task which is comparable

to the modular or the imitation learning-based approaches. We also show that our

agents report a significantly lower number of infractions that are at least an order of

magnitude less than the prior works on the same tasks.

Further, we introduce in Chap. 7 our Exploratory Policy Search (EPS) algorithm

(Algo. 3) that combines the ideas of forward search with model-free reinforcement

learning methods to determine the best policy. We show that our proposed method

showcases promising results on the MuJoCo control tasks but fails to show any

improvement on the CARLA dynamic navigation task. Thus, we conclude that our

work is a step towards combining efficient search methods with the reinforcement

learning objectives and needs additional experimentation to validate our hypothesis.
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Moreover, we also describe our CARLA environment (Chap. 4) that forms the

core basis of our work as well as discuss our plans to open-source our implementation

to push research efforts in this direction.

8.1 Key Takeaways

We now present the important lessons and key takeaways that we have learned

from our overall work.

• We demonstrate in our work that reinforcement learning as a learning paradigm

has a strong potential to learn complex control tasks. We believe that our work

is a step towards exploiting its full potential in learning general driving skills

and we hope that our work inspires more research into applying reinforcement

learning to the autonomous driving task.

• We believe that the key to the success of any reinforcement learning task is to

carefully design the Markov decision process (Sec. 3.1). This includes choosing

the optimal state representations, determining the output action spaces as well

as designing reward functions based on the horizon of rewards that impact the

optimal control policy.

• Since most current state-of-the-art reinforcement learning algorithms often

require millions of samples to learn from high-dimensional state representations,

we believe adding auxiliary objectives to the primary reinforcement learning

objective will reduce the complexity of the overall problem.

8.2 Future Work

Finally, to conclude this work we will highlight some future directions in which

this work can be extended.

• The first step should be to incorporate high dimensional RGB images in our

proposed work by either training a separate visual encoder that predicts the

low-dimensional affordances or training the entire pipeline in an end-to-end

manner. We empirically observe that since the latter idea requires millions
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of samples to learn the correct representations, we believe adding auxiliary

objectives to the reinforcement learning objective is beneficial.

• An interesting direction as part of future work could be to explore Asymmetric

Actor-Critic methods [79] that exploit the full state observability of the simula-

tors to train the critic networks while feeding in partial observations (RGBD

images) to the policy at the test time. This method has shown promising results

when compared with the vanilla actor-critic methods.

• Another direction could be to move towards off-policy reinforcement learning

algorithms that are known to be more sample efficient than the on-policy

methods. The motivation behind this is to exploit tons of stored experiences in

the form of log data in order to bootstrap the policy learning process.

• As the CARLA simulator [29] operates almost in real-time, we propose running

multiple environments in parallel to concurrently train on different maps of

CARLA as well generate more variability in the training data. Additionally,

supporting pedestrians, traffic signs (like stop or yield), and multi-lane towns

with roundabouts will be useful in order to move towards more complicated

urban driving settings.

In the end, our objective of using reinforcement learning as the learning paradigm

for autonomous driving will be a great success if we can see a reinforcement learning-

based policy learn to drive a real-world autonomous vehicle.
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Appendix A

Additional Experiments

A.1 Learning to Drive with Dynamic Actors

In this section, we show an additional experiment that runs our proposed approach

with the dynamic actors, using forward-facing semantic or RGB camera with both

state representation A+I and I as defined in Sec. 6.1.1. This ablation experiment

helps us analyze and compare our proposed approach with the baseline methods that

use forward-facing RGB images as input.

A.1.1 Ablation with Different Cameras

The Fig. A.1 shows seven different versions of the experiment. The first three

state representations A, A+I and I use the top-down semantic segmentation camera.

The next two state representation FS:A+I and FS:I use the forward-facing semantic

segmentation camera whereas the last two FR:A+I and FR:I use the forward-facing

RGB camera.

We observe from this figure (Fig. A.1) that the state representation FR:I and

FS:A+I show some promise as we observe the reward and success rate to improve

after 2M and 4M time steps respectively. The other ablation experiments (FS:I and

FS:A+I ) with the forward-facing camera are inconclusive when trained for the first 3M

time steps. We also note that all the image experiments in CARLA require immense

computation that is equivalent to more than 3 weeks of real-time training on Nvidia
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Figure A.1: The figure reports the mean cumulative reward and success rate for seven
different choices of state representation on the Dynamic Navigation task [29]. The
first three representations A, A+ I, and I use the top-down semantic segmentation
camera. Next, FS:A+I and FS:I use the forward-facing semantic segmentation
camera whereas the last two FR:A+I and FR:I use the forward-facing RGB camera.
The plots indicate that the state-representation A and A+ I successfully learn the
task whereas the state-representation I gradually learns the task after 10M time
steps of training. Further, among the forward-facing camera experiments, FR:I and
FS:A+I seem to show a performance improvement while the rest do not run long
enough and show similar performance as the top-down camera experiments when
trained for the first 3M time steps. The shaded region in the plot corresponds to the
minimum and maximum values showing variation across 3 different seeds.

2080Ti GPUs. Since this was infeasible, we report results till the maximum time

steps each run ran for and note that the learning speed does not change substantially

when compared with the experiments with the top-down camera view.

A.2 Exploratory Policy Search

In this section, we show the results of an additional experiment that runs the

degenerate form of our algorithm, which is equivalent to running EPS with E = 1.

A.2.1 Degenerate EPS

The Fig. A.2 and Fig. A.3 reports the mean reward achieved by our algorithm on

each environment with different settings of experiments, with and without EPS. We

refer to the E = 1 variants as the degenerate form of our proposed algorithm. The
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Figure A.2: Comparison of our EPS algorithm with the the vanilla RL algorithm
(without EPS ) across different population sizes (K = 1, 3, 5) and two epoch variants
(E = 1, 50) on four distinct MuJoCo [98] control tasks. The figure reports the mean
reward plots that is averaged over 3 random seeds. We use the PPO-Clip [89] variant
as the vanilla RL algorithm and train our proposed algorithm for a total of 2M time
steps.

without EPS experiment is equivalent to running any vanilla RL algorithm without

our EPS addition, which in our case in the Proximal policy optimization algorithm.

As seen from Fig. A.2, we observe that the EPS algorithm on average performs

better than ones without EPS, across different settings of the two hyper-parameters,

which are population size K and training steps of each epoch that is governed by

the total number of epochs E. Next, we observe from Fig. A.3 that the degenerate

form of EPS (E = 1) still performs better on the Walker2d-v2 and HalfCheetah-v2

environments, when performing a fair comparison based on compute. Further, we

make a note that EPS: E=1, K=3 gives a significant improvement on the HalfCheetah-

v2 environment when compared with other variants.

75



A. Additional Experiments

Figure A.3: Fair comparison, in terms of compute, of our EPS algorithm with the
vanilla RL algorithm (without EPS ) across different population sizes (K = 3, 5) and
two epoch variants (E = 1, 50) on four distinct MuJoCo [98] control tasks. The figure
reports the mean reward plots that is averaged over 3 random seeds. We use the
PPO-Clip [89] variant as the vanilla RL algorithm and train our proposed algorithm
for a total of 10M time steps.

Therefore, our analysis from the above experiment makes us conclude that our

algorithm is promising in two ways. Firstly, the performance of the algorithm

proposed by us is sensitive to the choice of hyper-parameters E and K chosen to run

the experiment. Secondly, the algorithm paves a way to ultimately propose a strategy

that can automatically tune these hyper-parameters as we observe the performance

on average to improve when changing from E = 1 to E = 50 or K = 1 to K = 5.
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Supplementary Details

B.1 CARLA Environment

B.1.1 Hyperparameters

In this subsection, we detail all the parameters we use for our experiments with

the CARLA simulator [29], as discussed in Chap. 5, 6, 7. The list mentioned below

covers all the parameters to the best of our knowledge, except those that are set to

default values in the simulator.

• Camera top-down co-ordinates: (x = 13.0, y = 0.0, z = 18.0, pitch = 270◦)

• Camera front-facing co-ordinates: (x = 2.0, y = 0.0, z = 1.4, pitch = 0◦)

• Camera image resolution: (x = 128, y = 128)

• Camera field-of-view = 90

• Server frame-rate = 10fps

• Maximum target-speed = 20km/h

• PID parameters: (KP = 0.1, KD = 0.0005, KI = 0.4, dt = 1/10.0)

• Waypoint resolution (wd) = 2m

• Number of next waypoints (n) = 5

• Maximum time steps (m) = 10000
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• Success distance from goal (d) = 10m

B.2 Learning to Drive using Waypoints

B.2.1 Hyperparameters

In this subsection, we detail all the hyper-parameters used by us for the experiments

and results reported in Chap. 5. The list mentioned below covers all the parameters

to the best of our knowledge, except those that are set to default values as defined in

the stable baselines documentation [42].

• Total training time steps = 2M

• Speed-based reward coefficient (α) = 1

• Distance-based penalty from optimal trajectory (β) = 1

• Collision penalty speed-based coefficient (γ) = 250

• Collision penalty constant coefficient (δ) = 250

• Learning rate = 0.0002

• Validation interval = 20K

• Maximum static time steps (m) = 1000

• Random seeds = 3

• Number of benchmark evaluations = 5

B.3 Learning to Drive with Dynamic Actors

B.3.1 Hyperparameters

In this subsection, we detail all the hyper-parameters used by us for the experiments

and results reported in Chap. 6. The list mentioned below covers all the parameters

to the best of our knowledge, except those that are set to default values as defined in

the stable baselines documentation [42].

• Total training time steps = 16M

78



B. Supplementary Details

• N-steps = 10000

• Number of epochs = 10

• Number of minibatches = 20

• Clip parameter = 0.1

• Speed-based reward coefficient (α) = 1

• Distance-based penalty from optimal trajectory (β) = 1

• Infraction penalty speed-based coefficient (γ) = 250

• Infraction penalty constant coefficient (δ) = 250

• Learning rate = 0.0002

• Validation interval = 40K

• Number of dynamic actors at training time = U(70, 150), where U refers to

uniform distribution.

• Image frame-stack fed to autoencoder (k) = 3

• Dynamic obstacle proximity threshold (dprox) = 15m

• Traffic light proximity threshold (tprox) = 15m

• Minimum threshold distance for traffic light detection = 6m

• Random seeds = 3

• Number of benchmark evaluations = 5

B.4 Exploratory Policy Search

B.4.1 Hyperparameters

In this subsection, we detail all the hyper-parameters used by us for the experiments

and results reported in Chap. 7. The list mentioned below covers all the parameters

to the best of our knowledge, except those that are set to default values as defined in

the stable baselines documentation [42].

• Total training time steps = 2M

• N-steps = 2048
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B. Supplementary Details

• Number of epochs = 10

• Number of minibatches = 32

• Number of environments = 1

• Lam = 0.95

• Discount factor (γ) = 0.99

• Clip parameter = 0.2

• Entropy coefficient = 0.0

• Learning rate = 0.0003

• Epoch validation interval = 40K

• Random seeds = 3
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