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Abstract— In this paper, we consider the problem of Voronoi-
based coverage control for multi-robot sensor networks with
connectivity constraints, where a team of mobile robots spread
out over the workspace in order to optimize the overall coverage
performance while preserving connectivity. In particular, we
proposed a connectivity-aware coverage control approach to
simultaneously optimize the coverage performance and ensure
robotic network connectivity. Unlike most of existing works on
connectivity control that have no guarantee on the primary
task, our algorithm could maintain minimum connectivity that
introduce minimal revision to the primary coverage controller
due to invoked connectivity constraints. This ensures the robotic
network stay connected at all time but also in an optimal way to
provide highest freedom for achieving primary coverage task.
Moreover, we prove the convergence of the proposed controller
that guarantees continuously improved coverage performance
in presence of connectivity constraints. Simulation results are
given to demonstrate the effectiveness of our approach.

I. INTRODUCTION

Multi-robot systems have been widely studied for extend-
ing its capability of doing complex tasks through coopera-
tive behaviors in a number of applications, such as search
and rescue [1], cooperative sensor coverage [2], [3], and
environmental exploration [4]. The ability of collaboration
in multi-robot systems often relies on the local information
sharing and interaction among networked robot members
through connected communication graph. As robots are often
assumed to interact in a proximity-limited manner due to lim-
ited communication range [5]—[8], it is necessary to consider
connectivity maintenance that ensures robots stay connected
by constraining inter-robot distance while executing their
original tasks.

In this paper, we are interested in the Voronoi-based Multi-
Robot Coverage that have been widely applied to applica-
tions such as cooperative sensor coverage and environmental
monitoring [2], [3], [9]-[11]. In such coverage task, a group
of robots are deployed in an environment from given starting
configurations and then seek for the final optimal placements
such that the overall sensing/coverage performance over the
environment from those particular locations is maximized,
which is also known as the Locational Optimization problem
[12]. Although the Multi-Robot Coverage problem [2] and
its variants [3], [9], [11], [13] have been extensively studied
with the optimal solutions of Centroidal Voronoi tessellation
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(CVT) [14], the results are often based on assumptions that
the multi-robot network is always connected for sharing
global or local information, which may not be applicable
in real-world situations. Due to the limited communication
range, the robotic sensor networks are very likely to get
disconnected from the dispersing coverage movements and
hence it is critical to address the connectivity constraints to
ensure the desired task execution and performance.

The multi-robot coverage control with connectivity con-
straints is particularly challenging for existing work since
(a) the connectivity maintenance with dispersing coverage
motions introduces increased complexity for global connec-
tivity control algorithms [6], [15], [16] due to the possible
discontinuity from dynamic topology changes, as pointed
out in [7], and (b) there are no theoretical guarantee on
the optimality of imposed connectivity constraints, e.g. [5],
[17]-[19] nor the guaranteed convergence in presence of the
constraints, e.g. [6], [20]-[22]. Such issues could lead to
overly conservative robots motion and thus inferior coverage
performance, for example, dead locks that might prevent
reaching towards the optimal coverage placements, and di-
vergence of coverage behavior by the perturbation from
connectivity control outputs. Hence, it is desired to derive
an approach to maintain minimum satisfying connectivity so
as to provide highest freedom for robots’ original coverage
controllers, while ensuring the convergence of the multi-
robot coverage task.

The objective of this paper is thus to develop provably
optimal connectivity controller for multi-robot Voronoi-based
coverage. To formulate the connectivity constrained coverage
control problem, we employ control barrier functions [17],
[23] that characterize and enforce connectivity constraints
over multi-robot controllers in an optimal way. However, the
existing control barrier functions on connectivity requires
either predefined fixed connectivity topology [5] or enu-
merating all possible combination of connectivity topology
[17]. Such rigid constraints is not scalable nor feasible in
as number of robots and behaviors increases. To that end,
we propose to develop an optimal connectivity maintenance
algorithm for coverage control with the following contribu-
tions: 1) a novel quantifiable relationship between original
coverage controllers and the candidate connectivity con-
straints to invoke dynamic quantified minimum connectivity
constraints that are least violated by the original unrevised
coverage controllers, and 2) a connectivity-aware coverage
controller with proof of convergence that minimally revises
the robots’ original coverage controllers in presence of
activated connectivity constraints with guaranteed continuous



improvement on the coverage performance.

II. RELATED WORK

The general problem of connectivity maintenance has been
widely studied in the past decade due to its importance in en-
abling local information sharing and collaboration for multi-
robot systems in performing complex tasks. Given an initially
connected multi-robot spatial communication graph, the goal
of continual connectivity control is to couple the task-
related controllers of robots with connectivity controller such
that the communication graph over time remains connected.
There have been two major classes of connectivity control
methods: 1) local methods that seeks to preserve the initial
connectivity graph topology over time [8], [24], [25], and
2) global methods that aims to preserve the global algebraic
connectivity of the communication graph by deriving con-
trollers to keep the second smallest eigenvalue of the graph
Lapacian positive at all time [6], [7], [15], [16], [20]. While
the global connectivity control provide better flexibility over
local methods as it allows for changing network topology,
neither of them is able to provide any formal guarantee over
the primary task performance aside from connectivity main-
tenance. Meanwhile, both of the methodologies demands for
the revision of original robot controllers more or less at
all time, even if the robots’ original behaviors won’t lead
to network disconnection. A recent work [26] proposed a
bounded connectivity control framework to address both the
algebraic connectivity maintenance and the achievement of
the primary control objective with an input-to-state stability-
like theoretical analysis. The overall control system was
shown to approach a critical point of the potential energy
function of the primary control objective under perturbation
from global algebraic connectivity control, thus to ensure
connectedness of the graph and the stability of the pri-
mary control objective. However, there is still no formal
discussions on the optimality of the algebraic connectivity
control perturbation over primary control objectives. This
poses additional challenges when extending to dispersing
behaviors from the multi-root coverage controllers that de-
mands for minimum connectivity constraints to maximize the
dispersing coverage performance.

To achieve more flexible connectivity control with flexible
behaviors, i.e. simultaneously exploring different regions,
recent work [21], [22], [27], [28] have explored the idea
of redeploying a certain number of robots to act as com-
munication relays, while aiming to allow the rest of the
robots to perform their original tasks. In particular, the
communication relays can be derived by following certain
structured behaviors such as lattice-based formations [27],
[28], or by separate optimization process that explicitly
assigns some of the robots as connectors [21], [22]. In order
to find a more flexible communication relay structure with
quantified pairwise connectivity, [29] proposed to employ
minimum spanning tree topology and uses pairwise distance
as heuristic to provide better freedom of robot motion, i.e.
robots closer to each other are less restrictive. However,
these heuristic methods have no theoretical guarantee that the

selected connectivity constraints are minimum to the original
task-related robot controllers.

For less restrictive multi-robot control with constraint
satisfaction, control barrier functions have been employed to
encode a variety of inter-robot constraints and the resulting
constrained control outputs lead to forward invariance of the
satisfying set, i.e. robots remain collision free and connected
under predefined fixed communication topology [5], [17],
[18]. Although the resultant control outputs are optimized to
stay as close to the original controllers with constraints, the
predefined fixed communication topology has no guarantee
regarding its optimality to the robot behaviors. In our work,
we are optimizing both the activated connectivity constraints
as well as the constrained coverage controllers with proven
optimality and convergence guarantees, so that the control
revision with the invoked connectivity constraints is mini-
mally invasive to the original coverage controllers, allowing
for continuous coverage improvement.

III. PROBLEM FORMULATION

Consider a team of n robots moving in a bounded environ-
ment Q C R? and assume the environment can be discretized
into a set of point ¢ € @, with the position of each robot
1 €{1,2,...,n} denoted by z; € @ with single integrator
dynamics z; = u; € R2. We assume the environment is free
of obstacles and can be partitioned into n Voronoi cells, as
done in most multi-robot sensor coverage algorithm [2], [9],

[11].
Vi={a€Qllg—zill <llg—all,vj #4t (D)

where ||-|| is the I2-norm. Each Voronoi cell V; corresponds
to its generator robot x; who is the closest robot to any
points ¢ € V;, and hence each robot x; will be responsible
for sensing all assigned points ¢ € V;.

A. Voronoi-based Coverge Control

The evaluation of sensing/coverage performance for each
robot ¢ depends on the value of each sensed point g € V; as
well as the sensing capability over those points. In particular,
there exists a given density function ¢(-) : Q — R, that
maps each point ¢ € () to a scalar value specified by
#(q) € R,. On the other hand, the sensing capability usually
degrades as the distance between the robot and the point
to sense increases. To that end, the sensing cost function
of multi-robot sensor coverage can be formally defined as
follows [2], [9].

n

’H(a:l,...,xn):Z/

i=1 7Y a€Vi

lg — zi||*p(q)dg ()

Hence the lower #H(x1,...,x,) the better. Then by taking
the gradient of , we have the well-known local optimal
solutions for minimizing H(-) for all i € {1,...,n} as
follows.

~ Jya¢(@)dg
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where Cy, € R? is also referred to as the centroid of each
Voronoi cell V;. Although this critical point of H is a local
minimum, due to the intractable solution (NP-hard) to the
global optimum A the local optimal solution z is often con-
sidered optimal (see [9], [11]). The decentralized gradient-
based move-to-centroid controller [2] has been proven to
navigate the robots to the local optimal locations.

&y = U; = kyp(Cy, — x4) €]

where k£, is a user-defined control gain. Although such con-
ventional decentralized controller u; ensures the convergence
to the local optimal configurations of the robots, it always
relies on the underlying assumption that the robots can
communicate to each other with unlimited communication
range to exchange information and collaboratively construct
the Voronoi partition in @) (e.g. [3], [9]-[11], [30]). How-
ever, it is often the case that the robots’ communication
range is limited and thus the motion of robots should be
restrained from the optimal controller 4; to accommodate
the connectivity constraint.

To simplify the discussion, we assume the robots have
the same known limited communication range R, € Ry.
Each robot can connect and communicate directly with other
robots within its spatial proximity. The communication graph
of the robotic team is defined as G = (V, £) where each node
v € V represents a robot. If the spatial distance between
robot v; € V and robot v; € V is less or equal to the com-
munication radius R, (i.e. ||z; — z;|| < R.), then we assume
the two can communicate and edge (v;,v;) € € is undirected
(e (vi,vj) € € & (vj,v;) € E). It is also assumed the
initial graph G at ¢t = 0 is connected. To ensure successful
multi-robot coordination and information exchange, it is
required that the time-varying communication/connectivity
graph G(t) stays connected at all time V¢ > 0.

In presence of such connectivity constraint as well as the
physical constraints of the robots such as velocity limits, each
robot ¢ may have to modify their original move-to-centroid
controller 4, in (4) to accommodate the constraints. To that
end, the objective is to 1) coordinately invoke optimal set
of active constraints to follow (particularly the connectivity
constraints imposed between pair-wise robots), such that the
modification to the primary controller u; due to invoked
connectivity constraints is minimum for the robotic team,
and 2) compute the modified controllers for robots coverage
with convergence guarantee. In the remaining of this section,
we will discuss the formulation of the mentioned constraints
in the form of Barrier Certificates on the controllers and will
present the formalized optimization problem.

B. Connectivity Constraints using Barrier Certificates

First, we consider the pair-wise connectivity constraints
among the robotic team with joint states x = {x1,...,2,} €
R2™. If the connectivity constraint is enforced between any
pair-wise robots ¢ and j, it is to ensure inter-robot distance
not larger than communication range R., and we have the

following condition.
h$ ;(x) = R2 — ||z — ;] )
- 2n
Hi ;= {x € R®" : h{ ;(x) > 0}
where the set of H{ ; indicates the feasible set on x from
which robot ¢ and j will never lose connectivity. Consider
any connectivity graph G¢ = (V,£¢) C G to enforce, the
corresponding constrained set can be composed as follows.
HO(GC) = N

{vi,v;€V:(vy,v5)€EECY

Hi Q)

In [17], the following pair-wise connectivity barrier certifi-
cates B¢(x,G¢) have been proposed to map the constrained
connectivity set (6) of x to the admissible joint control space
u € R?", The result is summarized as follows.

B°(x,G°) = {u € R* : A ;(x) + vh§ ;(x) > 0,¥(vi,v;) € E°} (D)

where v is a user-defined parameter to confine the available
sets. It has been proven in [17], [23] that the forward
invariance of the satisfying set ¢ is ensured as long as the
joint control input u stays in set B°(x, G¢). In other words,
the robots will always stay connected if they are initially
connected and the control input lies in the set B°(x,G°).
Note that at any time point ¢ with known current robot states
x(t), the constrained control space in (7) corresponds to a
class of linear constraints over pair-wise control inputs wu;
and u; for Vi > j under a given current connectivity graph
G = (V,&°) C G to enforce. As there are many candidate
G¢ = (V,£°) C G that define various constrained control
sets , it is desired to obtain an optimal G¢ such that
the primary controllers in (@) are least constrained from the
invoked B¢(x,G) by G°. The overall optimization problem
is formally defined in the following subsection.

C. Objective Function

Given the original primary coverage control input @; from
for any robot ¢, the robotic team needs to determine
whether and how to best modify each ; in a minimally
invasive manner so as to achieve the improved coverage
performance at best while ensuring connectivity. With the
defined forms of constraints in , we formally define the
overall optimization problem as follows at each time step t.

u* = argminz llui — @ (8)
geu o

st. G°=(V,&° C G is connected 9)

ue Bx,G%, |ul|<a;,Vi=1,...,n (10)

H(x) <0 (11)

The above Quadratic Programming (QP) optimization prob-
lem is to find the optimal active connectivity spanning
subgraph G¢ from current connected multi-robot connectivity
graph G and the alternative joint control inputs u* € R?"
bounded by maximum velocity «;, such that the connectivity
and velocity constraints described in (9) and (I0) are satisfied
while ensuring minimally invasive to the primary controller
as shown in with guaranteed coverage performance im-
provement (TT). Most of the works on the global connectivity



maintenance [6]-[8], [16], [17] are intractable to apply to
our problem in due to i) the lack of optimality from
the invoked connectivity constraints, and ii) no guarantee
on the convergence nor the optimality of the synthesized
connectivity controller w.r.t. the coverage performance as
demanded by (TT).

In this paper, we propose to decouple the problem of
coverage control with connectivity maintenance (8) into
two dependent sub-problems, namely 1) to select provable
optimal connected subgraph G¢ = G C G that invokes
minimally invasive connectivity constraints over the original
coverage controller (@), and then 2) to solve the optimization
problem (8) with the obtained optimal connectivity subgraph
G°¢ = G°*. Such a solution could provide best flexibility
for the controllers under the provably minimum connectivity
constraints so as to achieve improved coverage performance
at best.

IV. COVERAGE CONTROL WHILE MAINTAINING
MINIMUM CONNECTIVITY

A. Minimum Connectivity Constraint

(MCCST)

First we consider the sub-problem of selecting optimal
connectivity subgraph G¢ = G*(V,£*) C G in that
introduces minimum connectivity constraints in (9). As each
edge (v;,v;) € £° in a candidate subgraph G¢ enforces one
pair-wise linear constraint over primary control inputs w;
and 4; for robot ¢ and j as shown in , the graph G°
whose edges define the minimum connectivity constraints
must exist among the set of all spanning trees 7°¢ from
current connectivity graph G that have all the vertices V
covered with n—1 edges, which is the least number of edges
for keeping all vertices (robots) in V' connected.

Thus, the problem boils down to finding the optimal
spanning tree 7 = G C G whose edges invoke the
minimum connectivity constraints in the form of (7)) over the
robots’ controllers. To quantify the strength of connectivity
constraint by an edge (v;,v;) € £ in the original graph G,
we introduce the following weight assignment derived from

(7).

Spanning  Tree

wi j = h (%, @, 15) + vh (%), ¥(vi,v5) € € (12)

where w; ; indicates the violation of the pair-wise connectiv-
ity constraint between the two robots, with the higher value
of w; ; the less violated the connectivity constraint. To that
end, each candidate spanning tree 7¢ C G is redefined as
a weighted spanning tree 7,° = (V, €T, WT). Hence the
optimal connectivity graph G* with constraints in (@) can
be obtained as follows.

Ge* = argTr?ax g wi,j = arg rcnin E —Wj, 5 (13)
w (v,i,vj)EST w (Wv”j)e‘gT

The optimal solution to (I3) corresponds to the Minimal
Spanning Tree (MST) among the set of 75 C G by
definition, namely, the MST whose invoked connectivity
constraints from its edges are least violated by and minimally
invasive to the current original joint coverage controllers
a = {4,...,0,}, implying the highest freedom for revising

the controllers to achieve improved coverage performance
in presence of connectivity constraint at current time step.
We call such weighted MST as the Minimum Connectivity
Constraint Spanning Tree (MCCST). The computation of
MCCST in (13) can be addressed by MST approaches such
as [31] in centralized or decentralized manner.

B. Connectivity-aware Coverage Controller with MCCST

Given the derived MCCST G** from that specifies the
optimal connectivity constraints in (9) and (I0), the resulting
constrained controllers will ensure the multi-robot network
to stay connected at all time due to the forward invariance
property of the barrier certificates B°(x, G°*). On the other
hand, as the primary goal is to minimize the coverage cost
defined in (@), the resulting controllers should also satisfy
the coverage improvement constraint described in (IT).

To that end, we propose an improvement barrier certificate
B4(i1) defined as follows to ensure the revised constrained
controller will always seek to improve the coverage perfor-
mance, namely, the constraint of ’H(X) < 0in 1} holds
true at all time.

B(t) = {ueR? :u-a>0} (14)

Intuitively, the dot product of u- @ = 0 defines a hyperplane
@t C R?" spanned by all vectors perpendicular to the vector
of @ = {d;,...,4,} and passing through the origin in
the joint control input space (also intersect with the vector
0 at the origin). Hence the barrier certificate constraint
in ([4) ensures that the satisfying controller u has the
positive projection component along the original controller
4 in (@), indicating the guaranteed decrease of the resulting
sensing cost H(-) in and hence the improved coverage
performance.

With the obtained specifications of optimal connectivity
constraint and improvement constraint in (9)-(II) w.r.t. con-
trol inputs u, we thereby re-write the optimization problem
(8) at each time step as follows with the new forms of the
constraints from (13) and (T4).

u* = arg minz llws — g2 (15)

geu i
st.weB(x,G)(BYD), |luil <ai,Vi=1,...,n
(16)

This yields our proposed connectivity-aware coverage con-
troller with minimum connectivity maintenance guarantee
that is minimally invasive to the original coverage controller
(). Note that the constraints from the composition of the
two barrier certificates B¢(x, G¢*) () B4(1) simply implies
a class of linear constraints over u and hence could be
solved very efficiently in real-time using standard quadratic
programming (QP) solver. It can also be further decentralized
with distributed barrier certificates computation as done in
[18], [23].

In particular, the convergence
connectivity-aware coverage controller
formalized in the following theorem.

of our

(15)

proposed
can be



Theorem 1. Using the proposed connectivity-aware cover-
age controller (I3), the robots will either converge to the
centroids of their Voronoi cells,

JBEO“%‘(“_CW”:O vV i=1,....,.n (17)

or converge to (stop at) certain configurations where the
sensing cost function cannot be further minimized due to
constraints.

Proof: Consider the sensing cost function H(-) in (2)
as a Lyapunov-like function. By taking the time derivative
of H, we have

> /EV‘ (¢ — zi)d(q)Eidg

i=1

H=-2 (18)

If the constraints in (IS5 are not active given the original
controller @i, namely, G already satisfies all the constraints,
then for each robot 7 we have =; = u] = 4; and thus

n

Z/ v (q - xi)d’(‘])kp(0m — :L'i)dq
i=1 Y a€Vi 19)

- 722@/ 6(q)dg||Cv, — ][ <0
i=1 q€Vi

H=-2

With LaSalle’s Invariance Principle [32] it is straightforward
that the robots will converge to the invariante set where H =
0Oand z; = Cy,, Vi=1,...,n.

On the other hand, if the original controller @i violates
constraints in , it will be revised to x = u* # i € R?”
which is projected from G to the hyperplanes described
by the constraints (I6) in the joint control input space. In
particular, the condition of H < 0 will always hold when
the projected solution u* does not lie on the hyperplane
of B4(i1). On the other hand, if u* become the projection
of 1 to the hyperplane of B%(i1), it is guaranteed that
u* — 0 and H — 0 as the hyperplane of B%(i1) and
vector Ui are orthogonal at the origin in the joint control
input space by definition (I4). To that end, when not able to
converge to the centroids of Voronoi cells (T7), the robots
will asymptomatically converge to zero velocity at certain
configurations where #H — 0, which concludes the proof.

V. RESULTS

To evaluate our proposed connectivity-aware coverage
controller , we designed experiments in Matlab simula-
tion with n = 8 robots moving in a rectangular environment
() with the uniform density function ¢(g). Each robot has a
limited communication range of R, = 0.3m and the same
control gain k, = 0.2 for the original coverage controller
).

Figure shows the initial robots’ positions around the
left-bottom corner and the current centroids of Voronoi
cells. While many connectivity edges exists due to the
cluttered robots distribution, our algorithm could derive a
unique MCCST (red) out from the grey connected graph to
invoke minimum connectivity constraints to enforce for our
connectivity-aware coverage controller. Figure shows an

intermediate configurations of the robots at time step= 15.
It is observed the robots (blue) already spread out while
still maintaining connectivity. The converged configurations
in Figure [Ic] indicates the robots under our controllers (I5)
managed to approach the optimal locations (i.e. centroids of
Voronoi cells) at best but still stay connected at all time.

In comparison, we present converged results from another
two controllers: i) move-to-centroid coverage controller (@)
without considering connectivity constraints (Figure[Id), and
ii) coverage controller with initial connectivity constraint
which was built with our connectivity-aware controller but
with connectivity constraints from the initial connectivity
graph to simulate the results from local connectivity con-
trol methods such as [8], [25] (Figure @ Although the
move-to-centroid controller could converge to the optimal
configurations, the robot team has already been disconnected
and in real-world case they would not have been able
to communicate and collaboratively construct the dynamic
Voronoi partition for rendering the move-to-centroid con-
trollers. For the coverage controller with initial connectivity
graph, the rigidness of the graph lead to redundant and
overly restrictive connectivity constraints that keep the robot
team from approaching to the optimal locations. We also
demonstrate the quantitative results over time in Figure [2]
showing our connectivity-aware coverage controller could
lead to suboptimal solutions (Figure [2a) while being able to
ensure minimum connectivity (Figure that yield minimal
revision to the original move-to-centroid controller (Fig-

ure [2c)).

VI. CONCLUSION

In this paper, we consider the problem of Voronoi coverage
control in multi-robot sensor coverage with connectivity
maintenance. In particular, we proposed a novel connectivity-
aware coverage controller to optimize coverage performance
while preserving minimum connectivity, which leads to min-
imal revision to the original coverage controller. This allows
for maximizing the coverage performance at best in pres-
ence of connectivity constraints from dynamic and possibly
discontinuous communication topology. The convergence of
the proposed controller is proved to ensure sub-optimality
and continuous improvement of coverage performance at all
time. Experimental results validate our method in comparison
to other conventional methods. The proposed connectivity-
aware coverage controller is flexible and general to other
variants of Voronoi-based coverage problem as well to
achieve sub-optimal performance while preserving minimum
connectivity.

Future work includes extensions to fully decentralized
connectivity-aware coverage control and prove its perfor-
mance in other variants of Voronoi coverage problem. We
will also implement the algorithms on physical robotic
platforms to incorporate uncertainties in communication and
control in real-world applications.
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Fig. 1: Simulation example of 8 robots (blue plus sign) in coverage task with Voronoi boundary (blue lines) and centroids of Voronoi cell (red diamonds).
Grey dashed lines in (a)-(e) denote current connectivity edges and red lines in (a),(b) denote current active MCCST invoking pair-wise connectivity
constraints. Magenta curves in (c)-(e) denotes the whole trajectories of each robot. Compared to convergence result of (d) move-to-centroid controller @)
without considering connectivity, and (e) coverage control preserving initial connectivity graph, our connectivity-aware coverage control with MCCST drive

the robots towards centroids of Voronoi at best while preserving minimum connectivity constraint.
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