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Abstract

Roundabouts or traffic circles represent a significant portion of unsignal-
ized intersections commonly found in urban and rural roads due to their
capability in managing significant traffic flow safely. Such circular in-
tersections pose a specific challenge for autonomous or self-driving cars
due to the variations in their geometric layout, difficulty in perception,
increased interactions between the traffic participants, and possible driv-
ing strategies available to the drivers. This work investigates behavior
planning approaches for a self-driving vehicle as a part of a hierarchical
planning structure for such scenarios.

We present the benefits of using a POMDP formulation along with divid-
ing the task into different stages (merging, traversal, and exit) to tackle
the problem. Using recent advances in deep reinforcement learning we
find that using recurrent elements with the given framework allows an
autonomous vehicle to interact with other participants, make long-term
decisions, account for perception errors, and safely navigate the round-
about. We compare these to traditional, rule-based methods and simple
neural-network architectures like DQN. The model-free learning POMDP
framework is further extended to include the agent’s previous actions into
the network architecture.

Additionally, we present multiple techniques to generalize policies across
different traffic densities. The presented novel architecture involves explic-
itly encoding a continuous variable describing the non-stationary environ-
ment as an input to the network. We compare this to the hidden-mode
method of dividing the problem into distinct modes of traffic densities
and learning different policies for individual modes. These methods
can also be extended to other intersection scenarios and/or to different
deep-reinforcement learning formulations.
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Chapter 1

Introduction

1.1 Overview

Autonomous or self-driving vehicles present an interesting look into the future of

transportation due to their perceived advantages, including improved safety, reduced

congestion, lower emissions, and greater mobility. Safe and efficient autonomous

behavior in the presence of other participants on public roads is a challenging task.

An autonomous vehicle must be programmed to do these things, unlike human

drivers, who have the inborn ability of making decisions, perceiving the environment,

extracting essential information and using past experiences.

Toward this end, a lot of work has been done for driving in lanes, negotiating

intersections, etc., but only a limited focus has been given to unsupervised roundabouts

or traffic circles, which are increasingly becoming popular in most countries as a

means of regulating traffic flow.

1.2 The roundabout problem

Roundabouts or traffic-circles guide the traffic flow around a circular shape to avoid

the need to make left turns. Compared to other traffic intersections roundabouts

are capable of reducing the likelihood of collisions since the traffic flows in a circular

direction. As per a 2015 survey [21], there are more than 5000 roundabouts in the
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CHAPTER 1. INTRODUCTION

Figure 1.1: Number of roundabouts and their distribution in United States as per
[21]

USA alone, with the majority having been added over the last decade to better

manage traffic within cities (see Fig. 1.1).

The majority of roundabouts in urban and rural settings do not have any traffic

signals to manage the traffic flow and are commonly referred to as unsignalized

or unsupervised roundabouts. As a result, a vehicle approaching the unsignalized

roundabout yields to those already in the circle. Figure 1.2 presents an overview

of two-lane, four-exit roundabout. Roundabouts also present a specific challenge

in the complexity of driving behavior, high variance in road geometry (some have

one lane while others may have multiple lanes with varying road orientations),

and increased uncertainty in perception due to road geometry. It is crucial that

autonomous vehicles exhibit a natural and social behavior on roundabouts for the

safety and smooth flow of mixed traffic (where autonomous vehicles operate along

with human-driven vehicles). Due to the need for consecutive maneuvers in a short

time at roundabouts, conventional planning approaches lead to sub-optimal behavior

of autonomous vehicles.
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CHAPTER 1. INTRODUCTION

Figure 1.2: A bird’s-eye view of a standard four-exit, double lane roundabout geometry.
The vehicle trajectories for left turn or exit 3, right turn or exit 1, U-turn or exit 4,
and going straight or exit 2 are shown in blue, green, red, and yellow, respectively.

1.3 Motion planning Hierarchy in Self Driving

vehicles

A commonly adopted approach to planning the motion of an autonomous vehicle is

to partition the tasks into a hierarchical structure. The system may have multiple

planners and sub-routines running in a sequence or parallel and that may or may not

provide feedback to each other, but all of them can be grouped into the following

four-component sequential architecture:

Figure 1.3: Planning hierarchy in self-driving vehicles

1. Route Planner:

This planner is at the highest level of planning and selects the best route from the
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CHAPTER 1. INTRODUCTION

starting position to the destination given a road network. A standard technique

is to find an optimal path given a road network modeled as a connected graph

under constraints like following traffic rules. The path is generally specified as a

set of waypoints to be followed by the motion planner. [1] provides an example

of such a planning technique.

2. Behavior Module:

The behavior module or planner acts as an intermediate layer between the route

planner and motion planner. It’s mainly responsible for deciding the vehicle’s

interaction with the other agents, obeying the traffic rules, ensuring safety, and

reaching the goals optimally. The behavior can be high-level instructions like

turn-left, change-lane or cruise in the lane. For example, if a car on the highway

is being slowed down due to the traffic in its lane, then the behavior planner is

responsible to first evaluate if a lane-change would help, and determine when

to change lanes.

3. Motion Planner:

The motion planner is responsible for generating a continuous trajectory to reach

a given waypoint while following the strategy or behavior defined by the behavior

planner within the safety and comfort constraints. It’s also responsible for

collision avoidance with static and dynamic objects or agents in the environment.

Approaches based on search-based planning and sample-based planning are

commonly used to find a feasible solution. The planner may be composed of

multiple sub-routines or involve a separate trajectory optimization to make

this problem computationally tractable. The work of Gu et al. [8] provides an

insight into motion planning systems.

4. Trajectory Controller:

The controller controls the steering and throttle to follow and track the trajectory

generated by the motion planner. It’s responsible for following the plans

generated by the above layers within certain bounds and providing necessary

feedback. Techniques such as Model Predictive Control (MPC) and pure-pursuit

are commonly employed for the task of following either a trajectory or a path.
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CHAPTER 1. INTRODUCTION

1.4 Outline of this work

The main focus of this work is the real-time decision making or behavior planning of

an autonomous vehicle at roundabouts. The algorithm is responsible for selecting the

appropriate maneuver, interacting and negotiating with other traffic participants with

unknown intentions, and dealing with perception uncertainties similar to a human

driver in the complex unsupervised roundabout scenario. Related aspects such as

the required information for decision making /planning, data for learning and the

algorithm output are also addressed in the following chapters.

The remainder of this thesis is structured as follows:

• Chapter 2 summarizes existing work on behavior planning or decision making

in urban scenarios along with related work on driving at roundabouts. This

chapter highlights that, while numerous works have already produced advanced

algorithms for simplified urban intersections, not much emphasis has been given

to decision making at roundabouts.

The subsequent sections provide a mathematical foundation for formulating the

behavior planning problem as a Markov Decision Process (MDP) or Partially

Observable Markov Decision Process (POMDP) along with the justification for

using POMDPs.

• Chapter 3 presents two deep reinforcement learning paradigms for decision-

making at roundabouts. It explains the model architecture, training process, the

simulation setup, and results for these. The presented approaches are compared

with a conventional decision making strategy and tested for generalization across

different environments and under imperfect perception.

• Chapter 4 focuses on methods to generalize policies learned using deep rein-

forcement learning to different traffic densities. Two unique frameworks are

presented that can also be extended to other driving scenarios.

• Chapter 5 concludes this thesis by summarizing the findings and presenting

future directions in the development of planning frameworks for urban driving

scenarios.
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• Chapter 6 or Appendix provides supporting material and discussion for the

methods presented in Chapter 4.
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Chapter 2

Background

2.1 Related work

Katrakazas et al. [11] present a detailed survey to classify recent research on modelling,

prediction and behavior planning for intelligent vehicles. Discussion on the works

that are related to our work (MDPs, unsignalized intersections, and roundabouts) is

presented below. Early work on autonomous cars like that of Urmson et al. [22] used

simplified slot-based approaches in the hierarchy of planning for such problems. As

the decision of such approaches is based only on the current states, it’s difficult to

obtain a robust behavior.

The work of Galceran et al. [7] involves the design of a closed-loop forward

simulation of all vehicles with assigned policies using dynamics and observation

models, and evaluating interactions in unsupervised intersections. The ego vehicle

executes a policy from a discrete set of policies which limits possible behaviors.

Dong et al. [6] present a probabilistic graphical model-based approach for merging

onto a highway. Their work successfully integrates the history of participants into the

planner and doesn’t require any reward function. Similarly, Wei et al. [26] present a

simplified framework for intention estimation and cooperative merging, but it does

not consider the history of participating agents. Both these works only tackle a subset

(merging) of the problem of navigating at roundabouts, which also involves exiting

and lane changes.

Hubmann et al. [10] present a POMDP framework which is applicable to any
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CHAPTER 2. BACKGROUND

number of agents and is an online, anytime algorithm in continuous state space.

They evaluated the use of heuristics to speed up computation and present results

based on unsupervised intersections. They use probabilistic sampling (particle filter)

guarantees for an optimal solution and do not present results for multiple maneuvers

over short distances which are seen in roundabouts.

The work of Liu [15] uses road context for situation modeling, involving typical

vehicles motion patterns and computes approximate solution of POMDPs using an

online solver, DESPOT [19]. Although they present their results on a variety of

unsupervised scenarios including a single lane roundabout, a major limitation of their

work is the chosen actions, as they only consider acceleration and deceleration of the

vehicle on the reference path.

Zyner et al. [29] use a supervised learning method with a recurrent neural-network

for predicting the trajectories of vehicles in a roundabout. Learning a robust prediction

system is a challenging task and still requires developing a complex planning module to

make decisions. Zhao et al. [27] present a method for merging into roundabouts using

support vector machines based on a dataset collected on a single lane roundabout.

The work of Wang et al. [23] for camera-based decision making at roundabouts poses

generalization challenges, as it operates on raw sensor data. Beaucorps [5] uses data

collected by vehicles driven by selected humans in a simulation to learn their decision

making framework. Their work is validated on the same dataset and may not reflect

the true distribution of behaviors observed in roundabouts.

In many of the works listed above either the problem of consecutive decision

making in short time, present at roundabouts, is not considered or the proposed

approaches have limited action space and tested on a small amount of data without

a discussion on their performance across different traffic densities. In this work, we

tackle the problem of consecutive decision making with a larger action space involving

possible lane changes, and also present methods to generalize the performance across

different traffic densities.

2.2 MDPs and POMDPs

Reinforcement learning problems are often formalized as Markov Decision Processes

(MDPs), described by a 4-tuple 〈S,A, T,R〉, and Partially Observable Markov Decision

10



CHAPTER 2. BACKGROUND

Processes (POMDPs), described by 〈S,A, Z, T,O,R〉. Unlike MDPs, which assume

that the states (st ∈ S) are fully observable, POMDPs assume that the state of a robot

or a vehicle is not known. Z is a set of observations, T (st, at, st+1) = p(st+1|st, at) is

the probability of transitioning to state st+1 when the agent takes action at in state

st, O(st, at, zt) = p(zt|st, at) is the probability of observing zt if the agent takes action

at and ends in state st. At each timestep t, an agent interacting with the environment

using policy π′ receives a reward rt ∼ R(st, at) with the objective of maximizing the

expected discounted reward Rt.

Rt = rt + γrt+1 + γ2rt+2 + ... (2.1)

where γ ∈ [0, 1] is the discount factor.

Watkins et al. [24] proposed Q-learning as a model-free learning approach to

computing optimal policies for MDPs. The Q-value is the value of executing an action

in a given state followed by an optimal policy π, as defined below:

Qπ(s, a) = Eπ(Rt|st = s, at = a) (2.2)

The Q-values are learned in an online, iterative fashion using:

Q(s, a) = Q(s, a) + α(r + γmaxa′Q(s′, a′) − Q(s, a)) (2.3)

While POMDPs are better suited to modeling tasks with uncertain effects and

partial state observability, methods for computing their optimal policies are not very

efficient. A few POMDP solvers focus on approximating a finite subset of beliefs

that provide reasonable results while reducing computational complexity [13][19]. For

a more detailed survey of conventional techniques for solving MDPs and POMDPs

readers may refer to [20].

Mnih et al. [16] used a neural network (DQN) as a function approximator to

estimate Q-values (parameterized as Q(s, a, θi)) for MDPs by minimizing the following

loss function:

L(θi) = Es,a,r,s′ [ (ytargeti − Q(s, a, θi))
2] (2.4)

(ytargeti = r + γmaxa′Q(s′, a′, θi) (2.5)

11



CHAPTER 2. BACKGROUND

2.3 Behavior Planning using POMDPs

Modeling the behavior planning problem as a POMDP allows us to incorporate all

the perception uncertainties, road context of roundabouts,and unknown intentions

of varying number of traffic participants into a single problem. This also enables us

to integrate planning and prediction into a single problem, as the agent learns to

reason about its future. In this work, the word ego vehicle is used interchangeably

with agent.

An important factor in many works related to deep reinforcement learning for

complex MDPs is the assumption of full state observability that allows neural networks

to use only a few samples to find optimal policies. Recently, Hausknecht [9] and

Zhu et al. [28] presented slight modifications to DQN that alleviate this assumption

and allow for efficient computation for POMDPs. These were only evaluated on

flickering Atari games where the agent sometimes does not get any state estimates

and therefore, their results represent only a subset of POMDP tasks. Chapter 3

extends these deep-reinforcement learning formulations of POMDPs to the task of

navigating a roundabout.

12



Chapter 3

Planning using Deep

Reinforcement Learning

3.1 Reinforcement learning framework

In the sections below, we describe the framework that allows us to plan efficiently using

deep reinforcement learning techniques based on POMDPs, use of a state encoding that

enables generalization for different roundabout geometries and a training procedure

that enables intuitive and efficient training.

Figure 3.1: DRQN network architecture for model-free POMDP learning which only
considers observation history of the agent

13



CHAPTER 3. PLANNING USING DEEP REINFORCEMENT LEARNING

Figure 3.2: ADRQN network architecture for model-free POMDP learning. Unlike
DRQN, ADRQN also considers the action history of the agent.

3.1.1 Network architecture

We use two different network architectures for model-free POMDP learning and

compare them to DQN [16], which is based on model-free MDP learning. Our

implementation of DQN consists of 4 fully connected layers. To tackle the problem of

learning from partially observable states we use an implementation similar to that of

[9] in which an LSTM layer was added after DQN layers, which enables it to integrate

an arbitrarily long history. We refer to this architecture as DRQN as per the original

work. Thus, the presented architecture of DRQN (Fig. 3.1) estimates the function

Q(zt, ht−1|θ) instead of Q(st, at|θ) (DQN). ht = LSTM(ht−1, zt) denotes the output

of the LSTM layer, ht−1 is the output at the previous step, and θ are the parameters

of the estimating function.

Given that the past actions influence past observations, we try to explicitly

incorporate the full influence of the agent’s history by using a network similar to

[28] (Fig. 3.2). This is referred to as ADRQN here. In this architecture we use

observation and action pairs and pass them through fully connected layers before

concatenating their features, which are then passed trough a network similar to

DRQN. For this we also modify our replay buffer to store the updated transition

tuples, ({at−n, zt}, at, rt, zt+1).

14
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We experimented with the number of layers for LSTM, number of past observations,

actions considered and loss functions (Huber, MSE). We present results for our best

hyper-parameters, which are: 2 LSTM layers, 15 past observations and Huber loss.

3.1.2 State and observation space

We assume that the ego-vehicle has a perception system that detects and tracks

other participants in its sensor field. Fig. 3.3 depicts the sensor field for which the

vehicle tracks the position and velocity of a maximum of four cars, one vehicle ahead

of and behind the ego vehicle in the same lane, and one ahead of and behind it in

the merging lane. The parameters of sensor field used are given in Table 3.1. We

also assume that the vehicle has an estimate of its current position, velocity, lanes

surrounding it, and distance to the next junction.

Using the above information, the state and observation space of the ego vehicle is

defined as follows:

Sego = 〈x, y, vx, vy, dj, lanel, laner〉 (3.1)

where x, y, vx, vy are the position and velocity vector components along the x, y axis of

the vehicle and dj is the distance to the next junction. The coordinate transformation

that aligns the vehicle position and velocity along the vehicle axis makes the vehicle

state invariant to road geometry. lanel, laner is a binary value that is 1 if a left or

right lane exists with respect to its current lane.

The state or observations of other participants is recorded as:

Ocar1 = 〈cp, x, y, vx, vy, dj〉 (3.2)

where Ocar1 refers to the observed estimates of one car, cp is a binary variable that is

0 if no car is present. Similarly, for other cars that may be present in the ego vehicle’s

perception field Ocar2, Ocar3, Ocar4 are computed. If no vehicle is present in one of

these four slots, then the x, y coordinates are set to sensor range limits, and velocities

and cp are set to 0.

Using the above, the complete state of the agent at each time step can be defined

as follows:

st = 〈Sego, Ocar1, Ocar2, Ocar3, Ocar4〉 (3.3)
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As per terminology, we refer to st as the state of the agent in the case of DQN

(MDP) and as the observation of the agent, zt, for the POMDP formulation.

Figure 3.3: Top-view of the sensor range and vehicle tracking setup used.

3.1.3 Reward

The reward function acts as the objective for the optimization problem. For our

scenario, the goal is to safely and efficiently navigate a roundabout without impeding

the traffic flow. A naive approach of defining a sparse reward based or on time for

successful termination would not only increase the time required for convergence, but

also encourage aggressive behavior, as the agent will try to go as fast as possible. To

account for traffic rules we also include a negative reward for exceeding the speed

limit, lane change, and also for getting too close to a vehicle in front. The reward

function is also modified to include a high negative reward for colliding with another

vehicle which terminates the episode. Changing into an invalid lane is also considered

a collision.

3.2 Driving stages at Roundabouts

A typical vehicle behavior in a roundabout consists of the following: merging, traversal

and exit. We divide the problem into these distinct stages and learn a separate model

for each of these. We define a discrete action space based on the intuition on how

humans maneuver in traffic. We use a discrete action space, as behavioral planning
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happens on a slower time scale than motion planning or trajectory control. We also

assume that the path computation and trajectory control are handled by an existing

module.

3.2.1 Merging

This stage involves approaching the roundabout, making the vehicle merge into the

roundabout, and yielding to the traffic already in the roundabout. As the only

decision to be made at this stage is when to merge into the roundabout, we use a

simplified action space:

at = {go, no go} (3.4)

where, at = go signifies that a vehicle at the junction follows the trajectory defined

by the motion planner. This simplification helps in learning a more robust planner

for this complex behavior.

3.2.2 Traversal

This stage consists of driving on the circular roadway inside the roundabout and may

involve lane changes in case of multi-lane roundabouts. An action space similar to

the merging stage will result in sub-optimal performance of the agent; therefore, the

following action space is used for this stage:

at = {acc, decelerate, changeleft, changeright , cv} (3.5)

where the vehicle accelerates,decelerates at fixed rates, changes lane or continues at

velocity specified by cruise control cv on its defined path. To accelerate at different

rates and to obtain a more detailed behavior one can also define discrete actions with

multiple predefined accelerations.

3.2.3 Exit

This stage involves making a right turn that leads the vehicle out of the roundabout.

This may involve yielding to other traffic participants like pedestrians, bicyclists, etc.

We use the same action space as the one defined for the traversal stage, as the vehicle
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may be required to make a lane change before exiting.

at = {acc, decelerate, changeleft, changeright , cv} (3.6)

3.3 Simulation setup

For simulating the roundabout scenario the Simulation of Urban Mobility (SUMO)

traffic simulator [2] was used along with TraCI [25] for interfacing. Fig. 3.4 depicts

a bird’s-eye view of the double-lane roundabout scenario with four exits. SUMO is

not suited for rendering large-curvature roads, as it defines them as multiple linear

segments; therefore, we chose to ignore the curvature of the road. Also, the curvature

of the road is handled by the motion and trajectory planning modules and our task

is to obtain robust consecutive behaviors.

The roundabouts are connected to long approach roads with give-way lines at the

junctions. Each road within and approaching the roundabout has a suggested speed

limit that can be exceeded by the ego vehicle as well as other vehicles. The simulator

is setup to allow collisions. The simulation parameters for the selected roundabout

and the vehicle properties are presented in Table 3.1. These values are consistent

with the recommendation of US DoT for rural and urban double-lane roundabouts

[18]. The ego vehicle follows the policies computed using our algorithm, whereas

other participants use the default car following model (Kraus) of SUMO.

Table 3.1: Simulation scenario and Vehicle parameters

Inner island radius 22.5 m Vehicle Length 4.5m
Lane Width 3.5 m Vehicle Width 1.6m

Velocity Limit 11.2 m/s(25mph) Max Acceleration/Deceleration 2 m/s2

Sensor range parameter ’a’ 150m Sensor range parameter ’b’ 50m

3.4 Training process

Similar to their work of Lin [14] and that of [16] we also store previous samples in a

replay buffer set up to a fixed size and train on uniformly sampled mini-batches from
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Figure 3.4: A simulation setup of a roundabout generated using SUMO [2]. (Left)
depicts the four-exit roundabout with double lanes with the intersection network.
(Right) The ego-vehicle is highlighted in red and the yellow vehicles represent other
vehicles in the roundabout.

this replay buffer. Additionally, we also create a separate, target network Q(s, a, θ′)

that provides updates to the main network Q(s, a, θ) for learning stability. Both the

networks are identical except that the target network is updated at each iteration

and its weights are copied to the main network at every 1,000 iterations or time-steps.

Finally, RMSProp, an adaptive learning rate method, is used.

During training, we use a curriculum learning approach, wherein each model is

first trained without any other interacting vehicle so that it learns the most optimal

policy and later with other vehicles with random initialization. In later stages, an

additional bonus reward is given to merging and traversal if they lead to successful

exit to enable long-term consistent behaviors. The rewards were tuned using initial

tests such that probability of crash is highly minimized and an expected human-like

behavior is obtained.

3.5 Experimental Results

We evaluate the models on the training simulation setup and others with variations in

observability and roundabout geometry. Since we consider the models to be trained

without the need for further exploration we set ε = 0 for the ε-greedy approach. We
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replay each scenario based on the learned model 100 times to obtain an average of

the evaluation metrics that are presented in the sections below. We present results

for the complete scenario - merging, traversal,and exit.

Unlike other reinforcement learning tasks, using cumulative rewards as an evalua-

tion metric is of little significance for autonomous-driving cases. An agent exhibiting

fast and aggressive behavior may obtain higher rewards than others. Therefore, we

use other metrics like time to traverse the roundabout, collision rate and distance to

other vehicles. Similar to [15], we use two different metrics for minimum distance,

small gap (less than 5m) and large gap (5-7m), that are computed for each replay and

averaged. The values of of small or large gaps are presented as the ratio of time the

ego vehicle is within the specified range from the leading vehicle to the total travel

time. The collision rate are reported as a percentage between [0,1] across the number

of trials. During our work we also assume that other participants have a 50% chance

of deviating from their driver model, thus representing a difficult scenario. As there

are no real world data available to calibrate the uncertainty in driver models a high

value of 50 % is used to reflect a worst case scenario. A discussion on driver models

is presented in the Appendix (6.1) at the end of this document.

3.5.1 Standard test results

We test the behavior on the same scenario in which the vehicle was trained. The

number of participating vehicles and their routes are fixed for a given experiment but

their initial positions is varied randomly. Table 3.2 presents results for one interacting

vehicle which is within the roundabout and Table 3.3 summarizes the results for 5

interacting vehicles with ego vehicle going straight (exit 2). We also tested a simple

rule-based planner to evaluate the need for complex behavioral planners. It uses

Time to Collision metrics for merging and then an adaptive cruise control maintains

the speed in the given lane.

Table 3.2 demonstrates that simple planners and our proposed methods have

similar performance in the case of a single interacting vehicle. However, our models sig-

nificantly outperform the rule-based planner with a lower collision rate and decreased

travel time in the case of multiple vehicles, as highlighted in Table 3.3. Particularly,

we also observe that the two POMDP-based architectures have less collisions and
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Table 3.2: Single Interacting Vehicle

Algorithm Time to Small Large Collision
traverse (s) Gap Gap Rate

Rule-based 27.1 0.17 0.56 0
DQN 27.1 0.10 0.64 0.01

DRQN 27.3 0.26 0.47 0
ADRQN 27.3 0.19 0.53 0

Table 3.3: Multiple Interacting Vehicles

Algorithm Time to Small Large Collision
traverse(s) Gap Gap Rate

Rule-based 33.1 0.62 0.26 0.31
DQN 31.8 0.74 0.16 0.26

DRQN 30.7 0.65 0.31 0.22
ADRQN 30.9 0.81 0.09 0.23

lower travel time than DQN, which formulates this problem as a fully observable

MDP. Both POMDP formulations have similar scores so it can’t be determined if

encoding actions explicitly has a significant effect on collision rate and travel time.

This could be due to the fact for a given sequence of observations there exists a

deterministic policy, and a network could infer that for a given problem. ADRQN

also has a higher ratio of small gap to large gap as compared to DRQN and others

which illustrates that the system prefers to follow a leading vehicle more closely than

others which might result in the slightly higher collision rate observed.

3.5.2 Generalization results

Imperfect state estimation

After being trained with perfect observations, where the agent receives all estimates

of the vehicles in its perception field, we test the learned policies in settings with

observation probability of 0.8; i.e. at each time step there is a 0.2 probability that

a car present in the agent’s perception field is dropped, setting cp = 0. The results

are shown in Table 3.4. We observe that POMDP (ADRQN) formulations perform
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better even with imperfect state estimation that may arise due to errors in perception

pipelines. The ability to account for missing information provides a large advantage

for the behavioral planners that do not use a separate prediction module.

Table 3.4: Imperfect State estimation (going straight)

Perfect estimations Imperfect estimation
Algorithm Collision Rate Collision Rate
Rule-based 0.31 0.36

DQN 0.26 0.34
ADRQN 0.23 0.27

Different roundabout geometries

Roundabouts vary a lot from one place to another, so it is crucial for the learning

based planners to account for these variations. The presented formulation encodes

the states and observations that aren’t dependent on these variations. To test the

generalization ability we test the learned planners for different exits for a different

geometry with a single lane and 3 exits.

Table 3.5: Different roundabout geometry (going straight)

Double-lane, 4 exit Double-lane, 3 exit Single-lane, 3 exit
(baseline)

Algorithm Collision Rate Collision Rate Collision Rate
Rule-based 0.31 0.31 0.19

DQN 0.26 0.25 0.34
ADRQN 0.23 0.18 0.29

As shown in Table 3.5, the performance achieved by the POMDP-based technique

does not vary drastically as the number of roundabout exits changes. Table 3.5 also

illustrates that the rule-based planner outperforms others in the case of a single-lane

roundabout as there’s no scope for lane change. Whereas, the policies learnt on

double-lane roundabout do not transfer directly to a single-lane scenario.
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Generalizing behaviors across

different traffic densities

4.1 Overview

The previous work, similar to traditional reinforcement-learning approaches (especially

those based on MDPs) assumes that the environment model is always fixed. This

is not a realistic assumption in many real-world applications such as the case of

self-driving vehicles. For instance, the traffic scenario in major urban centers can

vary significantly depending on the time of the day, and effective algorithms need to

adapt to those changes.

This problem of ’non-stationary’ environments is difficult to solve if sufficient data

or environment dynamics are not known. Our approach of model free-learning using

POMDP formulation alleviates some aspects of the non-stationary environments by

assuming it as a part of partially observable states. In early 2000, research showed

that better performance can be achieved using hidden-state formulations for unknown

environments over POMDP formulations if there exists some regularity in the way

environment dynamics change. This chapter extends that work for driving behaviors

across different traffic densities. In section 2 we introduce a new method to tackle

this problem.
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4.2 Hidden modes for traffic density

In this section, we formulate the problem of generalization across different traffic

scenarios using the formulation first presented by Choi et al. [4] using a formal non-

stationary environment model (Fig. 4.1) with repeated dynamics. Their proposed

model decomposes the non-stationary environment into multiple stationary environ-

ments called modes. Each mode is an MDP with distinct dynamics, requiring different

policies, and an agent can only be a part of one mode at any time. A key feature of

their formulation was that transition between different modes is not dependent on

the agent’s action and the mode dynamics are slower than the agent dynamics. The

following properties of our scenario make it suitable to use the proposed model:

Their proposed model had the following properties as described in their original

work:

1. A Finite Number of Environment Modes

2. Small Number of Modes: the number of modes is much fewer than the

number of states.

3. Infrequent Mode Transitions: a mode is likely to persist for some time

before switching to another one.

4. Partially Observable Modes

5. Modes Evolving as a Markov Process: mode transitions are stochastic

events and are independent of the agent’s response.

4.2.1 Learning policies for hidden modes

Based on the first three properties, a simple framework of generalization using multiple

modes is proposed where different behavior planning policies are independently learned

for different predefined traffic densities or modes. The approaches presented in the

previous sections are used to learn policies for different densities at a given roundabout.

As the hidden mode approach does not impose any constraints on the type of stationary

environment described by each of the modes, which can be an MDP or POMDP, this

can be extended to scenarios other than roundabouts.

Unlike the work of Choi et al. [4], we do not make an assumption about the

24



CHAPTER 4. GENERALIZING BEHAVIORS ACROSS DIFFERENT TRAFFIC
DENSITIES

Figure 4.1: A Hidden-Mode representation with n modes. Each mode is a MDP or
POMDP

transition dynamics from one mode to another. As the mode is not directly observable,

the current mode is estimated by another module referred to as the change-point

detector. The following section describes two methods for change-point detection.

4.2.2 Change-point detection

A key component of the hidden-mode approach is to identify the mode that the

agent is in at time t. While Choi et al. formulated this as a model-based MDP

learning problem, the following section proposes two methods that do not make this

assumption. Here it is assumed that the number of modes is known in advance.
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Figure 4.2: A bird’s-eye view of expected traffic zones around Pittsburgh, PA during
morning hours. Yellow, orange, red, deep red represent the traffic severity in increasing
order.

Using external information (HM-e)

There are many readily available sources other than the state or observation space

of the agent/self-driving car that help characterize the traffic densities on-road. For

example, Google Maps (Fig. 4.2) are widely used to inform drivers about existing

traffic conditions and to plan routes. They divide the road traffic into small finite

sets based on historical travel time data sourced from a large number of vehicles. By

leveraging such external systems additional computation can be avoided and more

consistent characterization of traffic scenario can be obtained as they can provide

information beyond the perception range of the car. A hidden-mode framework,

HM-e, that uses these external sources is developed where an external agent similar

to Google Maps is implemented. This external system divides the driving scenario

into n modes and the policy corresponding to that mode is executed. The external

system does not vary the mode on a given edge of the network, thus satisfying the

criterion of non-stationary environment dynamics changing at a slower rate than the

agent dynamics.
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Supervised learning (HM-s)

There may be cases in which an agent does not have access to external sources for

detecting change-points. In such scenarios, the agent has to estimate the mode from

its perception system or by using its observation and action histories. A simple

classification network can be used that estimates the mode based on the observation z

and action a from time t− k to t. For this supervised learning framework, a network

is first trained using the learned controllers with perfect knowledge. The learned

change-point estimator is then used to estimate mode and deploy the corresponding

model. This framework is referred to as HM-s.

Figure 4.3: A graphical representation of a model-based MDP formulation where arcs
describe the dependencies between nodes and each node represents either a mode,
state or action.

4.3 Traffic Conditioned Models for behavior

planning

Using multiple models for hidden-modes is a simplifying abstraction of the real world

and it has its limitations. The methods presented in this section relax the assumption

of non-stationary environment modes being discrete and proposes a new framework

that uses a single model for generalization.
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Figure 4.4: Traffic-Conditioned model framework for generalization across different
traffic scenarios. Unlike a hidden-mode framework, this uses a single model where
the non-stationary environment mode is encoded as a mode vector. The mode vector
can be either a discrete or continuous variable.

4.3.1 Discrete modes (TCM-d)

The work of Chen et al. [3] uses the explicit encoding of kinematic features of an agent

to compute policies that generalize better when agent parameters are varied. Using a

similar approach, a Traffic-Conditioned model is proposed that uses a single model for

all modes of the non-stationary environment by encoding the modes along with the

state or observation space. In this formulation, the agent policies are dependent on

its observation zt, past action at−1, and mode of the non-stationary environment. For

discrete modes, a change-point detection method using an external source is used and

referred to as TCM-d. Fig. 4.4 presents a graphical representation of this approach.
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4.3.2 Continuous modes (TCM-c)

One may argue that the driving environment is continuous and representing it as

discrete modes for tractability restricts the representation power significantly. The

hidden-mode approach is severely impacted by increasing the number of modes, as

the number of different models to be learned increases linearly as the number of

modes is increased. Also, as the number of modes increases, the hidden-mode method

suffers from oscillations at the boundaries of the mode transitions. While the previous

approach could not leverage a continuous mode due to the reasons presented above,

Traffic-Conditioned Models can exploit a continuous non-stationary environment using

appropriate state augmentation.

For this, a major challenge is defining a continuously varying feature that is

representative of the non-stationary environment, unlike symbols that are assigned

to different discrete modes. Taking inspiration from the way the above modes were

defined, it is proposed that ratio of the average velocity of vehicles in perception

range for a given time k to target speed is a useful mapping of the non-stationary

environment dynamics. By using this mapping one can also avoid using an explicit

change point detection module.

Similar to the Traffic-Conditioned Models- Discrete approach, a single model is

used for generalizing traffic behaviors by using χ, defined below, as the mode. The

presented approach is referred to as TCM-c.

mt = χt =
avg. velocityt−k...t
target speedt

4.4 Experimental Results

We use the same setup as the one presented in Chapter 3 for this section as well.

The action space is partitioned into different driving stages, with the same state and

reward function for an accurate comparison. We only test for going straight with 15

interacting vehicles around the ego vehicle.

Different traffic densities are created by regulating the speed of other participants

with random spacing so the ego vehicle can merge. For training, two different traffic

densities are considered. We regulate the speeds of the vehicles to 5mph for Density 1,
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thereby slowing the traffic considerably from the target speed of 25mph. For Density

2, the forward vehicles also move at the target speed of 25mph, thereby causing no

bottleneck.

For evaluation, we consider an additional traffic density that is in the middle of

the two that were considered for training to investigate the drawbacks of discrete

modes. For this eval Density 3, the forward vehicles move at 15mph.

To learn policies for different modes of HM-s and HM-e we use ADRQN, whereas

for TC-d and TC-c we use the network architecture presented above, which is similar

to ADRQN. We also compare these frameworks against an ADRQN policy learned

on one traffic density.

Table 4.1: Generalization performance across different traffic densities

Density 1 Density 1 Density 2 Density 2
eval Den-
sity 3

eval Den-
sity 3

Algorithm Time to Collision Time to Collision Time to Collision
traverse
(s)

Rate
traverse
(s)

Rate
traverse
(s)

Rate

ADRQN 30.9 0.23 84.6 0.57 58.1 0.79
HM-e 31.1 0.23 89.3 0.05 54.8 0.29
HM-s 33.6 0.30 86.8 0.21 55.9 0.58
TC-d 30.9 0.23 91.7 0.06 55.1 0.31
TC-c 32.6 0.24 90.1 0.06 59.6 0.17

Table 4.1 demonstrates the advantages of a framework that accounts for the

non-stationary environment as compared to a single policy learned on a specific traffic

density. We observe that HM-e, TC-d, and TC-c have a comparable performance

on traffic densities that they were trained on and exceed that of ADRQN. However,

for the eval Density 3, which is at the midpoint of the other two densities, methods

based on discretized modes and use of external information have significantly higher

collision rate than the TC-c, which does not make these assumptions. While TC-c

takes a bit more time than others, it has the lowest collision rate for the unknown case.

Higher collision rates for HM-s could be due to violation of the independent data

assumption that is made during supervised learning of the change-point detector.
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Conclusions

5.1 Summary and discussion

In this work, we investigate behavioral planners that are capable of navigating an

unsignalized roundabout safely and efficiently. Handling of the combined problem

of merging, traversal, and exiting in a single framework demonstrates the system’s

ability of long-term reasoning where one wrong maneuver can affect its future. Our

choice of state-space encoding, use of different POMDP formulation also allows them

to be robust to perception uncertainty and geometry variations. We use a deep-

learning framework with LSTMs in Chapter 3 that enables more efficient computation

than approximate POMDP solvers. We also observe that the process is similar to

conventional DQN, but we obtain better performance by accounting for state-history

through recurrent elements. Encoding additional information about the agent’s past

actions improves the performance marginally.

Finally, we formulate the problem of generalizing across different traffic densities

as a hidden-mode reinforcement learning problem that can be seen as a subset of

a POMDP formulation. The presented framework of learning multiple models for

different modes of a non-stationary environment and use of change-point detection

modules is intuitive and leads to better results. In addition to this, our proposed

Traffic-Conditioned framework results in decreased computational complexity by

using a single policy and can accommodate a continuously varying non-stationary

environment avoiding the need of handcrafted discretization. While the use of discrete
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modes with external information for change-point detection results in more optimal

policies, they require carefully handcrafted division of the environment into discrete

modes and can result in lower performance at the boundaries of modes.

We have demonstrated the effectiveness of our approaches, in several cases and in

comparison to other methods for robust behavior planning at roundabouts.

5.2 Future work

Our current approaches are applicable to scenarios other than roundabouts but suffer

from the same drawbacks as other deep reinforcement learning formulations, which is

the need for handcrafted reward functions. This work can be improved by methods

that learn the rewards using real-world data or methods that can learn effectively

from sparse reward functions.

For generalization, the hidden-mode formulation can also be viewed as a hierar-

chical learning problem where one MDP/POMDP framework selects the mode while

the other learns the driving behavior given the mode.
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Appendix

6.1 Driver models

The car-following driver model in SUMO is based on the work by Krau [12]. This

discrete-time, continuous space model considers the braking distance as a safety

criterion and regulates the speed. The final speed of the car is a minimum of:

1. the maximum speed that vehicle can drive on the road

2. speed based on the maximum acceleration of the vehicle

3. a safe speed that allows braking within a given distance from the car ahead

The implementation further assumes that the driver is not perfect in holding its

desired speed as suggested by Ranjitkar et al. [17]. This imperfection is modeled as a

stochastic acceleration/deceleration and is uniformly distributed around the vehicle’s

maximum acceleration.

The model parameters like minGap and τ , time headway, are set to the minimum

value so that collisions can take place. The driver imperfection distribution which

is parameterized by percentage standard deviation of expected value, σ, can be

estimated from real-world data for a given scenario, but the lack of such datasets

for roundabouts is a limiting factor. The results presented in the preceding chapters

are based on the large value of σ, thereby representing a more stochastic scenario.

The results below present the variation in performance as the driver-imperfection is

changed.
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Table 6.1: Effect of changing driver imperfection for multiple vehicle interaction
scenario

Imperfection σ = 0.1 σ = 0.3 σ = 0.5
Algorithm Time to Collision Time to Collision Time to Collision

traverse(s) Rate traverse(s) Rate traverse(s) Rate
Rule-based 32.1 0.09 33.4 0.12 33.1 0.31

DRQN 30.2 0.06 29.6 0.11 30.7 0.22
ADRQN 31.3 0.04 31.9 0.08 30.9 0.23

Table 6.1 demonstrates that the proposed framework for DRQN and ADRQN

have better performance than rule-based planners across different driver-imperfection

values. Even at very low variance in driver models (σ = 0.1) the rule-based planner

not only takes longer to navigate but has more than double the collisions over simple

RL-based planners.
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