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Abstract
Because of advanced autonomous capabilities, mobile robot systems are transi-

tioning from usage in controlled laboratory and factory settings to deployment in
unstructured and increasingly complex environments. However, robustness of these
field robots to environmental unknowns at the time of deployment remains a chal-
lenge. For example, in aerial infrastructure inspection, control of micro air vehicles
is challenging due to induced transient flow conditions and varied lighting conditions
that degrade state estimation. To safely navigate within these settings, an efficient
and adaptive control strategy is essential to mitigate risk and increase system robust-
ness.

This thesis work examines a computationally efficient strategy for solving non-
linear model predictive control problems by learning from past experience. Effi-
ciency is achieved by constructing a library of controllers that map the state, refer-
ence, and dynamics model to the locally optimal feedback control laws. An affine
dynamics model is combined with an online learned component that estimates non-
linearities and perturbations to accurately model the system. The safety, accuracy,
and robustness of this control technique is evaluated by comparing the tracking per-
formance against classic reactive control strategies.
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Chapter 1

Introduction

As robotics systems evolve and continue to advance in capability, their usage has expanded from

controlled settings into unstructured and dynamic environments. In order for mobile robot sys-

tems to perform increasingly complex tasks and navigate outside of laboratory or factory settings,

robots need greater levels of autonomy to perceive their surroundings and choose feasible, safe

actions as they move through the world. With greater autonomy, mobile robotic systems are use-

ful for performing jobs that would otherwise be strenuous, inaccessible, or hazardous to humans.

In the field, robots can assist with tasks such as emergency response, infrastructure inspection,

space exploration, and crop monitoring.

Deploying a robot in an unpredictable range of operating condition poses unique challenges

to safe navigation, exploration, and inspection. Due to unforeseen hazards, it is important that

the robot can move deliberately within the environment, and ideally learn from its interactions to

adapt to ensure optimum performance; doing so is largely dependent on three major subsystems:

reliable state estimation (belief about the robot’s position and orientation), planning, and control.

The focus of this thesis work centers on the advancement of robust, adaptive control strategies

to achieve these desired capabilities is the focus of this thesis work. Within a mobile robot’s au-

tonomy framework, the control subsystem receives information about the vehicle’s state estimate

and desired trajectory, and interprets these inputs to generate commands for the system’s actua-
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Figure 1.1: Within an autonomous robot’s autonomy framework, the control subsystem takes the
planned trajectory and current state estimate as inputs. Using this information, the control law
generates a set of commands for the vehicle’s actuators.

tors. The autonomy framework is comprised of perception, cognition, and action capabilities, as

shown in Fig. 1.1.

Within the realm of control theory, there are different techniques that are designed to achieve

specific objectives such as precise tracking, robustness to uncertainty, or online adaptation. De-

pending on the application and chosen model, a suitable control strategy can be applied and tuned

to provide desirable characteristics. The target application of this thesis work is to enable mi-

cro air vehicles to perform inspection tasks and assess structural integrity in a safe and effective

manner.

1.1 Motivation

Infrastructure built to produce, store, and dispose of nuclear materials has degraded over time

due to age. Consequentially, the integrity of these containment structures has been compro-

mised. At the time of the Manhattan Project and the ensuing Cold War nuclear arms race (1947-

1991) there was substantial investment in government-sponsored nuclear weapons and energy

research. Since then, the Department of Energy’s Office of Environment Management focused

on environmental restoration and waste management to cleanup the environmental legacy left
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Figure 1.2: A tethered crawler designed at Savannah River National Labs for inspection of the H-
canyon exhaust tunnel in 2009 [28]. This vehicle is part of a series of remote-controlled vehicles
built specifically to determine the conditions inside the tunnel and check for structural concerns.

by these projects. In the past 28 years, over $160 billion has been spent on remediation of 91

sites within the United States [38]. The remaining work to be done is projected into the next 50

years and valued at upwards of $250 billion. Two major sites of interest are the Hanford and

Savannah River Sites, at which applied research and development teams are pursuing opportu-

nities to deploy remote systems to assist with operations and maintenance [28, 30]. A tethered,

remotely operated crawler designed for inspection of a hazardous exhaust tunnel is shown in

Fig. 1.2. Robotic systems can be leveraged for tasks such as nuclear facility decommissioning,

radioactive waste storage and disposal, and nuclear material management.

Efficient inspection and maintenance is needed to routinely monitor facilities and prevent

leakage of harmful chemicals into the environment and reduce risk. These settings are often

inaccessible and hazardous to human operators. Remote inspection with robotic platforms can

provide broader and more consistent coverage, and reduce risk to personnel [20].

1.2 Challenges

For micro air vehicles operating within an enclosed industrial setting, flight in proximity to sur-

faces induces aerodynamic effects that can destabilize aerial vehicles. For instance, the hexrotor

flying in Figure 1.3 approached the indoor gantry, and its proximity caused transient flow condi-
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Figure 1.3: A hexrotor flying above an indoor crane to use its downward facing sensors to inspect
the gantry and crane below.

tions that interfered with flight. The presence of radiation, debris, and varied lighting conditions

interferes with sensor readings and degrades state estimation performance. There are multiple

sources of uncertainty that impact an aerial vehicle’s ability to navigate an unpredictable envi-

ronment. To accurately track trajectories within an enclosed industrial setting, a robust control

strategy is needed to bound uncertainty and maintain safety in unknown, dynamic conditions.

Operations in constrained environments can prohibit the repair or recovery of the inspection

platform. Therefore, safe flight necessitates a high-rate, efficient feedback control system that

responds quickly to exogenous perturbations.

1.3 Research Contributions

This thesis investigates the development and performance of Experience-driven Predictive Con-

trol (EPC), as proposed by Desaraju [8]. Experience-driven Predictive Control is a robust and

adaptive strategy for constrained nonlinear systems with uncertain dynamics and state uncer-

tainty. This approach reduces computational cost by learning from past experiences, and modi-
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fying an affine dynamics model online to accurately model the evolution of the system. This fast

model predictive control approach is tested to assess model accuracy and tracking performance.

EPC is compared to a reactive controller in simulation for micro air vehicles.

1.4 Thesis Outline

In this work we build upon a control strategy that solves nonlinear model predictive control prob-

lems efficiently to operate on computationally constrained remote systems. Experience-driven

predictive control [8] uses a learning-based function approximation technique to model uncer-

tain, time-varying dynamics and accurately predict the system’s evolution. The computational

cost of optimal control methods is reduced by learning from past experiences, recognizing similar

scenarios, and reusing previously computed feedback control laws.

• Chapter 2 provides an overview of feedback control strategies and focuses on methods that

mitigate the effects of uncertainty, provide constraint satisfaction, and adapt to unknown

disturbances. This chapter goes on to describe model predictive control (MPC) and the

challenges assciated with MPC for constrained nonlinear systems.

• Chapter 3 details the Experience-driven Predictive Control algorithm [10]. Individual

sections step through the model learning aspect, the optimization problem formulated as a

quadratic program, and logical flow of maintaining a controller database. This is followed

by a description of 3D quadrotor dynamics and simulation results.

• Chapter 4 summarizes the contributions of this work and describes future directions to

extend this model predictive control technique.
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Chapter 2

Background

This thesis investigates the performance of a safe and efficient control strategy for constrained

nonlinear systems. The EPC algorithm described in this work was built upon related work in

receding horizon control, fast nonlinear model predictive control, and model learning. This

chapter provides a description of related work in feedback control, with particular emphasis on

control techniques that handle state uncertainty and disturbances.

2.1 Feedback Control Strategies

Feedback control, or closed loop control, determines the control input u by using the output from

the plant to estimate the system’s current state x, and measure deviation from the desired state

xref . Based on the computed error, the controller generates an input signal to reduce the error and

improve tracking of the reference, as shown in Fig. 2.1. Often in real world applications, there

are unpredictable factors that affect the plant as well, such as uncertainty in the state estimate

or external disturbances that are not part of the process model. Figure 2.2 categorizes different

types of feedback control based on their abilities to handle disturbances, account for uncertainty,

and obey state or input constraints.

Reactive control strategies aim to generate a control input based on past and current measure-
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Figure 2.1: A block diagram of a closed loop control system using a feedback loop to control the
process variable by comparing the measured output to the reference, similar to [8]. The error
signal is used to compute a control input to eliminate error.

Figure 2.2: A taxonomy of feedback control strategies with emphasis on techniques which miti-
gate the effects of disturbances and handle state uncertainty. This diagram is adapted from [8].

ments of the system’s state and error relative to the reference. The ubiquitous example of reactive

control is proportional-integral-derivative (PID) control [1], which can run at high rates due to

its simplicity. To account for uncertainty, this method can be augmented by adaptive control

strategies such as L1 adaptive control [47] or model reference adaptive control [21]. Adaptive

techniques are flexible by estimating and compensating for perturbations to the system online.

However, such methods often do not provide guarantees of constraint satisfaction.

Alternatively, robust control strategies such as sliding mode [6, 24] or H-infinity control [35]

bound the effects of uncertainty to preserve stability and tracking performance. These tech-

niques use a static control policy and assume specific variables are known or bounded to perform

disturbance rejection and provide guarantees. In this way, robust controllers are designed to han-
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dle a pre-defined worst case scenario. While these methods provide guarantees on constraint

satisfaction and stability, they can be overly conservative and usually don’t account for system

limitations. In addition, both adaptive and robust control techniques seek to eliminate the effects

of un-modeled dynamics, even if they could be beneficial.

In contrast to reactive control strategies, predictive methods look ahead to anticipate the

evolution of a system’s dynamics, estimate future states, and select control actions to optimize

the system’s performance for current and future states [40]. Mathematically, this optimization

problem seeks to minimize a given cost function that weighs the importance of multiple factors

including tracking error, control effort, and constraint satisfaction. Optimization-based strategies

provide versatility because they are shaped by a designated cost function and can be formulated

to incorporate constraints. However, optimal control strategies are complex and computation-

ally expensive to solve for nonlinear systems [25]. Consequently, optimal control strategies are

difficult to run in real time on computationally constrained platforms. Model predictive control

(MPC) is an optimal control strategy that is a balance between reactive controllers and infinite

horizon optimal control methods [4].

Figure 2.3: Model predictive control looks ahead over a finite horizon to estimate the evolution
of the plant, and minimize cost function parameters such as tracking error and control effort. The
plot illustrates the a horizon of length p over which MPC optimizes to compute a sequence of
control inputs u.
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2.2 Model Predictive Control

Model predictive control formulates the control problem as a finite horizon optimization problem

with constraints. The evolution of the system dynamics is predicted for an N -step horizon using

the process model [2, 26], as shown in Fig. 2.3. For a linear system, or an affine approximation

of a nonlinear system,

xk+1 = Axk + Buk

When the state and input constraints are linear, they can be written as

Gxxk+1 ≤ gx

Guuk ≤ gu

In this case, the optimization problem can be solved as a linear or quadratic program (QP) such

as

arg min
uk

N−1∑
k=0

1

2
(xk+1 − rk+1)TQ(xk+1 − rk+1) +

1

2
uTkRuk

s.t. xk+1 = Axk + Buk

Gxxk+1 ≤ gx

Guuk+1 ≤ gu

∀k = 0, ..., N − 1

in which x is the state vector, r is the desired state, and u is the optimal control input vector.

The positive, semi-definite matrices Q and R are weights terms that penalize errors in tracking

performance and deviation from the nominal control effort.

While this formulation can be used on nonlinear systems, an affine approximation of the sys-
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tem dynamics degrades the fidelity of the prediction model. Nonlinear model predictive control

(NMPC) is more accurate than linear MPC that relies upon a linearized dynamics model. Still, a

nonlinear system with possible nonlinear constraints results in a nonlinear programming problem

(NLP) that incurs computational penalty. Formally, nonlinear system dynamics are described by

ẋ = f(x,u)

and constraints as

g(xk+1,uk) ≤ 0

then the nonlinear programming problem computes the optimal control input {u1...uN} given

the current state x0 and references {r1...rN} from the desired trajectory,

arg min
ūk

N−1∑
k=0

J(xk+1, rk+1,uk)

s.t. ẋ = f(x,u)

g(xk+1,uk) ≤ 0

∀k = 0, ..., N − 1

The differential equation is enforced by numerical integration. On each iteration, the first input

in the control sequence is applied, and for each subsequent iteration the model predictive control

problem is re-solved with the current state. In this work, we focus on nonlinear systems with

dynamics well modeled by a continuous C2 function.
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2.2.1 Fast Nonlinear Model Predictive Control

To reduce the computational cost of solving a nonlinear program (NLP), there are a range of fast

nonlinear model predictive control strategies used: fast online NMPC techniques, explicit offline

NMPC methods, and semi-explicit NMPC methods.

Fast online nonlinear model predictive control strategies find solutions efficiently by using

techniques such as warm-starting the optimization with a previous solution [15], trading off

between speed and optimality [48], and exploiting the structure of the problem. Many techniques

use convex approximations [13] or the iterative Linear Quadratic Regulator [45] to find solutions

at high rates. These approaches are risky if the optimization cannot necessarily be solved at

runtime on constrained platforms.

Explicit MPC and NMPC methods populate a database of controllers in an offline phase,

removing the need for online optimization [2, 5]. The drawback of explicit approaches is that

generating controllers for every scenario often results in a large database that grows exponentially

based on the number of constraints [15]. Searching a large databases can be prohibitively expen-

sive. Furthermore, such databases may contain controllers for scenarios which are improbable

for operation on the actual system. One method to improve the efficiency of explicit MPC uses

search trees to traverse a reduced state space[18]. Other approaches use function approximation

to define a mapping from state to control output to supplant the need for a controller database

and partition state space to simplify controller selection [41].

Explicit model predictive control is a subset of a larger class of methods that generate control

policies offline. The LQR-Tree algorithm constructs a set of stabilizing local LQR control laws

to achieve probabilistic coverage of state space using sum-of-squares optimization [43, 36]. An-

other approach uses reinforcement learning for an MPC-guided policy search, approximating the

optimal control policy by training a neural network [50]. This strategy is limited by the availabil-

ity of training examples, and thus often focuses on learning specific behaviors [50] to generate a

tractable number of control policies.
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Semi-explicit MPC techniques are a balance between the online and explicit approaches,

storing a controller database and relying on online optimization when an optimal controller is

not found in the database. Partial enumeration [33, 34] is an incremental strategy that solves

the optimization problem online when a suitable controller is not found, adding it to the existing

database. The need-based approach is formulated only for linear systems. Desaraju et al. ex-

tended this approach to apply to nonlinear systems [9]. Another approach limits the size of the

controller database to retain commonly used controllers, relying on interpolation at run-time to

generate a suitable control law. The underlying concepts behind Partial Enumeration are similar

to those of transfer learning and lifelong learning. These techniques are similar because they

use knowledge from the past to select future actions, generalizing policies to different domains

or tasks [32, 42]. Compared to Partial Enumeration, lifelong algorithms [44] differ by main-

taining a set of bases to reconstruct task models when new data is received [39]. While Partial

Enumeration learns from real experiences, learning-based approaches such as [3] use synthetic

experiences to generate additional training data.

2.2.2 Model Predictive Control with Uncertainty

In real world environments, a fixed dynamics model may not accurately predict future states

when there are modeling errors or unmodeled, potentially time-varying disturbances affecting the

process. This has led to MPC formulations that compensate for different sources of uncertainty

by updating the dynamics model or tightening constraints to still provide constraint satisfaction

[49]. There are two broad categories of methods used to account for uncertainty: adaptive and

robust formulations.

Adaptive MPC approaches estimate uncertainty in the system’s dynamics and update the pre-

dictive model accordingly. They often assume a structured system model with some uncertain pa-

rameters. Such techniques often combine standard MPC with an online parameter estimator, such

as a Luenberger observer or Kalman filter [7]. Rather than using parameter estimation to cap-
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ture model uncertainty, learning-based function approximation techniques are semi-structured

approaches that can be useful to describe more complex perturbations that occur. In this case, a

structured system dynamics model is modified with a non-parametric, online learned component

via a Gaussian process [31]. However, kernel-based approaches such as Locally Weighted Pro-

jection Regression (LWPR) [46] and Incremental Sparse Spectrum Gaussian Process Regression

[19] scale better with training data, providing incremental updates for fast model learning [29].

The drawback of adaptive techniques is the absence of constraint satisfaction. These strate-

gies are sensitive to delay between the disturbance estimator and its incorporation into the system

dynamics. In contrast, robust MPC refines constraints explicitly to include uncertainty and can

provide guarantees in the presence of bounded, unpredictable parameters [23, 22]. While robust

methods tend to yield conservative controllers, these methods can handle high frequency noise in

the state estimate and do not need a disturbance estimator to restrict growth in uncertainty. Tech-

niques such as Tube MPC [14] can achieve better performance by using local feedback control

to limit the grown in uncertainty as the system evolves. Another robust strategy modifies robust-

ness bounds online based on the state estimate [37], thus improving performance by relying on a

probabilistic representation and adjusting constraints accordingly.
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Chapter 3

Experience-driven Predictive Control

In complex, real-world environments, a robot’s dynamics change online and can adversely impact

the vehicle’s performance. To approximate perturbations to the system and adapt to changing

conditions, Experience-driven Predictive Control (EPC) is a model predictive control strategy

developed by Desaraju [10] that generates a high-rate, adaptive controller with guarantees on

safety and constraint satisfaction. The controller improves its performance by constructing a two-

part representation of past experiences. First, the system uses an online model adaptation strategy

to predict the system’s evolution and model uncertain, time-varying dynamics. Second, EPC

constructs a database that maps the system states and references to locally optimal controllers.

While nonlinear model predictive control often faces a trade-off between model accuracy and

computational cost, this approach overcomes the challenge by leveraging non-parametric model

learning for a high fidelity dynamics models and strategic storage of prior control laws.

3.1 Approach

In this section we present the Experience-driven Predictive Control algorithm as originally in-

vented by Desaraju [10]. EPC solves NMPC control problems through a receding horizon formu-

lation. Specifically, the system dynamics are linearized, and a quadratic cost function is modelled
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in the state error. Un-modeled disturbances are accounted for using a model learner, which can

learn both errors in the modeled dynamics and external forces acting on the system. Each solution

to the quadratic program optimization is optimal for some set of system states and control inputs

as defined by the Karush-Kuhn-Tucker (KKT) conditions. EPC leverages this fact by retaining

a database of controllers and selecting the control for which the KKT conditions are satisfied.

If no such controller can be found, a new controller is added to the database via optimization

of the cost function. While the optimization is solved, a relaxed form of the quadratic program

is solved with additional slack variance to ensure problem feasibility, allowing for temporary

constraint violation.

3.1.1 Online Model Adaptation

For a nonlinear dynamical system, the predictive model is xk+1 = f(xk,uk). Given the nomial

state (x∗,u∗), we define x̄ = x− x∗ and ū = u− u∗. A simpler, affine dynamics model is

derived by taking the first-order Taylor series expansion of f(xk,uk), evaluating it at the nominal

state (x∗,u∗). This results in a linear approximation of the dynamics:

x̄k+1 = Ax̄k + Būk + c

The affine dynamics model simplifies the optimization problem from a nonlinear programming

problem (NLP) into a quadratic program, assuming the constraints are linear. Although more

computationally efficient, there is a tradeoff in the accuracy of the system model using a local

approximation of the nonlinear dynamics. To compensate for this, perturbations to the nominal

model are estimated using an online learned component, p̂, to capture modeling errors, such as

nonlinearities and un-modeled exogenous forces affecting the system. The modified predictive
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dynamics model is given by

x̄k+1 = Ax̄k + Būk + c + p̂

x̄k+1 = Ax̄k + Būk + c̃

where c̃ = c + p̂.

The online model learning strategy considered here is Locally Weighted Projection Regres-

sion (LWPR) [46]. The direct measurement of the perturbation model is defined as p = x̄k+1 − x̄nom
k+1

for a query point z =

[
xT

k uT
k

]T
. The prediction output by the model learner is p̂ =

[
p0, p1, . . .

]T
.

This model learner updates its estimate by partial least squares, and its computational com-

plexity is linear in the number of inputs. It is viable for real-time operation and can perform

incremental updates online, and the rate of adaptation to model changes is controlled by adjust-

ing the effects of prediction error on weight for each basis.

This technique models a nonlinear function by a Gaussian-weighted combination of simple

basis functions. These linear basis functions are calculated by taking a linear combination of the

state prediction error projected into a lower dimensional space defined by projection direction

vectors νr and ρr, as described in [46]. The projection subspace consists of those states on

which the disturbances are believed to depend. For example, the disturbance may depend on the

velocity of a vehicle but not the robot’s orientation. LWPR computes the slope coefficients βr

for each projection direction and an offset β0 to generate a prediction. The dynamics model is

fitted in an element-wise fashion [29], so for the ith element in p, local linear model j (with rj

17



projection direction) is

Ψj(z) = β0 +

[
β1, ..., βrj

]


νT
1

νT
2 P1

...

νT
rj

(P1 . . .Prj−1)


(z−mj)

= αj + βTj (z−mj)

(3.1)

in which Pr = I−diag(ρr)

[
νr, . . . ,νr

]T
is the projection matrix onto the subspace of basis

functions. The prediction model, which consists of Ni local models with weights wj defined by

a Gaussian kernel with mean mj and covariance Dj, may be written as

pi(z) =
1

W

Ni∑
j=1

wj(z)Ψj(z) (3.2)

wj(z) = exp
(
− 1

2
(z−mj)

TDj(z−mj)
)

(3.3)

W =

Ni∑
j=1

wj(z) (3.4)

A low-pass filter is applied to the disturbance estimate before adding it to the predictive

model. This allows LWPR to learn the perturbation model quickly without adversely impacting

the system dynamics, ensuring the disturbance estimate varies at an accurate timescale for the

system dynamics.

3.1.2 Receding Horizon Control

The receding horizon control formulation and controller parameterization detailed here is as

originally derived by Desaraju in [8, 10]. In this model predictive control formulation, the

deviation in the predicted state from the reference is minimized over N steps, where N is the

horizon length. The optimization problem adheres to an affine dynamics model, where the state
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and the input are subject to linear constraints as described by gx and gu. This allows the NMPC

problem to be formulated as a quadratric program instead of a nonlinear programming problem.

The current state is defined to be the nominal state, x∗ = x0. At timestep k, x̄k is the predicted

state, rk is the reference state, and uk is the control input. The diagonal matrix Q describes the

cost of deviations from the reference state, and R penalizes control effort. The constrained QP

is as follows:

arg min
ūk

N−1∑
k=0

1

2
(x̄k+1 − r̄k+1)TQ(x̄k+1 − r̄k+1) +

1

2
(ūk − ūp̂)

TR(ūk − ūp̂)

s.t. x̄k+1 = Ax̄k + Būk + c̃

Gxx̄k+1 ≤ gx

Guūk+1 ≤ gu

∀k = 0, ..., N − 1

The term up̂ is the nominal control input with an offset incorporated to account for the distur-

bance estimated by the model learner.

The summation in the QP shown above can be removed by condensing states, references, and

control input terms to a vectorized form that encapsulates the entire horizon: x =

[
x̄T1 , . . . , x̄

T
N

]T
,

r =

[
r̄T1 , . . . , r̄

T
N

]T
, u =

[
ūT0 , . . . , ū

T
N−1

]T
, up̂ =

[
up̂0

T , . . . ,up̂N−1
T

]T
. Similarly, the evolv-

ing system dynamics, cost matrices, and linear constraints can be formulated as block matrices:

B =



B 0 . . . 0

AB B . . . 0

...
... . . .

AN−1B AN−2B . . . B


, c =



c̃

(A + I)c̃

...∑N−1
i=0 Aic̃


whereQ = diag(Q1, . . . ,QN), R = diag(R0, . . . ,RN−1), Gx = diag(Gx1 , . . . ,GxN

),
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Gu = diag(Gu0 , . . . ,GuN−1
), gx =

[
gT

x1
, . . . ,gT

xN

]T
, and gu =

[
gT

u0
, . . . ,gT

uN−1

]T
.

Note that x̄0 = 0. Then, the QP can be rewritten as

arg min
u

1

2
(x− r)TQ(x− r) +

1

2
(u− up̂)

TR(u− up̂)

s.t. x = Bu+ c

Gxx ≤ gx

Guu ≤ gu

Next, we can write an equivalent QP by substituting the dynamics constraints and dropping

constant terms in the cost function to yield

arg min
u

1

2
uTHu+ hTu

s.t. Γu ≤ γ

whereH = BTQB +R and h = BTQ(c− r)−Rup̂.

Γ =

GxB

Gu

 , and γ =

gx − Gxc

gx


By defining λ as the vector of Lagrange multipliers and Λ = diag(λ), the first two Karush-

Kuhn-Tucker conditions for optimality, stationarity and complementary slackness are formulated

as

Hu+ h+ ΓTλ = 0

Λ(Γu− γ) = 0

(3.5)

A constraint is deemed active if its corresponding Lagrange multipliers λi > 0. Solutions to

equation 3.5 may be uniquely defined by the active constraints, meaning the control input u and
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λ may be reconstructed by solving the following linear system

H Γ T
a

Γ a 0


u
λa

 =

−h
γa


The resulting QP control law (assuming the active constraints are linearly independent) is

affine in the predicted state error r and parameterized by the system dynamics

u = E5r −

(
E5c− E4Rup̂ + E3



gx
+ − Gxc

−gx
− − Gxc

gx
+

−gx
−


a

)
(3.6)

where

E1 = Γ aH−1 E2 = −(E1Γ
T
a )−1 E3 = ET1 E2

E4 =H−1 + E3E1 E5 = E4BTQ

The coefficients in (3.6) are functions of the affine dynamics model, so the overall control

law κ(x0, r1, ..., rN) can be written in terms of a parameterized feedback gain matrix K and

feedforward vector kff

κ(x0, r1, ..., rN) = K(A,B, c̃)r + kff (A,B, c̃) (3.7)

This parameterization also applies to the KKT condition checks that decide whether a previ-

ously computed controller is locally optimal. The active Lagrance multipliers λa follow a similar
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form to the control input

λa = −E6r +

(
E6c− ET3Rup̂ + E2



gx
+ − Gxc

−gx
− − Gxc

gx
+

−gx
−


a

)
(3.8)

in which E6 = ET3BTQ. Due to this parameterization, the affine controller gains and Lagrange

multipliers do not need to be stored in the controller database. Only the set of active constraints

needs to be stored in the controller library. The current affine dynamics model and reference

trajectory can be plugged in to apply any controller in the database, and check whether it is locally

optimal via the reconstructed active Lagrance multipliers and KKT condtions. This method

of storing controllers is memory efficient, making it useful for constrained systems to keep a

controller database and adapt each feedback control law as the system evolves.

3.1.3 Experience-driven Predictive Control Algorithm

The EPC algorithm constructs a database that maps from experiences to controllers [8]. Experi-

ence is defined to be a library of controllers that each take the current state, reference, and affine

dynamics model as input. As output, each controller provides a corresponding feedback control

law. As published in [10], Algorithm 3.1.3 formalizes how a controller library is constructed,

queried, and selects individual controllers.

At the start of each control iteration, EPC queries for the current state, reference trajectory,

and current affine dynamics model (updated by LWPR). Then, EPC iterates through its controller

library, querying the parameterized mappings to compute the corresponding feedback control

input u and hypothetically active Lagrange multipliers, λ. These terms are used to check the

KKT conditions, which determine whether a particular controller is locally optimal. If these

conditions are met, that feedback control law is applied. If none of the existing controllers are
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applicable, the receding horizon control problem, formulated as a QP, is solved to compute a

new controller mapping. Thereafter, this mapping is added to the database. In the interim, an

intermediate controller is used. This intermediate controller is a shorter horizon QP with slack

variables augmented to the state constraints. The intermediate controller can be considered a

fallback controller, as it enables EPC to operate in real time. An overview of the controller

library process is shown in Figure 3.1.

The controller database prioritizes storage of frequently used controllers and limits its size

to be memory efficient. To speed up the process of iterating through the controller database, a

transition matrix is used to track likely successors to each controller.

By maintaining a controller library that leverages past experiences to reuse and adapt locally

optimal feedback control laws, EPC is a computationally efficient model predictive control tech-

nique that addresses the challenges of NMPC. Model accuracy is maintained through the use of

online model adaptation, and online optimization is reduced via controller reuse. Compared to

Nonlinear Partial Enumeration [8], EPC has faster solution times by solving a QP instead of an

NLP. Therefore, the faster speed at which new controllers are computed allows EPC to rely less

on the intermediate controller and increase the prediction horizon.

Desaraju [8] developed an algorithm to construct controller databases offline using synthet-

ically experience via Rapidly-exploring Random Trees. He also proposed a robust extension to

EPC [11, 12] that uses Tube MPC [49] to tighten constraints in the presence of state uncertainty.

3.2 Quadrotor Dynamics Model and Trajectory Tracking

Quadrotor vehicles have six degrees of freedom corresponding to position and orientation in three

dimensions. In our state formulation, position is defined as the translation (x,y,z) measured from

the world coordinate frame W . Orientation is parameterized by Tait-Bryan Euler angles (roll,

pitch, yaw) that follow the Z-Y-X rotation convention. The position and orientation are used

to define the pose of the body-fixed coordinate frame B with respect to the world coordinate
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Algorithm 1 Experience-driven Predictive Control
1: M← ∅ orMprior

2: while control is enabled do
3: x← current system state
4: r ← current reference sequence
5: A, B, c̃← current dynamics model from LWPR
6: for each element mi ∈M do
7: Compute u, λ via (5),(7)
8: if x, r satisfy parameterized KKT criteria then
9: importance← current time, sortM

10: solution found← true
11: Apply affine control law (6) from mi

12: end if
13: end for
14: if solution found is false then
15: Apply intermediate control via (3) with slack variables
16: Update QP formulation with current model
17: Solve QP (3) to generate new controller
18: if |M| > max table size then
19: Remove element fromM with minimum importance
20: end if
21: Add new element mnew = (x0,K1,K2,kff , importance) toM
22: end if
23: end while
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Add a new 
controller to 
database

Formulate receding horizon control 
problem  to solve for a new controller

?

Each controller is a locally 
optimal feedback control law

Figure 3.1: Top: Each control iteration, EPC checks the controller database to see if any of the
existing entries is locally optimal. Middle: If a suitable controller is not found, the formulated
QP is solved to compute a new controller. Bottom: The newly computed controller is added to
the controller database.
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frame W . The full state of the quadrotor also includes the translational velocities (ẋ, ẏ, ż) in

the world frame W and the rotational velocities in the body frame (p,q,r) in B. Therefore, the

dynamic model of the quadrotor has 12 states. The coordinate frames and free body diagram of a

quadrotor are shown in Fig. 3.2. The state formulation, cascaded controller design, and equations

used for 3D trajectory control are reproduced from [27].

xB

yB
zB

zW
yW

xW

mg

F3 F2

F4 F1

M3

M4

M2

M1

Figure 3.2: The coordinate systems and free body diagram for a quadrotor, showing the forces
and moments acting on the vehicle. This diagram is adapted from [27].

3.2.1 State Formulation

To track the position of the quadrotor, the vehicle’s position needs to be converted from the

body coordinate frame of the quadrotor to the world frame. To change reference frames, a 3D

rotation matrix can be constructed by rotating individually about the three coordinate axis. The

composition of these three 2D rotation matrices results in the 3D rotation matrix between the

world and body coordinate frames.

Within the body frame, the angles are defined by the yaw angle ψ, roll angle φ and pitch
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angle θ. The transformation from the body frame B to the world frame W is defined by

R =


cψcθ − sφsψsθ −cφsψ cψsθ + cθsφsψ

cθsψ + cψsφsθ cφcψ sψsθ − cψcθsφ

−cφsθ sφ cφcθ


in which cθ and sθ denote cos(θ) and sin(θ) respectively. This also follows for the yaw angle ψ

and roll angle φ.

To track the acceleration of the quadrotor, the vector r describes the position of the center of

mass of the quadrotor in the world frame. Newton’s second law of motion, F = ma describes

the acceleration of the center of mass.

mr̈ = m


ẍ

ÿ

z̈

 =


0

0

−mg

+ R


0

0∑
Fi

 (3.9)

The forces shown in the free body diagram show Fi the vertical forces from each motor and

gravity acting on the vehicle. For each motor, the rotor has an angular speed ωi and produces a

vertical force Fi = kFω
2
i .

Each rotor also produces a moment perpendicular to the plane of rotation of the blades.

Rotors 1 and 3 rotate in the −zB direction while rotors 2 and 4 rotate in the zB direction. So,

the moments M1 and M3 act in the zB direction while M2 and M4 act in the −zB direction. The

moment produced by each rotor is Mi = kMω
2
i . Then, the angular acceleration of the quadrotor

is determined by the Euler equations for a rigid body.

I


ṗ

q̇

ṙ

 =


L(F2 − F4)

L(F3 − F1)

M1 −M2 +M3 −M4

−

p

q

r

× I


p

q

r

 (3.10)
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in which L is the distance from the axis of rotation of the rotors to the center of the vehicle. The

components of angular velocity of the robot in the body frame are p, q and r. I is the moment of

inertia matrix of the quadrotor.

3.2.2 Cascaded Control

The quadrotor is controlled by attitude and position control loops. The inner control loop con-

trols the pitch, yaw and roll of the vehicle based on sensor readings from the accelerometer and

gyroscopes onboard the vehicle. These sensor readings are usually noisy, and thus sensor models

may assume some noise distribution, e.g., Gaussian white noise. The outer position control loop

uses the estimated position and velocity of the center of mass of the aerial vehicle to control the

3D trajectory. The position controller computes the desired orientations and passes the attitude

references to the inner loop, as shown in Fig. 3.3.

Figure 3.3: Nested control loops for attitude and position control, following the cascaded model
described in [27].

The control inputs for the system are the angular speeds ωi. These desired rotor speeds can

be described as a linear combination of four terms:



ωdes1

ωdes2

ωdes3

ωdes4


=



1 0 −1 1

1 1 0 −1

1 0 1 1

1 −1 0 −1





ωh + ∆ωF

∆ωφ

∆ωθ

∆ωψ


(3.11)

In the above expression, wh is the nominal rotor speed to hover in steady state. The 4ωF
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term results in a net force along the zB axis. 4ωφ, 4ωθ, and4ωψ result in moments that cause

pitch, roll and yaw. Near the hover state, φ̇ ≈ p, θ̇ ≈ q, ψ̇ ≈ r.

3.2.3 3D Trajectory Control

The position of the quadrotor in the xW and yW planes are controlled using the pitch θ and roll φ

angles. The4ωψ equation from the previous section controls the yaw angle, while4ωF controls

the position of the vehicle along the zW axis.

Linearizing the equation describing the acceleration of the center of mass of the quadrotor

results in

r̈des1 = g(θdes cosψT + φdes sinψT )

r̈des2 = g(θdes sinψT − φdes cos(ψT )

r̈des3 =
8kFωh
m

∆ωF

(3.12)

The above equations describe the relationship between the desired accelerations and the roll

and pitch angles. Inverting these equations results in equations for the desired roll and pitch

angles for the attitude controller as well:

φdes =
1

g
(r̈des1 sinψT − r̈des2 cosψT )

θdes =
1

g
(r̈des1 cosψT + r̈des2 sinψT )

∆ωF =
m

8kFωh
r̈des3

(3.13)

3.3 Results

To demonstrate the performance of EPC, we conduct simulation experiments for controlling a

small micro air vehicle using EPC under several different conditions. The test compares the
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tracking performance of EPC to that of a proportional-derivative controller, for a quadrotor fol-

lowing a circular trajectory. Both control strategies use a cascaded control setup, simulating the

inner attitude control loop at 200Hz and the outer position control loop at 100 Hz. The EPC

controller is applied to both the translational and rotational control loops.

The tracking performance of PD versus EPC for the circular trajectory is shown in Fig. 3.4.

Both controllers track the desired trajectory closely, and Fig. 3.5 shows the absolute tracking

error of EPC is less than 2cm. The performance of EPC is comparable with the PD controller,

the magnitude of the tracking error is larger than that of PD by less than a centimeter.

In another experiment, the micro air vehicle followed a more aggressive zig-zag trajectory

with linear velocities of up to 3.75 meters per second. The quadrotor was commanded to track

the reference trajectory in a wind field disturbance of 1.5 meters per second, in the −3π
4

direction

in the XY plane. State constraints were applied to the system to bound the vehicle’s translational

velocity to less than 3.8 meters per second. Figure 3.6 shows the vehicle’s y-velocity remained

within the linear velocity state constraints.

To evaluate whether online model adaptation using LWPR improved the vehicle’s flight per-

formance, we simulated the robot following a figure 8 trajectory in a wind field of 3 m/s. Fig-

ure 3.7 shows the tracking performance of EPC with the system dynamics updated by LWPR,

and EPC without model adaptation. LWPR is able to estimate the low-frequency perturbation in

the environment and compensate to substantially reduce the vehicle’s tracking error.
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Figure 3.4: A quadrotor tracking a circular trajectory using both EPC and PD controllers.
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Figure 3.5: Tracking error for PD and EPC controllers for a quadrotor following a circular tra-
jectory.
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Figure 3.6: Y Velocity tracking for a quadrotor following a zig-zag trajectory. The vehicle is
subject to a wind disturbance of 1.5 m/s in the −3π

4
direction in the XY plane. The EPC controller

abides by velocity constraints to remain with the bounded velocity limits of 3.8 m/s.
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Figure 3.7: Position tracking for a quadrotor flying in a wind field with and without online model
adaptation (Locally Weighted Projection Regression). The aerial robot is following a figure 8
trajectory in an environment with a wind disturbance of 3 m/s in the π

4
direction in the XY plane.
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Chapter 4

Conclusion

This thesis investigates and tests a method for safe and accurate control of constrained nonlinear

systems in environments with state uncertainty and unpredictable disturbances. Although nonlin-

ear model predictive control is a powerful framework for predictive control of complex systems,

a significant limitation of NMPC is the tradeoff between computational cost and model accu-

racy. Experience-driven Predictive Control is an efficient method that addresses this challenge

by using past experiences to improve model accuracy and reduce the need for online optimiza-

tion [10]. This enables EPC to be used on systems with size, weight, and power constraints.

Overall, EPC provides greater control performance and robustness to unknown disturbances,

making it well-suited for enabling infrastructure inspection via field robotics.

EPC has shown tracking performance that is comparable with that of a PD controller. Un-

like a reactive PD controller, this technique guarantees constraint satisfaction in the presence

of disturbances to the system. The semi-parametric learning of perturbations to the system al-

lows for adaptation to low frequency disturbances and improvements in flight performance. With

flight performance comparable to classical methods and assurances of safety, EPC is a efficient

approach for micro air vehicles to navigate safely within complex indoor environments.
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4.1 Future Work

There are multiple avenues for future work that build upon EPC. One area of interest is for trans-

fer learning using EPC’s controller database. The controller database can be transferred between

robots to examine the safety, coverage, and generality provided by experience accumulated on

another vehicle. Also, studying how controller usage varies across operating domains studies

how past experiences can be transferred between tasks. Developing an understanding of how

environmental factors, state uncertainty, and external disturbances impact controller selection

would enable better coverage and safety guarantees.

Furthermore, aggregating controller libraries from multiple robots would pool experiences

and increase coverage of the controller database rapidly. Increased coverage reduces the need for

online optimization further and reduces calls to the intermediate controller. Evaluating different

options for the intermediate controller would enhance the overall stability and performance of

Experience-driven Predictive Control algorithm.
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Appendix A

Classic Control Strategies

A.1 Proportional-Derivative Control

A simple and frequently used control strategy is proportional-derivative (PD) control. This strat-

egy directly measures the error between the current and desired states as e(t) = actual−desired,

and the rate of change in the error.

u = −Kpe(t)−Kd
de(t)

dt

While PD controllers can be tuned manually and use heuristic techniques such as the Ziegler-

Nichols method, such approaches rely heavily on a designer’s intuition, and repeated trial-and-

error. A viable strategy that does not rely on the user’s expertise is pole placement. Pole place-

ment analyzes the transfer function of a system in the frequency domain, and selects locations

for the closed-loop poles such that the plant achieves desired performance characteristics [16].
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A.2 Linear Quadratic Regulator

While model predictive control is the focus of this thesis, this work started with studies of the

linear-quadratic regulator (LQR) problem. The linear quadratic regulator is one of the simplest

optimal control strategies, in which the system dynamics are described by linear differential

equations and the cost function is quadratic. LQR operates in a fixed time window, and uses a

single optimal solution for the entire time horizon.

Comparatively, MPC optimizes over a receding horizon and a new solution is computed per

control iteration. Because MPC optimizes over a finite time window, it may yield a suboptimal

solution. However, MPC makes no assumptions of linearity of the system and it can therefore

handle hard constraints. This also enables MPC to be applied to nonlinear systems away from its

linearized operating point, unlike LQR.

With respect to Experience-driven Predictive Control, the quadratic programming problem

described in this approach is similar to LQR. When there are no state or input constraints im-

posed, EPC is the same as finite-horizon, discrete-time LQR. This relationship has proven in-

valuable for gain tuning of the Q and R cost matrices used in the EPC cost function. By solving

the Algebraic Riccati equation, theoretically equivalent gains can be computed that relate to a

tuned gain matrix K. The steps to derive the Algebraic Ricatti Equation from a quadratic cost

function for the continuous time, infinite horizon case are shown [17].

Nonlinear systems can be linearized to produce a simplified predictive model. This allows

the performance to be measured in a quadratic cost function. The dynamics of a linear system

can be described by a vector-matrix differential equation:

ẋ = Ax+Bu

The performance criterion are described by the value function

V =

∫ T

t

xT (τ)Q(τ)x(τ) + uT (τ)Ru(τ)dτ (A.1)
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The first term in the above expression penalizes deviations of the state from the origin, and

the second term limits the magnitude of the linear control signal u(t) = −Kx(t) to prevent

saturation and select inputs within the normal range of operation. When the linear control law is

applied, the closed loop dynamics are

ẋ = Ax−BKx = Acx (A.2)

where Ac = A − BG. Since Ac may be time varying, the solution to the differential equation

cannot be written as a matrix exponential. Instead, a general state transition matrix can be used:

x(τ) = φc(τ, t)x(t)

φc is the state transition matrix which corresponds to Ac. The performance index can then be

expressed in terms of the initial state

V =

∫ T

t

xT (τ)Q(τ)x(τ) + uT (τ)Ru(τ)dτ (A.3)

=

∫ T

t

xT (t)φTc (τ, t){Q+KTRK}φc(τ, t)x(t)dτ

The initial state x(t) can be moved outside the integral to yield

V = xT (t)M(t, T )x(t) (A.4)

M(t, T ) =

∫ T

t

φTc (τ, t){Q+KTRK}φc(τ, t)dτ

The cost function in equation (A.3) can be rewritten as

V (t) =

∫ T

t

xT (τ)L(τ)x(τ)dτ (A.5)

L(τ) = Q+KTRK
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The derivative of the cost function in (A.5) is

dV

dt
= −xT (τ)Lx(τ)|τ=t = −xT (t)Lx(t) (A.6)

From equation (A.4), the derivative of V is also

dV

dt
= ẋT (t)M(t, T )x(t) + xT (t)Ṁ(t, T )x(t) + xT (t)M(t, T )ẋ(t) (A.7)

Ṁ(t, T ) =
∂M(t, T )

∂t
(A.8)

Plugging in the closed loop differential equation in (A.2),

dV

dt
= xT (t){ATc (t)M(t, T ) + Ṁ(t, T ) +M(t, T )Ac(t)}x(t) (A.9)

With two expressions for dV
dt

, the quadratic forms in equations (A.15) and (A.9) can be equal if

the underlying matrices are equal. This yields the first-order matrix differential equation

−L = AcM + Ṁ +MAc

−Ṁ = MAc + ATcM + L (A.10)

The arguments are omitted, in the above expression, however,

M = M(t, T ) Ac = Ac(t) L = L(t)

The solution to (A.10) is given in (A.4), and fully defined by the initial condition M(T, T ) = 0.

When the expressions for Ac and L are plugged into the differential equation,

−Ṁ = M(A−BK) + (AT −KTBT )M +Q+KTRK (A.11)
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The objective is to minimize the solution to the differential equation for Ṁ . Finding the matrix

K that minimizes this quantity also minimizes the cost function V = xTMx. Let us assume that

the minimizing gain K = K̂ exists and results in a minimum M̂ . Any other non-optimal gain

matrix K and corresponding matrix M can be expressed as:

M = M̂ +N

K = K̂ + Z

Used within the differential equation for Ṁ ,

−(
˙̂
M + Ṅ) = (M̂ +N)(A−B(K̂ + Z)) + (AT − (K̂T + ZT )BT )(M̂ +N) +Q+ (K̂T + Z)R(K̂ + Z)

(A.12)

Subtracting (A.11) from this expression,

−Ṅ = NAc + ATc N + (K̂TR− M̂B)Z + ZT (RK̂ −BTM̂) + ZTRZ (A.13)

in which Ac = A−BK = A−B(K̂ +Z). The above expression matches the form of equation

(A.10), with L instead being

L = (K̂TR− M̂B)Z + ZT (RK̂ −BTM̂) + ZTRZ (A.14)

Similarly, the solution to the matrix differential equation (A.11) takes the form

N(t, T ) =

∫ T

t

φTc (τ, t)Lφc(τ, t)dτ (A.15)
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Since V̂ is the minimum of the cost function,

xTM̂x ≤ xT (M̂ +N)x = xTM̂x+ xTNx (A.16)

The last term indicates that the expression xTNx must be positive definite or positive semidefi-

nite. Looking at the expression for L in (A.15), the linear terms in the expression must be zero

for the control law K̂ to be optimum. As a result,

RK̂ −BTM̂ = 0 (A.17)

K̂ = R−1BTM̂ (A.18)

When the optimal value for K is plugged into equation (A.11)

−Ṁ = MA+ ATM +MBR−1BTM +Q (A.19)

The resultant differential equation is known as the Algebraic Ricatti Equation (ARE). Due to

the quadratic term in the ARE, there is no general formula for the solution and often M̂(t, T ) is

solved for using numerical methods. Note: If (i) the system is asymptotically stable or (ii) the

system defined by (A,B) is controllable and the system (A,C) where CTC = Q is observable,

then the ARE has a unique, positive definite solution M which minimizes Vinf when the control

law u = −R−1BTMx is applied.
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