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Abstract

The emerging field of soft robots has shown great potential to outperform
their rigid counterparts due to the soft and safe nature and the capability
of performing complex and compliant motions. Many are built, but the
designs are conservative and limited to regular shapes. The widely-used
fabrication method contains bulky pumps, tethered tubings, and silicone
elastomer that takes hours to fully cure. Control methods for soft robots,
both model-based and learning-based, are investigated, but none of them
is applied to soft robots with complex shapes. In this thesis, a set of tools
and methodology is developed for cables-driven soft robots, including 1) an
automated design system that generates optimal cable placement designs
given desired configuration, 2) a forward simulator that predicts the soft
body motion under cable contractions, 3) a fabrication pipeline that is
fast, low-cost, and accessible to non-experts, and 4) various algorithms
to solve inverse kinematics using finite-element simulation, supervised
learning, and reinforcement learning.
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Chapter 1

Introduction

1.1 Motivation

Robots bring convenience to human lives in automation, manipulation, navigation, etc.

and thus have been a popular research topic in 21st century. Most robots are restricted

to manufacture factories or research labs, but few go to human daily lives. These

robots are composed of rigid components and can be dangerous when interacting

with people. Therefore, for safety reasons, rigid robots are usually restricted to

strictly-defined open area. In contrast to rigid robots, soft robots possess great

advantages. Here we strictly refer soft robots to those that are made up of soft

materials. Due to its soft nature, soft robots can be safer and thus more interactive

with human. Another important advantage of soft robots is that they can perform

more complex motions than rigid robots. There are a lot of biological examples,

such as starfish, human tongue, elephant trunk, etc, that show this capability with

soft tissues. Therefore, soft robots have the potential of performing more dexterous

manipulation tasks and moving across unknown irregular terrains. Though plenty of

researches have been conducted on different types of soft robot, there is not yet a

single class of soft robot with well-developed design tools, fabrication method, and

control theory.

To build robots that can genuinely be immersed within human daily lives, robots

also need to be accessible to the public. In other words, they have to be low-cost and

easy to design, fabricate, and control. The cost of electronics has vastly decreased
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1. Introduction

nowadays and cheap motors and sensor modules are affordable to non-expert people.

Fabrication technologies have also evolved to democratize the fabrication process.

People can design rigid robots with free 3D computer-aided design (CAD) softwares

like SketchUp or Blender, fabricate with easy-to-use machine tools like 3D printers or

laser cutters, and control with cheap micro-controllers like Arduino or Rasberry Pi.

Soft robots, on the contrary, do not have these related tools that allow the public to

easily design and build a functional soft robot.

1.2 Challenges

Soft robots, though have shown great potential in application, remain challenging in

aspects including design, fabrication, and control.

First of all, soft robots’ capability of performing complex motions not only brings

a more complicated control problem, but also makes the design process even more

non-intuitive. For instance, a rotational motor joint of a rigid robot indicates its

motion space straightforwardly whereas the placement of actuators on soft robots can

be difficult to decide during the design process. Most soft robots developed in research

labs have regular non-interesting shapes, mostly geometry primitives[48][56]. Other

soft robots that have more appealing shapes or motions require expert knowledge of

material dynamics or huge amount of time for iterative design.

Secondly, different materials and fabrication methods for soft robots have been

studied, but they have different limitations. Silicone elastomers[48][8][56][31][26]is a

widely used material, but the long curing time and the need of oven can be undesirable

for fabrication. The fluidic actuation systems that often come along with silicone-

based soft robots can be impractical to build untethered soft robots, not to mention

the bulky compressor or dangerous tanks attached on the other end of tether cord.

Last but not least, soft robots, unlike rigid robots, do not have a set of well-

established theories for kinematics, dynamics, and control. When dealing with rigid

robots, we can build kinematics model using linkages and joints, perform inverse

kinematics, and compute force/torque propagation. But since soft robots do not have

discrete components and should be modeled using continuum mechanics, rigid robot

theories and strategies can not be transferred. More complicated control problem

such as manipulation is still an unsolved problem.

2



1. Introduction

1.3 Contribution

In conclusion, motivated by the great potential of soft robots and considering the

accessibility of the developed soft robots, we explore a novel class of soft robot-

cable-driven soft robots, and develop a set of related tools and methodologies, which

includes:

• An interactive design tool that generates optimal cable placement design based

on the desired motion given by the user

• A finite-element(FEM) based simulator that is physically realistic and real-time

• Fabrication method that is fast and easy to non-expert public

• Control method to perform inverse kinematics with different approaches: FEM-

based analytic solution, behavior cloning, and reinforcement learning.

With these tools, any non-expert public should be able to design, build, and

control a cable-driven soft robot of their own.

1.4 Thesis Outline

Chapter 2 summaries other people’s work related to soft robots in detail. Chapter 3

introduces the interactive design system, fabrication, and inverse kinematics using

FEM simulators for, but not limited to cable-driven plush toy robots. Chapter 4

improves the fabrication method to foam casting and compares other fabrication

techniques used in other papers. Chapter 5 focuses on learning-based control of

cable-driven foam manipulators to solve inverse kinematics and manipulation tasks.

3



1. Introduction

4



Chapter 2

Background

2.0.1 Design

Our design system is inspired by the considerable attention the research community

has given to the development of computational tools for designing physical surfaces.

Recent investigations, for example, represent surfaces using paper-craft models [23]

[36] and paper pop-ups [29][28], inflatable structures [49][51], wire-mesh sculptures

[17], flexible rod and curve networks [40] [61], procedurally-generated filigrees [11],

tensegrities [18], inextensible sheets with cut patterns that lead to auxetic behavior

[25], modular interlocking [52] or self-supporting primitives[53][58], and, closest to our

work, plush toys [22][38]. While these efforts are aimed at creating static depictions

of shape, the goal of our work is to create physical soft robots that are capable of

producing purposeful motions.

The challenge of creating physical robots that are specifically designed to produce

interesting motions is also fueling an active area of research. Design methods for

articulated characters [2][7], mechanical automata [9][14][54][62], and even walking

[35] and flying [15] robots have been recently proposed. While these works study

mechanical structures composed primarily of rigid body parts, the method we propose

considers soft physical systems that undergo large deformations. Consequently, our

work is most closely related to the methods introduced by [5] and [50]. The former

employs shape optimization techniques to control the deformations of a silicone skin

driven by an underlying animatronic system. The latter optimizes a distribution of

5



2. Background

soft and rigid materials, as well as external actuation forces, so that the deformations

of elastic characters match a set of input poses. In contrast to these methods, our

design system lets users author the motions of soft robots through an intuitive

posing interface that automatically computes contractions for embedded muscle-like

elements. While the motion is being authored, our design system also creates an

internal actuation system that will drive the motions of soft robots.

2.0.2 Fabrication

Please refer to Chapter 4 Section 4.6.

2.0.3 Control

Controlling soft robots can be a hard problem due to the complexity of the continuum

motion. Previous works have studied particularly the inverse kinematics problem for

soft robots that solves for the optimal actuation that drives the robot to a desired

configuration. The are two main categories: model-based approaches and data-driven

approaches.

In model-based approaches, the dynamics of the soft robot motion is formulated

using a physics model. [44] models catepillar-like soft robots as a series of extensible

linkages. Another model that is often used for tentacle-shaped soft robots is piecewise-

constant-curvature model[33][32][10]. For soft robots with arbitrary shapes, [16]

presents a real-time solution using finite element method(FEM). In this thesis, an

FEM-based solution to inverse kinematics is presented in Section 3.4, but we propose

a very different treatment of cable-driven control of soft robots which explicitly

computes the relationship between changes in cable contraction and the resulting

changes in deformed shape of the overall robot.

Data-driven approach is accomplished by learning a universal function approxima-

tor to represent the mapping between the deformation and the actuation. A neural

network is built to learn inverse kinematics on a cable-driven soft tentacle manipulator

with 2 degrees of freedom[20]. In Section 5.3, similar supervised-learning approach

is utilized on various 3D soft manipulators, including anthropomorphic and non-

anthropomorphic ones, with 10 degrees of freedom. Other than supervised-learning,

6



2. Background

we also include experiments and results using reinforcement learning algorithms to

compare the pros and cons between the two learning approaches.
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use
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Chapter 3

Cable-Driven Plush Toy Robots

3.1 Introduction

In this chapter, a set of related tools and methodologies for cable-driven soft robots

is presented, which covers the aspect of design, simulation, fabrication, and control.

A sub-class of cable-driven soft robot, cable-driven plush toy robot, is selected to

validate our work in this section. To build a functional cable-driven soft robot, an

interactive design software is required to help the user to explore the massive design

space of cable placement and to provide non-trivial winch-cable network design to

achieve the desired pose assigned by the user. A simulator can be useful to validate

and finalize the proposed design. The fabrication pipeline should be not only low

cost, but also accessible to non-experts. Last but not least, control algorithms are

necessary to pose the robot so that it matches the target desired pose.

This is a joint work with James Bern and Grace Kumagai and advised by Professor

Stelian Coros and Professor Nancy Pollard.

3.2 Fabrication

We present in this section the fabrication methodology for cable-driven soft robots,

which is inspired by [60]. Note that we have several desired requirements for the

fabrication method: The robot should 1) be mainly composed of soft material, which

9



3. Cable-Driven Plush Toy Robots

is not the case in [60] because a large internal rigid box occupies most of the space

in the torso 2) be able to deform easily . Moreover, the overall fabrication method

should be low-cost and easily-accessible to non-experts.

Plush toy, one type of soft material, serves as a good media for soft robots. First

of all, plush toys are so safe that kids are allowed to play them without much parental

supervision. What’s more important, if we want to build a friendly and lovely robot

that people want to interact with, plush toy robots have appealing appearances and

comfortable textures. Other than using plush toy as the main body, the fabrication

method utilizes cheap off-the-shelf components and 3D printed parts to actuate the

plush toy. An overview of the fabrication pipeline is illustrated in Figure 3.1

Figure 3.1: Overview of the fabrication process. Laser cut patterns (a) with pinholes
are sewn, inverted, and stuffed(b). In (b), we show all the components of the cable-
driven plush toy robot and tools needed. Stuffing of one limb is removed to show
its volume. A zipper is sewn to allow easy winch assembly. The cables are already
connected to the winch and the stoppers (in the bottom right) will be attached to
the end of the cables and requires screw driver(in the bottom left) to clamp it. (c)
shows a close look up of the cable pattern design and the actual routing.

3.2.1 Body

The main body can be any plush toy purchased online or in stores or it can be easily

designed and fabricated using our pipeline. To build a plush toy, we laser cut a

user-designed geometry as well as small pinholes out of felt fabric where we later

route the cables. Zippers can be sewn to provide easy access to embedded motors.

10



3. Cable-Driven Plush Toy Robots

The body is sewn together with all-purpose sewing thread and inverted to hide seams.

Lastly, polyester fiber filling is filled inside the fabric skin.

3.2.2 Cables

Cables are routed throughout the laser cut pinholes with one end attached to an

internal winch and the other end attached to a stopper or a knot. Here we use braided

fishing line due to its strong tension and low friction. These factors should be kept in

mind when choosing the cables as low tension cable breaks when large motor torque

is applied and high friction cable hinders the recovery motion which is solely powered

by the elasticity of the main body.

3.2.3 Internal Winch

Figure 3.2: An internal winch should include a geared DC motor, a spool attached to
the shaft of the motor, and a housing that collects all the cables.

An internal winch, illustrated in Figure 3.2, is the core element of our actuation

system. It contains a geared DC motor, a spool attached to the shaft of the motor,

and a housing that is mounted on the motor body. Every cable should be collected

into internal winches in the way that it first goes through a channel on the housing

and then being routed on the spool. One internal winch can collect multiple cables

to reduce the mechanical complexity, but the control of these cables will be coupled.

Internal winch is the only rigid part, but can be deeply embedded within the soft

body.

11



3. Cable-Driven Plush Toy Robots

3.2.4 Stoppers

Figure 3.3: The 3D printed adjustable clamping stopper allows easy assembly and
fast adjustment. The screw holds the two pieces of the clamp stopper. When screwed
tightly, the stopper seizes the cable inside the slot without slippery.

When the spool rotates without stoppers, the cables would be pulled all the way

through out the pinholes and eventually detach from the fabric skin. The simplest

mechanism of a stopper is a knot at one end of the cables, but there are still chances

that the entire knot is pulled through the pinholes. Buttons were considered, but the

labor of tying them with cables can be time-consuming and labor-expensive. A 3D

printed adjustable clamping stopper, shown in Figure 3.3, is designed to allow easy

assembly and fast adjustment. Adjustment is a necessary step when calibrating the

cable routing after they are attached to the internal winches.

3.2.5 Cable Sheath

There are designs that we do not want certain regions of the plush toy to deform.

For example, we want only the limbs bending on a humanoid plush toy which the

internal winch is placed in the center of torso. In such case, we would like to avoid

deformation on regions between the limb and the torso. To fulfill this deformation,

cable sheaths, shown in Figure 3.4, are incorporated. They work similar to bowden

cables, fix the length of the cable between the two ends, and thus prohibit cable

contraction within the region. Here we use flexible PTFE tubes.

12



3. Cable-Driven Plush Toy Robots

Figure 3.4: Cable sheaths are used to prevent undesirable deformation in particular
regions. When all deformations happen far away from the winch, all cables coming
out from the winch need to be shealthed.

3.3 Modeling and Simulation

In this section, we present a forward simulation model that predicts the deformation

of cable-driven soft robots. With the simulation, the users are able to explore the

massive design space and workspace of a soft robot without spending time and effort

to actually fabricate and test it.

The underlying physics of soft body motion is basically principle of least total

energy. In other words, the configuration of the soft robot x∗ under cable contraction

α is defined by the minimum of total energy E(x, α), which is the sum of the overall

deformation energy of the robot Eplush, conservative energy stored in the cable Ecable,

pin energy stored at the fixed base Epin, and kinetic energy of the robot Ek. This

can be formulated as an optimization problem given by

x∗ = argmin
x
E(x, α) (3.1)

E(x, α) = Eplush + Ecable + Epin + Ek (3.2)

The gradient of energy with respect to the position of a node xi gives us the force

on that node and the Hessian of energy is the force Jacobian.

13



3. Cable-Driven Plush Toy Robots

Fi = −∂E
∂xi

for E = Eplush, Ecable, Epin

∂F

∂x
= −∂

2E

∂x2
for E = Eplush, Ecable, Epin

The gradient of the kinetic energy is the nodal momentum, and the total energy

equation 3.2 is equivalent to the total force equation:

F (x, α) = Fplush + Fcable + Fpin + p

, where p is the vector of momentum of each node.

In daily application where the contraction speed of the cable is low, quasi-static

assumption can be made and the kinetic energy of the soft robot is set to zero. This

static simulation skips the transient response of the soft body motion and directly

solves for static equilibrium pose. On the contrary, dynamic simulation should be

used when we care about the transitory motion before the robot reaches equilibrium.

For example, if we want to simulate contacts between a soft body and other objects,

dynamic simulation should be used.

To solve for the least energy configuration of the soft robot using the optimization

in Equation 3.1, Newton’s method is used for the reason that gradients and Hessians

of each energy can be efficiently pre-computed with explicit equations.

3.3.1 Deformation Energy

The soft body motion is modeled using finite element method. The body of the soft

robot can be discretized into finite elements by triangulation for 2D meshes or tetra-

hedralization for 3D meshes. In this chapter, we create examples only in 2D whereas

3D examples are shown in Chapter 4 and 5. The initial un-deformed configuration of

the soft robot is denoted as rest pose X whereas deformed configuration, given the

cable activation α, is denoted as pose x. Both X and x store positions of every mesh

node in a vector.

In continuum mechanics, the deformation gradient F of a finite element e can be

14



3. Cable-Driven Plush Toy Robots

computed by F = ∂xe

∂Xe = dD−1. d stores the edge vectors of the finite element under

deformed pose and D stores the edge vectors under rest pose, i.e. di = xei − xe0 and

Di = Xe
i −Xe

0 with i denoting the node index in an finite element. Neo-Hookean

material model is chosen to model the soft plush toy body and the equation of energy

density is given by

Ψ(x,X) =
µ

2
tr(FTF − I)− µ ln J +

κ

2
(ln J)2

where µ and κ are the Lamé parameters, I is the identity matrix, and J = detF .

The total deformation energy of the soft body can be computed by integrating the

energy density over its domain, and in finite element formulation the integration is

simply summing all contributions from every finite element.

3.3.2 Cable Energy and Winch

We consider cable as a piecewise linear curve that connects a sequence of cable points

xs, x1, ..., xn, xt inside the mesh, where xs and xt are the starting point and end point

respectively and in between are called via points. For any arbitrary pose x, the length

of a cable is

l(x) = ||xs − x1||+
n−1∑
i=1

||xi − xi+1||+ ||xn − xt|

In our model, we consider the entire cable to be frictionless, and thus the cable

energy is only dependent on the positions of all cable points. There’s no requirement

that the cable points need to fall exactly on mesh nodes. Any arbitrary point inside

a finite element can be parametrized by Barycentric coordinates with respect to

the nodes of the outer finite element. Figure 3.5 illustrates some examples of cable

placements.

We model each cable as a unilateral spring which energy is piecewise C2 polynomial.

Instead of e.g. using hard constraints to enforce to enforce cable lengths, we set the

cable energies as soft constraints. The contraction of a cable α is the difference in

cable length between current pose x and rest pose X, i.e. l(X)− l(x). We assume at

rest pose, all cables store zero energy and have zero slack. Given cable contraction α,
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3. Cable-Driven Plush Toy Robots

Figure 3.5: Possible placement of a cable. It can be made up of at least two nodes.
Multiple cables are are bundled together at the winch.

the cable energy U(α) is defined as

U(α) =


0, α ≤ −ε
K
6ε
α3 + K

2
α2 + Kε

2
α + Kε2

6
, −ε ≤ α ≤ ε

Kα2 + Kε2

3
, otherwise


and plotted in Figure 3.6. K is the spring constant, and epsilon is a small constant that

specifies the range of cubic region which smoothly interpolates between 0 (meaning

no energy stored when slack) and quadratic equation(modeled by Hooke’s Law). The

tension τ of a cable is given by the derivative of the cable energy with respect to

contraction α , i.e. τ = ∂U(α)/∂α. When a winch reels in (or lets out) a cable, the

contraction α increases(or decreases). In cases where a winch collects multiple cables,

these cables share the same contraction value.
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3. Cable-Driven Plush Toy Robots

Figure 3.6: Cable energy curve consists of zero on the left, quadratic energy on the
right and cubic interpolation in between.

3.3.3 Pin Energy

Pins are placed on points inside the mesh to anchor the soft robot. We model pins as

zero-length springs which energy is given by Epin = 1
2
Kpin||xpin − xi||2, where Kpin is

a large spring constant, xi is the position of the node that is anchored to xpin. The

pins are assigned by the user and different pin placements will result in different soft

robot motions.

3.4 Inverse Kinematics for Soft Bodies

In this section, an inverse kinematics solution for controlling the soft robot is presented

based on the static simulation mentioned in the previous section. Inverse kinematics

problem is to solve the desired cable contraction to reach some target pose given by

the user. The key insight is that the quasi-static assumption made in static simulation

establishes a relationship between the pose of the soft robot and the contractions for

the cables.

The proposed control scheme is illustrated in Figure 3.7. Through a graphical user

interface visualizing the static simulation, the user can specify the desired target pose

with drag and drop interaction - dragging nodes on the simulated soft robot mesh

and drop them at desired target positions. The desired contractions for achieving the
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Figure 3.7: The user specifies the desired pose through a graphical interface and the
physical soft robot poses accordingly in real time.

target pose can be computed by minimizing an objective function O,

α∗ = argmin
α
O(x;α)

The computed contraction is passed to the physical soft robot through serial com-

munication in real time. An interesting observation of our method is that we do not

need to wait until the optimal solution is solved. The intermediate contraction steps

can form a reasonable trajectory of motion that ends up at target pose.

To express our objective, which is setting the simulated node positions x to desired

positions x′, we can formulate our objective function as

O(x;α) =
1

2
(x− x′)Q(x− x′)T

where Q is a diagonal matrix that encodes whether a node is given a desired target

position or not. This objective function penalizes any deviation of node positions

from the target positions.

To solve our optimization problem ithsimple gradient-based approach, we need to

compute the gradient of the objective function with respect to contractions, which

can be decomposed using chain rule:

∂O
∂α

=
∂O
∂x

∂x

∂α

where the first term can be trivially computed while the second term is unknown.
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To solve for the second term ∂x
∂α

, the quasi-static assumption is used to provide the

relation between x and α. The mathematical form of this assumption is basically the

sum of all forces is zero-

F (x, α) = Fplush + Fcable + Fpin = 0

The total derivative of the above equation gives us

dF (x, α)

dα
=
∂F

∂α
+
∂F

∂x

∂x

∂α
= 0

The first component ∂F
∂α

only considers the cable forces as they are the only forces that

depend on contractions. By rearranging, we can express cable forces with contractions

Fcable = Aα and substitute A into ∂F
∂α

. From the definition F = −∂E
∂x

, the coefficient
∂F
∂x

= −∂2E
∂x2

is the negative of Hessian. Plugging in the two terms gives us

∂2E

∂x2
∂x

∂α
= A

The Jacobian ∂x
∂α

can be solved numerically and then the gradient of the objective

function can be computed. We solve iteratively the desired contraction with inverse

kinematics and the corresponding pose with forward simulation.

3.5 Winch-Cable Design Automation

In this section, we build a design tool that automatically generates a physically

realizable winch-tendon network given some target poses. The pipeline is illustrated

in Figure 3.8. This design task can be non-trivial as it requires iterative design to

explore different winch-cable networks and validate them. This can be very difficult

especially when the target pose is complex and non-trivial.

Our design process is inspired by muscular hydrostats - a biological structure

composed of only muscles without skeleton support. There are examples of this

kind of soft structure performing complex motions, such as elephant trunks, human

tongue, starfish, octopus, etc. These tiny muscles (here we call them muscle-fibers)

can activate independent to each other and the large degree of freedom is the key to
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Figure 3.8: Our design tool bridges the gap between desired motion and realizable
winch-cable network. The input is the rest pose of the soft robot. After the user poses
the soft robot to desired target pose, our system automatically discovers a realizable
winch-cable network that generates an approximation of the target pose.

performing complex motions. Unfortunately, a mechanical system of this complexity

is not realizable. Simulations, however, are not bound to fabrication constraints.

Our approach starts with simulating soft robot as if it has many such independent

muscle-fibers, observes the co-activation pattern of the muscle-fiber network, and

extracts physically realizable winch-cable network composed of muscle-fibers that

contribute most to the motion.

We consider a muscle-fiber network that matches our finite element discretization,

and thus each finite element represents a muscle-fiber. After the user set the desired

target pose, a co-activation pattern, called activation graph, can be constructed based

on the tension value in each finite element. The activation graph provides us how

much contribution each muscle-fiber made to the pose, as shown in Figure 3.9 (a).

A thresholding process can be done to greatly reduce the amount of candidate

muscle-fibers that will be selected to finalize our winch-cable network. The activation

graph after thresholding is illustrated in Figure 3.9 (b). We start with the muscle-fiber

that has the largest tension and extend the muscle-fiber by connecting the nearest

muscle-fiber candidates that are sufficiently close. The result of this joining process

is called winch-tree, as shown in Figure 3.9 (c). Several parameters can be explore to

generate different results, such as maximum amount of candidate muscle-fibers after

thresholding, maximum allowed distance for a muscle-fiber to be connected to the

winch-tree, maximum amount of connection steps, etc.

At this point, we are left to decide where to place the winch and how many of
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these winch-trees are finalized as cables. It can be difficult to assemble if too many

cables are collected in a single winch. Our approach is to linear search all possible

winch placements and select the best winch-cable network based on a score function

and simple heuristic with the concept of ”total contraction”. The total contraction of

a candidate cable is the sum of all tensions of all the muscle fiber along the cable. A

single winch with multiple cables will have multiple corresponding total contractions.

Based on the heuristic, we want to find the winch-cable network that contributes

most to the motion and thus has the greatest mean total contractions. Furthermore,

we also want to penalize the variance of total contractions for the reason that all

cables collected into a single winch share the same contraction. From these two

heuristic, a reasonable score function is φMean(T ) + (1− φ)V ariance(T ), where φ is

a user-tunable parameter in range [0, 1]. The final winch-cable network generated by

our design system is shown in Figure 3.9 (d).

3.6 Results

We used our design system to generate six cable-driven plush toy robot designs, four

of which are fabricated and controlled with our inverse kinematics method. Table 3.6

summarizes the specifications and the figure indices of the designs.

muscle fibers target constraints winches cables fabricated Figure

robot 414 8-11 2 6 X 3.8

pig 571 2 1 2 X 3.10

E 442 6 1 3 X 3.11

S 276 4 1 2 X 3.12

puppy 307 3-6 3 3 3.13

squid 429 4-8 8 11 3.14
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Figure 3.9: Process of extracting realizable winch-cable network from activation
graph.

3.7 Discussion

3.7.1 Comparison between Fabricated Robots against

Simulation

In all the result figures, the deformations of the fabricated robots match those in the

simulation. Nonetheless, differences exist for two reasons. Firstly, in our model, no

friction is considered between the cables and the fabric skin nor between the fabric

skin and the ground surface the robots lie on. Secondly, serious hysteresis effect

in motion can be observed on the fabricated robots. In other words, they do not

perfectly recover to the rest pose when all the cables are released. This is due to the
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Figure 3.10

Figure 3.11

fact that the polyester filling can clump and rearrange in an irreversable way when

compressed too much. Based on this observation, foam-based stuffing is explored

in Chapter 4. Other approaches can be taken to alleviate this effect, such as using

low-friction cables and fabric skins.
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Figure 3.12

Figure 3.13

3.7.2 Future Work

Though the concept of our design system is to generate the best winch-cable network

according to a specific target pose, a combination of multiple winch-cable networks

can form a complex motion space. Figure 3.13 shows a sequence of different poses

making up a complex locomotion. We also find that in practice the more complex

the winch-cable network is, the less likely it can be reused for other motions. An

interesting future work is to explore the winch-cable design with respect to the motion
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Figure 3.14

space. For instance, if the user has several target poses to reach, what is the least

amount of winch-cable networks that are required to reach all poses and how much

more design space a new winch-cable network can provide?

3.8 Summary

In this chapter, we present a set of universal tools and methodologies for cable-driven

soft robots. It includes a cheap public-accessible fabrication method, finite element

based simulator to forward simulate the motion, a method to solve inverse kinematics

based on the simulation, and a design system that outputs the optimal winch-cable

design for target poses.
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Chapter 4

Cable-Driven Foam Casting

Robots

4.1 Introduction

The scope of this thesis falls in a broad class of cable-driven soft robots. Plush toy

robot is only an instance of this class. In this chapter, we would like to present another

subclass of robot that also belongs to this class. The need comes from the fact that

plush toys have undesired non-negligible hysteresis defect. Without including it into

our method, this defect is bearable only when the approximation of the motion is of

interest. For instance, entertaining or companion robots often do not need to perform

precise control to fulfill their purpose, such as dancing, non-contact interaction, etc.

However, a huge part of robotics application, like locomotion and manipulation,

requires high precision. Building upon the structure of plush toy robots, we use a

foam body to replace the stuffing that causes the hysteresis defect, and we call these

robots foam robots. Thought the fabrication pipeline is the same for other shapes, to

later explore the precise control problem, an anthropomorphic foam hand , which

takes the shape of a human hand, is built. For convenience, We call this robot foam

hand later throughout this thesis.

This is a joint work with Jonathan King who helped experiment on the fabrication

pipeline.
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4.2 Fabrication

An initial rest pose needs to be determined at the beginning. For the foam hand,

a neutral pose between fingers full extension and flexion is chosen. Different rest

poses should be considered along with the range of desired motions. To duplicate

the hand shape, the user keeps their hand in the rest pose in a bath of alginate until

the alginate fully cures. Advantages of using alginate are 1) it cures in less than 5

minutes during which human hand needs to be posed still, and 2) it is safe for human

skin exposure. Then the hand is removed and a plaster of paris positive is poured and

allowed to cure for several hours before demolding. The end result is a high-fidelity

plaster of paris replica of the human hand shape in the rest pose. This plaster of

paris casting is only needed to prevent human hand posing fixed for long hours, so if

the initial rest pose of soft robot comes from other physical objects, we can skip the

steps in this paragraph.

Then using this plaster of paris replica, object of the rest pose shape, or a 3D

printed object from a CAD design, we build a 2 piece silicone (Mold Max 30 ) mold.

Silicone mold is required because alginate molds are sensitive to aging, temperature,

and humidity. Unless only one foam robot is needed, we recommend using silicone

mold. The 2 piece silicone mold is created with traditional method:

1. Surround one half of the object with clay

2. Pour the silicone to form the first half of the mold and let it fully cure

3. Turn the mold over and remove the clay

4. Pour the silicone to form the second half of the mold and let it fully cure before

demolding

The curing time for the silicone we use is 24 hours but the process can be sped up

to 6 hours under 60◦C in oven. Degassing the silicone mold in vacuum chamber to

eliminate air bubbles does not affect the functionality of the mold. The fabrication

steps for making the alginate mold and silicone mold for foam casting is summarized

is Figure 4.1.

Once we have a mold, foam can be casted by mixing the the two part urethane

foam compound (FlexFoam-iT! R©X ) with a household electric egg mixer and pouring

the mixed liquid into the mold. The foam can be fully cured within 2 hours under
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Figure 4.1: Fabrication Process: 1) Cast of human hand in alginate, 2) Remove hand
from alginate mold, 3) Pour plaster of paris into alginate mold and allow to cure,
4) Carefully remove plaster of paris cast from alginate mold, 5) Cover one half of
plaster of paris hand with clay and the other half with silicone, 6) Remove clay, apply
mold release agent to silcone and fill second half with silicone, 7) Remove the plaster
of paris hand from two part silicone mold and clean the mold, 8) Use the two-part
silicone mold to cast foam hands, 9) Final result.

room temperature. The silicone mold costs approximately 100 US dollars and the

foam core only costs a few dollars each. The fabrication steps have to be easy and

fast and the ingredients have to be cheap for soft robots to be widely used among

researchers or even the non-expert public.

The final step is to put the foam core inside a fabric skin on which, similar to

making plush toy robots, we sew cables. For human hand shape, off-the-shelf knitted

gloves can be used. For other complicated shapes, sewn knits from cut fabric or

eventually by automatic digital knitting process [34] can be used. One extra step is

to apply additive spray (3M Super 77 ) to prevent slipping between the foam core

and the fabric skin. Cable placement patterns can be designed by the user or by

the automatic design system introduced in Section 3.5. Though the motors can be

embedded into an empty chamber inside the foam core, we mount the motors away

from the soft robot for convenience and extend the cables sheathed with PTFE tubes

from the motor winches to the end point of the cable designs. An acrylic base is built

to fix the positions of the motors and the PTFE tubes. Figure 4.2 shows two complete

setups of the foam hand. The setup on the right is designed to allow convenient
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replacement to different foam cores.

 

Tendon (x10) 

Servo (x10) 

PTFE Tube (x10) 

Acrylic 

Base 

Winches (x10) 

Figure 4.2: Assembled foam robots with different setups.

4.3 Compatibility to Design Tools

In Chapter 3, we present a set of tools that help users design winch-cable networks,

forward simulate soft robot motions and solve optimal contractions using inverse

kinematics. These tools are based on the finite element simulation of the soft robot,

which requires a mesh model.

Soft robots originally designed by CAD software are cast in molds built with 3D

printed objects and the digital CAD model and be directly imported into the simulator.
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As for soft robots cast in molds built with physical objects, digital representations

of such objects need to be created. With 3D reconstruction technology, this is

accomplished by taking 50 photos uniformly around the static object and upload

them to a software called Autodesk ReMake, which outputs a surface mesh of the

object in .stl format. This surface mesh is then fed into TetGen to create a solid 3D

finite element mesh that can be imported into the simulator. It should be noted that

for systems with limited computation power, a simplified mesh can be created with

MeshLab. Figure 4.3 shows a comparison between the 3D reconstruction of a human

hand and the corresponding finite element mesh which contains 916 mesh vertices

and 3030 finite elements.

Figure 4.3: Left: Scanned hand using AutoDesk ReMake and 50 photos. Right:
Finite element mesh imported into the simulator

4.4 Fabricated Results

Three foam hands are built using the above fabrication pipeline, two of which are

anthropormorphic foam hands with different rest poses and cable patterns, and the

other one is a non-anthropormorphic foam hand designed with CAD software. They

are shown in Figure 4.4. The left foam hand in a cupping pose is our first design

which cables are placed intuitively. The middle foam hand has an initial rest pose

31



4. Cable-Driven Foam Casting Robots

of extended fingers to fully make use of the range of motion. It also uses a different

cable pattern on the thumb because the human thumb has a distinct motion space

from the rest of the fingers. Figure 4.5 shows the improvement in thumb mobility by

changing the cable pattern. The right foam hand is designed by CAD software and

has a similar shape to industrial four-fingered robot grippers. In Figure 4.6, we show

that the poses in simulation matches the poses on a physical robot given the same

cable contractions.

Figure 4.4: Rest poses of three foam robots. From left to right: 1) Anthropormorphic
hand in a cupping pose; 2) Anthropormorphic hand in extended pose; 3) Non-
anthropormorphic hand in caging grasp pose.

4.5 Capability of Foam Manipulator

In this section, the capability of the foam robot hardware is evaluated without

intelligent control strategy. We offer the user a graphical rotating knob as well as

an input text box to set the motor positions which are linearly mapped to cable

contractions. After motor positions are set, the motors will reach the input positions

according to its velocity profile. The users can set motor positions one at a time or

save several combinations of motor positions as keyframes. These keyframes will be

linearly interpolated to form a smooth motion trajectory once the users hit the run

button.
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Design 1 Design 2

Figure 4.5: Cable patterns affect the motion space of the foam robots. In Design 2,
the calbe patterns on the thumb is designed for more realistic motions.

4.5.1 Grasping

All foam hands shows capability of grasping, and the two anthropormorphic foam

hands can mimic human grasps. Figure 4.7 shows some example grasps using three

different foam hands. It is worth noting that the precision grasp shown in the middle

can be hardly achieved by rigid robots or other types of soft robots. We attribute

this capability not only to the compliance of the soft foam, but also the complex

shape of the foam hand.

4.5.2 Strength of Grasps

One common concern about soft robots is the lack of stiffness to resist disturbances.

To test this capability, the object is pulled away from the grasp of foam hand. A spring

scale is attached to the object to measure the disturbance force. The experiment

results are shown in Figure 4.8. The anthropomorphic hand can resist 250 gram of

disturbance force while the non-anthropomorphic hand can resist up to 600 gram of
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Figure 4.6: On the upper row shows the poses designed in the simulator. On the
bottom row are the poses of the physical foam hand using the same contraction.

Figure 4.7: Demonstration of static grasping with a glue bottle (left), a screwdriver
(middle) and a box cutter (right).

disturbance force. This capability can be further enhanced by improving the shape of

the foam hand, the cable patterns, and the material of the fabric skin which affects

friction forces.

4.5.3 Manipulation Task

Besides grasping, the foam hands are also capable of performing complex manipulation

tasks, even with simple keyframe-based position control. Figure 4.9 shows a sequence
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Figure 4.8: The strength of grasps was measured by pulling on a tennis ball under
power grasp until failure.

of images of manipulation tasks performed by different foam hands. These manipu-

lation tasks are difficult due to the need of fine balance, continuous contacts, and

moderate forces to provide friction and counter-gravitational support. The advantage

of soft robots is amplified in these dexterous manipulations and it can be difficult

for rigid robot counterparts to accomplish these tasks with position control or force

control.

Given the complex shape of the foam hand and the large cable pattern design

shape it has, different strategies can be used to perform the same task. Figure 4.10

shows how three different foam hands can rotate a ball. Rigid robots with limited

degree of freedoms or soft robots with simple geometry does not have this large and

redundant motion space to accomplish the same task with multiple strategies.
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Figure 4.9: In-hand manipulation sequences of three foam hands. Top: Lateral Grasp
Transition. Middle: Rocking Motion. Bottom: Utility Knife Spinning.

4.6 Comparison with other types of Soft Robots

It is important to know how foam robots are compared to other soft robots in

the aspects of actuation, material, and fabrication. This section also serves as the

Fabrication Section in Background Chapter.

4.6.1 Actuation

There are three main categories of actuation systems that are commonly used for

actuating soft robots: electro-active polymer(EAP), fluidic actuation, and variable-

length tendons [27].

First proposed by Wihelm Rontgen in 1880s, EAPs are polymers that performs

size or shape changes under electric field and can be categorized into electronic EAP

and ionic EAP [24]. The main difference is that the requirement of the activation

electric field is higher for electronic EAP. Ionic polymer-metal composite(IPMC), a
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Figure 4.10: Three distinct foam hands performing precision in-hand manipulation
(twisting a ball).

type of ionic EAP, can perform large deformation with relatively low electric field and

thus is safer and more efficient. Some disadvantages of EAPs include requirement of

encapsulation in open air or underwater environment. Though it is expected that

patterned IPMC can provide multi-degree of freedom motions[27], current IPMC

studies have only explored simple bending motion [21][37] due to the fact that IPMC

works in the cantilevered form[3]. This largely restricts the motion space provided by

a single actuator and thus complicates the actuation systems.

Fluidic actuation, which is widely-spread and has most reports on successful appli-

cations, can be either pneumatic or hydraulic. An early version of pneumatic actuator

is the pneumatic artificial muscle(PAM), also known as McKibben actuator[13]. It is

composed of deformable elastomer tubes wrapped with fiber sleeves. A more popular
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type of fluidic actuator is fluidic elastomer actuator, also known as Pneu-Nets(PN).

PN creates deformation by expanding embedded channels with pressurized fluid. Un-

fortunately, what is usually not shown in photos of these fascinating fluidic-actutated

soft robots is the air compressor. It takes a lot of space, generates heat over time,

and has continuous vibration. A recommended air compressor for beginners on [4]

can weights 2.4 lb and has volume of 5.9”× 2.1” × 4.5”. This inevitable limitation

forces the robot to be tethered with tubings and restricts the mobility. Furthermore,

it conflicts the major advantage that robot components are soft and safe. Such

fluidic-actuated robots are also fatal to leakage. Another fluidic actuation is achieved

by combustion power[55] or gas-generating chemical reactions[39]. These sources of

power, if not safely designed, can be dangerous to non-expert public.

Variable-length tendons are embedded in the soft body to exert controlled force

and generate deformation to a certain segment. [47][31][26] uses shape memory

alloy(SMA) as actuators. SMA has an advantage that the actuator itself is soft, but

it is not readily developed yet due to the defects in expensive price, poor fatigue

property, and slow cooling speed [46]. Before these challenges are solved, SMA is

not considered as a satisfactory actuator. Embedded cables controlled by spooler

motors are also commonly used for actuating soft robots[8][12][60]. This technique

is chosen to be more desirable over all other methods. Conventional motors are

well-studied and heavily-used and many off-the-shelf hobby motors are cheap and

accessible to non-expert public. Though rigid, motors are usually small enough to be

deeply embedded into soft bodies.

4.6.2 Material

Here we compare flexible foam with silicone, rubber, granular materials, and air when

used as the main material for building soft robots.

The most commonly used materials for building soft robots are silicone and

rubber due to their soft nature[48][8][56][31][26]. [48] uses a mixture of silicone-based

materials, Ecoflex 00-30 Smooth-On Inc. and polydimethylsiloxane(PDMS, Sylgard

184, Dow Corning) as the main body of their soft quadrupedal robot. Here we

specifically compare them with the flexible foam(FlexFoam-iT! X, Smooth-On Inc.)

we use. Table 4.6.2 summarizes some crucial material properties and fabrication

38



4. Cable-Driven Foam Casting Robots

parameters. Though foam robots also require a silicone mold, the cure time for

foam casting is a lot shorter than silicone casting and doesn’t need oven for high

temperature. Moreover, in terms of specific gravity, which the lower the better and

safer, foam of the same volume can be six times lighter than silicone and PDMS.

Cure Time
Specific Gravity

(g/cc)

PDMS 48 hrs @ 25◦C 1.03

Ecoflex 00-30

4 hrs @ 25◦C

+ 2 hrs @ 80◦C

+ 1 hr @ 100◦C

= 7 hrs in total

1.07

FlexFoam-iT! X 2 hrs @ 25◦C 0.16

Granular materials is a common media to create variable stiffness mechanisms.

This mechanism exhibits high strength in jammed state and allows the granular media

to flow in unjammed state [6] [12]. Various granular materials are used and tested

in [12] to evaluate their material property under compression load and their result

is shown in Figure 4.11. They concluded that grounded coarse coffee bean is the

most ideal media since its stress-strain curve shows a plateau region and thus stiffer

behavior under compression. They also stated that flexible foam behaves similarly

to sawdust, which locally collapses before densifying to become a solid mass. For

soft robot application, flexible foams are more preferred because the stiffness(i.e.

compressive modulus) of coffee bean in both jammed and unjammed state are larger

than that of flexible foams. This property for grounded coffee bean is computed

by multiplying the density and the effective compression modulus per density both

given in the paper 445kg/m3 × 6.8kN − m/kg = 3026kN/m2 = 3.026MPa while

the effective compressive modulus of a flexible foam with a similar density of 0.24 is

77psi = 0.531MPa given in [42]. These granular media also have a larger density of

0.445g/cc as well as hysteresis effect, similar to polyester fiber stuffing used in Chapter

3 and [60], due to the positional rearragement of particles.

Inflatable robots can be viewed as soft robot which main body is air encased in

a soft boundary skin[43]. The work uses thermal welding machines to seal straight

seams on plastic films. Hot air welding machine is also suggested to fabricate curved
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Figure 4.11: Compressive stress vs. strain data for the grains tested. [12]

seams. However, these machines are expensive to buy and not accessible to public

individuals. An alternative and more accessible approach is heat sealing, which

uses any heat sources(steam iron, soldering iron, hot air gun, etc.) to meld and

external forces to seal the plastic films. This seemingly trivial method turns out to

be difficult for untrained people. Figure 4.12 is an inflatable robot built with the

alternative method. The imperfect seams results in unappealing appearance as well

as rough surfaces. Other than fabrication difficulty, inflatable robots are fatal to air

leakage caused by long-period operation or penetration. Without holding enough

air inside the bladder, no longer can it maintain its shape. Due to the light weight

of inflatable robots, they lack the resistance against perturbations and capability

to maintain stability. For human robot interactions, the tactile touch of foam (for

example, a household foam pillow) is more preferred than that of air bladder (likewise,

an inflatable travel pillow).

After comparing multiple materials used in fabricating soft robots, we can conclude

that foams possess advantages of porous structure like granular media and light weight

like inflatable robots. It is also cheap, fast and easy to fabrication, and available in

multiple stiffness and densities.

4.6.3 Fabrication

Taking the advantage of advancement in rapid fabrication techniques, researchers

have created many soft robots of different kinds. 3D printing is a powerful and
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Figure 4.12: An inflatable robot built using solder iron for sealing the plastic cloth.

widely-used technology to generate physical objects given digital designs. It can be

used to print plastic molds for silicone casting [31] as well as the body of the soft

robot using soft materials[57]. Molding and casting is simple and common when

using soft materials such as silicone rubber or flexible foam[48][8][56][31][26]. Soft

lithography [59], a technique used to create multi-gait soft robot[48], enables complex

patterns to be created on polymer materials, which can be served as channels for

fluidic actuation systems.

4.7 Summary

In this section, we improve the hysteresis effect of plush toy by introducing foam

robots. The fabrication pipeline of foam robots is fast, low cost, and accessible to

non-experts and the design tools developed in Chapter 3 are compatible to foam

robots. We demonstrate fabricated results with capability of complex motions and

manipulations under manual control. Finally, we compare our fabrication method to

previous works.
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Chapter 5

Learning-based Control on

Cable-Driven Foam Manipulator

5.1 Introduction

In Section 3.4, we present an inverse kinematics(IK) solution for cable-driven soft

robots based on finite element simulation. However, in real-world applications, finite

element simulation may not always be accessible, especially to non-experts. For

instance, a user is given a soft robot and would like to control it right away. Without

a simulator, the previously proposed solution is no longer valid. Instead, with data-

driven approach, we can use learning-based approach to learn a model that takes

desired configurations as input and outputs corresponding actuations. Two types of

learning are experimented in this section. One is supervised learning and the other

is reinforcement learning. Both techniques have shown successful performance in

similar cases. Supervised learning is applied to solve the IK on a simple 2 degree of

freedom tentacle-shaped soft manipulator in [20] and [19]. Recently, [41] has reported

successes in using reinforcement learning to solve IK and manipulation tasks on a

rigid robot arm and a rigid robot hand. Both techniques will be applied for solving

IK on our cable driven foam hands.
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5.2 General Formulation: State, Action

In this section, we formalize some common terms later used in the thesis. The soft

robots on which we apply our control methods are the three foam hands in Figure

4.4.

States: The state of the foam hand fully represents the deformation of the

current pose and is denoted as s. Feature points are selected at each finger tips

and their positions in 3D space are concatenated to form the state. Take our

anthropomorphic foam hand as an example, we have a total of five fingers and

therefore s = [s1, s2, s3, s4, s5] and thus the dimension of input is 15. More feature

points can be selected to provide finer representation of the deformation, but here

only the five finger tip positions are considered.

Actions: The action a, unless specifically denoted, is not an incremental step,

but the absolute continuous cable contraction, which is linearly normalized to [-1,

1]. Note that this definition breaks the dependency of the policy on current state in

inverse kinematics(IK) tasks. That is, the absolute action will pose the foam hand to

a unique pose regardless of the initial pose.

5.3 Deep Inverse Kinematics Model

5.3.1 Introduction

We first explore using a deep neural network to learn the IK on the foam hand using

supervised learning. Two situations are considered. In the first situation, a neural

network model is trained in simulation. The trained neural network can be later

distributed to many non-expert users and the users can control their soft robot of the

same design simply by forward propagating the neural network. The other situation

has no access to simulator and the only data we can collect is from the physical

robot. The former learns in simulation and the latter learns on real robots. The main

difference comes from the difficulty in collecting data in real world, which can be

laborious and time consuming. Therefore, different models are proposed to deal with

different sizes of training data available.
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5.3.2 Learning in Simulation

In this subsection, the finite element mesh of the anthropomorphic hand with rest

cupping pose, shown in 4.3, is used to validate our method.

The IK problem can be formulated into a supervised learning problem with data-

driven approach. By randomly sampling different cable contractions and running

forward simulation to obtain the resulting poses, we can collect a database of actions

and resulting states. Figure 5.1 visualizes these sampled poses. A deep IK model

can be built with a feed-forward neural network(FNN) whose input is the resulting

states and output is the actions. The FNN will fit the inverse mapping from resulting

states to the corresponding actions by minimizing the mean squared loss and during

testing, outputs the corresponding cable contraction(action) given the desired target

pose(state). Note that starting pose does not matter to the process because the

output action, which is not incremental but absolute cable contractions, determines

the resulting pose independent to the starting pose.

Figure 5.1: Visualization of fingertip positions of the randomly sampled poses.

The neural network we use with supervised learning, shown in Figure5.2, has four

intermediate layers with 30 units each and ReLU non-linear activations. The output

activation is tanh(x) activation to match the action range [-1, 1]. Arbitrary amount
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of randomly sampled data is fed into the network and is trained with 300 epochs,

batch size 20, and Adam optimizer. In this work, we compare models trained with

10,000 and 100,000 sampled data among which 90% of the data is used for training

while the rest is used for validation. The model that has a lower loss in validation

set is always saved. During test, the same test data set of data size 5,000 is used

for comparison. The learning curve and some qualitative visualization are shown in

Figure 5.3 and 5.4-5.5. Both FNN losses converge to a value under 0.02 out of the

cable contraction range of [-1, 1]. In the visualization, the left pose is the target pose

assigned by the user and the right pose is actuated by the absolute cable contractions

generated by the deep IK model. The visualization shows that the FNN successfully

learns how to reach the target pose.

Figure 5.2: Neural network structure for deep IK model

Figure 5.3: Learning curves with data set size of 100,000(Left) and 10,000(Right).

To evaluate the similarity between the target pose and generated pose, we run

5,000 poses for testing and compute the average distance error for each feature points.
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Figure 5.4: Four pairs of user-designed pose (Left) and the FNN generated pose
(Right)

The average distance errors for each finger are listed for the two FNNs trained with

10,000 and 100,000 data. The average distance error of ∼ 0.6 cm is acceptable

for approximation, but is not satisfactory for industrial application where precise

control is required. Though training with more data does improve the average error,

the improvement is relatively small. The limitation is inside the nature of function

approximator that to fit a more complex function, a more complex model and more

data are needed.

thumb index middle ring pinky average
10,000 train data 0.4559 0.5780 0.5498 0.8395 0.6245 0.6095
100,000 train data 0.4438 0.5878 0.5213 0.7869 0.5848 0.5849

Table 5.1: Average distance error (in cm) on test data

We compare our implementation detail and results with two similar works [20] and

[19] that also uses neural network for solving IK problem in reality and simulation
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User Input ANN Output Foam Hand

Figure 5.5: Comparison of user inputs, FNN generated poses, and realized poses on
foam hands.
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respectively, but on a cable-driven tentacle soft manipulator with 2 degree of freedom

and in 2D motion space. There are several differences between our implementation

and theirs:

1. Task domain:

They solve IK in 2D motion space with a 2 degree of freedom tentacle soft manip-

ulator. We solve IK in 3D space with a 10 degree of freedom anthropomorphic

soft manipulator.

2. Physical quantity of the output of neural network:

Their neural network outputs cable tensions in Newton. Our neural network

outputs cable contractions in centimeter.

3. Neural network structure:

Neural networks used in [20] and [19] consist of 1 hidden layer with 6 and

34 nodes respectively and tanh(x) activation. Other learning techniques used

include early-stopping method, pre-processing on input data, and momentum.

Our neural network consists of 4 hidden layers with 30 nodes each and ReLU

(Rectified Linear Unit) activation. The model is saved whenever the performance

on validation set improves. No momentum is applied on gradient and the position

inputs are directly fed into FNN without pre-processing.

4. Hyper parameters:

[20] approach [19] approach Our approach

number of epochs 13000 25000 300 & 400

number of train data 405 500 10,000 & 100,000

momentum coefficient 0.001 0.015 0

learning rate 0.04 0.01 0.001

The result reported in [20] and [19] is compared with our result in Table 5.2. Learning

from data collected from [20] performs worst due to large bias caused by the real-

world sensors. In the perfect world of simulation, we solve the IK problem on a more

complicated soft robot with higher degree of freedom. In particular, the coupled

motion between the fingers can be hard to learn. We confirm the supervised learning

approach is able to solve the IK problem on our anthropomorphic foam hand in

simulation.
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[20] result [19] result Our result
mean (mm) 7.35 4.2 6.095
std (mm) 4.72 2.8 0.607
max (mm) 22.22 12.3 7.352

Table 5.2: Result comparison with [20] and [19]. The former learns from data collected
in reality while the latter collects data in simulation.

5.3.3 Learning on Real Robots

In this section, we present IK solution specifically for cases when simulator is not

available. Solutions proposed in previous sections use simulator either to directly solve

cable contractions from optimization formulation, or to collect simulated data for

neural network training. Without a simulator, IK can still be solved using data-driven

approach which data is collected directly on physical robots. Therefore, In this case,

we want a model that learns with as least data as possible to reduce the time and

effort to run data collection on the physical robot. Neural networks are definitely not

ideal due to the fact that they require a massive amount of data for learning. As

a result, a simpler model, Kernel Ridge Regression with linear kernel in Keras (a

high-level neural networks API), is applied. The model performs linear regression

with L2 Ridge regression.

The state representation in simulation contains finger tip positions, which can

be obtained with sensing systems in real world, such as visual cameras used in [20].

CyberGlove that contains 22 bend sensors are used to capture the pose configuration.

The CyberGlove can fit directly on anthropomorphic foam hands. Furthermore, to

control foam robots that are not of human hand shape, human users can wear the

CyberGlove and control with creative hand gestures. Even though the shapes of the

foam hand and human hand are not the same. The model is capable of learning the

mapping between foam hand pose space and human hand pose space.

The regression model takes the 22 bend sensor values as input and learns to

generate the cable contractions. During data collection, the user mimics the shape

of the foam hand and stores the corresponding sensor values on the CyberGlove.

Trained with a small data set composed of 120 poses, the model predicts the actions

in validation set with an average root-mean-square error of 0.0026 (note that the
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tendon contraction range is [-1, 1]).

The performance of the trained model on the anthropomorphic hand is shown in

Figure 5.6. The figure shows the capability of reproducing the pose of human hand

on the foam robot.
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Figure 5.6: Top) Input poses from user wearing a CyberGlove. Bottom) Output poses
from the learned regression model. Left) Poses taken from the training set. Right)
Poses not included in the training set.

5.3.4 Application: Tele-Operation

A useful application of this IK work is tele-operation on soft robots. With the model

trained in simulation or on real robots, we can compute the cable contractions of

the poses in each time frame. Therefore, we can tele-operate the foam hand in

a position-based key-frame control manner. The user can control either with the

graphical user interface in the simulation or directly with the CyberGlove. Figure 5.7

shows an example of two keyframes in a pen-rolling motion. This motion is achieved

by first compute the cable contractions of the two keyframes using the trained model

and linear interpolate the motor position values to form a smooth motion in between.

5.3.5 Conclusion

In this section, we use supervised learning to train two kinds of model, a neural

network and a regression model, to learn the IK of soft robots. The neural network can

learn from massive data set generated by the simulator while the simpler regression
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Figure 5.7: Pen Rolling: Row 1) User defined keyframe poses, Row 2) FNN generated
poses, Row 3) Realized poses on physical foam hand, Row 4) Manipulation action
performed by physical foam hand.

model is recommended when data is collected on real robot. The static IK can be

used not only to pose the foam hand statically, but also for tele-operation to achieve

smooth and complex manipulation motions, such as rolling a pen.

52



5. Learning-based Control on Cable-Driven Foam Manipulator

5.4 Deep Reinforcement Learning

5.4.1 Introduction

Based on the success of learning IK on both rigid robot arms and hands in [41],

reinforcement learning(RL) algorithms are expected to transfer successfully to soft

robots. In particular, we apply the method that combines deep deterministic policy

gradient(DDPG) and hindsight experience replay(HER) in [41] in this section and

stick to the anthropomorphic foam hand with rest cupping pose, shown in Figure 4.3

for evaluating the results.

We continue using the terms defined in Section 5.2 and add the following new

terms related to RL and HER:

Goals: The goals for each feature point ŝi are the target positions of each

finger tip. Simply speaking, the goal g is the state that represents the goal

pose with the same dimension, 15.

Tasks: Our task is to generate an action such that the actuated pose is

similar to the target pose. The similarity is measured by the average of

distance error d = 1/5×
∑5

i=1 |si − ŝi|2. A task is successful if this average

distance error is smaller than some tolerance ε, i.e. d < ε.

Rewards: Here two types of reward are discussed, sparse and binary reward

and shaped reward. The sparse and binary reward returns 0 if the task

succeeds, otherwise returns -1. The shaped reward is manually designed as

the negative of the average distance error, −d.

Hyperparameters used in [41] serves as a good starting point, and their results

will be used to compare with our result. The core RL algorithm used is DDPG [30],

which is a model-free, off-policy, actor-critic algorithm that enables learning policies

in high dimensional, continuous action space. Furthermore, we incorporate the idea of

multi-goal RL [45] and hindsight experience replay(HER) [1] to generalize the policy

to random target poses.

The main concept of HER is to learn from unsuccessful experiences, which is a
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common strategy for human to learn things. If the goal can be parameterized, an

unsuccessful roll-out to our goal (here we call it desired goal) can be viewed as a

successful roll-out for a different goal(here we call it achieved goal). Take IK as an

example, a roll-out that ends up in a final state different from the desired goal state,

is successful if the goal state is the final state. In this case, the final state can be

viewed as the achieved goal state. Therefore, the IK problem can be turned into a

multi-goal RL problem which takes not only the current state and action but also

the goal state as input.

Different achieved goals can be considered and the end state is just one option.

As described in the paper [1], an action taken at some state can be treated as a valid

policy to some goals like end state, arbitrary future states, or previous states. The

result of the paper shows selecting additional four goals from future states works best

and we will use the same strategy. Therefore the roll-out in the experience buffer

stores information of states, actions, desired goals, and achieved goals.

In [41], their results show that learning complex robotics manipulation tasks with

sparse and binary reward can be difficult without HER, but with HER, sparse and

binary reward is more preferred than shaped rewards. In addition to manipulation,

they also test the algorithm on IK for rigid robot arms and hands (FetchReach-v0 and

HandReach-v0 respectively). For FetchReach-v0 case, using shaped reward performs

better than using sparse reward both with and without HER, but for HandReach-v0

case, only using sparse reward with HER successfully learns within 50 epochs. As a

result, we will start with sparse reward to learn our soft robot hand IK task. Further

comparison will be discussed in detail in Section 5.4.3.

In conclusion, the main method would be DDPG combining HER. Experimental

detail, such as parameter tuning as well as curriculum learning will be described in

the next section.

5.4.2 Experiments on Reinforcement Learning

One-step or Sequential Decision Making Formulation

IK problem can be formulated as either a one-step decision making or sequential

decision making. Here we use T to denote the number of maximal steps in each

episode. One-step decision making (T = 1) means only one action is taken in an
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entire episode while sequential decision making (T > 1) allows taking multiple actions

in each episode.

We start from the parameters used in [41] except for the action noise which is

set to 0.01, five percent of the total action range [-1, 1]. Here Figure 5.8 shows two

learning curves for both one-step(T = 1) and sequential(T = 10) decision making

formulation with the tolerance set to 1cm. The amount of actions in the entire

training process is set the same for comparison baseline (i.e. one-step formulation

performs 10 times the amount of roll-outs than sequential formulation). Note that

during testing, optimal policy is applied while during training, epsilon greedy policy

is applied, which means that there’s a probability of ε = 0.3 to take random policy for

exploration. From the learning curve, we can observe that the sequential formulation

learns much faster than one-step formulation. We believe that allowing the agent to

try multiple times for the same goal helps the learning.

Regardless of the better capacity in preserving successful experience, policy

learned in sequential formulation still learns to finish the task as if it is using one-step

formulation. More specifically, the first action a trained policy takes will finish the IK

task and ignore the further steps allowed during training. This feature is expected

because the best policy that maximize the reward should reach to the goal with first

action and avoid receiving further penalty in the future steps.

Figure 5.8: Learning curves with d = 1cm. (Left: T = 10, Right: T = 1). Note that
during training, epsilon-greedy policy is exploited with ε = 0.3.

Curriculum Learning

Even though the above learning with both formulations reach success rate larger than

0.9, the average error tolerance(1cm) is too large to be useful in robotics application

where accurate IK solution is highly demanded for precise control. However, setting
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average error tolerance with a fixed small value can be unrealistic for the reason

that the task is too hard that during training the success rate is always zero and no

successful experience is learned. Of course, this problem can be solved with longer

training time and more computation power. However, unlike [41] using 16 CPUs,

in this work only one single machine with 1 CPU is used. To prevent long training

hours, curriculum learning designed manually is incorporated. Figure 5.9a uses a

curriculum that divide the tolerance by 2 every time the agent is able to reach 0.9

success rate with current tolerance. The steep curriculum ends up disastrous results

with a massive success rate drop when starting the second task (d = 0.5cm). The

result is equivalent to start learning the second task from scratch as the policies

for two tasks differ a lot. Here a success curriculum is presented: The tolerance is

multiplied by 0.9 every time the agent is able to reach 0.9 success rate with current

tolerance. As shown in Fig 5.9b, the agent performs fine-tuning on the policy and

learns the harder task successfully.

To expedite the learning process and reach a better accuracy, the critic learning

rate is increased from 0.001 to 0.01 and the same curriculum is applied. Figure 5.9c

shows the learning curve for this setting. The agent learns tasks of different tolerances

(d = 1→ 0.9), but the learning stops improving for tolerance 0.81. This is the same

with the Adam optimizer parameter t is reset to 0 every time the agent starts learning

a harder task to avoid learning rate decay. Furthermore, if the training starts learning

with tolerance 0.81, it can still reach success rate 0.9 after 50 epochs. Thus, in this

case, the curriculum hurts the learning and the agent is stuck at a local minimum.

(a) Bad curriculum (b) Good curriculum (c) Stuck in local optimum

Figure 5.9: Learning curves with curriculum learning. Note that during training,
epsilon-greedy policy is exploited with ε = 0.3.
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Reward Shaping

Multiple changes are made to solve the local minimum problem. First of all, Instead of

using the neural network in [41] (3 intermediate layers with 256 units each), we switch

to the same smaller neural network structure (4 intermediate layers with 30 units

each) which is used for deep IK model. Secondly, even though the HandReach-v0

result in [41] shows that rigid robot hand IK is impossible to train with shaped reward,

we still want to try if this is also true in our soft robot case. The shaped reward used

is the negative of the average distance error. These modifications are applied for all

results later in this work and the results are presented in the next section.

5.4.3 Final Results

Performance Evaluation

The final results presented use the aforementioned methods including curriculum

learning and reward shaping. Figure 5.10 shows the learning curves for one-step

(T = 1) and sequential (T = 5) formulation. The yellow line indicates that the

current optimal policy meets the tolerance requirement of current task and will

switch to a harder task with a smaller tolerance. The tolerance decreases from

1→ 0.9→ 0.81→ 0.729→ 0.656→ 0.59→ 0.531→ 0.478→ 0.430→ 0.387...(unit

is cm). After 200 epochs, one-step formulation finishes learning task with tolerance

0.531cm while sequential formulation learns much faster and finishes learning a harder

task with tolerance 0.387cm.

In 5.10, we formulate our task as ”achieving average distance error smaller than

tolerance with 90% success rate”, which is not necessary with shaped reward. In other

words, the average distance error should decline during training without knowing

the task. In addition, the actual average distance error should be lower than the

tolerance. Figure 5.11 shows the actual average distance error after finishing each

task. The actual average distance error is lower than the tolerance most of the time.

This indicates that more aggressive curriculum can be applied to expedite the learning

process. For example, one possible curriculum is to set the next tolerance as current

average distance error.
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(a) One step formulation (b) Sequential formulation

Figure 5.10: Learning curves for (1) one-step formulation (2) sequential formulation.
The yellow vertical lines shows the current policy meets the requirement of current
task and will switch to a harder task afterward.

Figure 5.11: Performance evaluation of best policy for different task/distance error
requirement. Note that the RL(T=1) only learns up to task (d=0.531) after 200
epochs and that the performance of the best policy are 0.332cm for RL(T=1) and
0.328cm for RL(T=5)

Qualitative Performance

Figure 5.12 shows the qualitative results. The target pose and initial pose is generated

by random actuation of cables. The policies used are the best policies trained after

200 epochs. As mentioned in 5.4.2, the policy with sequential formulation still learns

to achieve the goal directly in one step.
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Figure 5.12: IK Visualization for both one-step (T = 1) and sequential (T = 5)

Comparison with [41]

(a) FetchReach (b) HandReach

Figure 5.13: Learning curves for FetchReach-v0 and HandReach-v0 copied from [41]

Here our result is compared with the result presented in [41]. The FetchReach-v0

is solving IK on a rigid robot arm, which can be viewed as a one-finger robot in our

case. The result figure, Figure 5.13a, is consistent with our result that shaped reward

is better in IK task. However, interestingly the HandReach-v0 example shown in

Figure 5.13b shows a different result. The HandReach-v0 is solving IK on a rigid

anthropomorphic five-fingered hand, which looks similar to our soft robot hand. Here

we compare their formulation with ours.

• State: Aside from the finger tip positions used in our work, they also include

24 positions and velocities of the robot joints.

• Action: In our work, the actuation value of the 10 cables are coupled to form a 5
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dimension action vector. In their work, their have 20 degrees of freedom(DOFs).

• Number of steps in an episode: They set the maximum number of steps taken

in an episode to 200. In our work, we use a smaller, and thus harder value, 5.

• Reward: The definitions of both shaped reward and sparse and binary reward

are the same.

• Task: They only train one single task with fixed tolerance 1cm, while we start

with tolerance 1cm, but make the task harder after the task is well-learned.

The HandReach-v0 figure shows that using dense reward to reach tolerance 1cm

is impossible after epoch. It is true that their task can be harder with 20 DOFs, but

for sparse reward the task should also be equivalent hard. In our soft hand IK task,

shaped reward learns faster than sparse reward with DDPG + HER.

5.4.4 Comparison with other Learning-based Methods

For real world practice, it is also of interest to compare the sample efficiency between

different methods. Here we compare 1)Reinforcement Learning, 2)Supervised Learn-

ing, 3)Linear Ridge Regression, and 4)Nearest Neighbor. To compare reinforcement

learning method with the same baseline as supervised learning, we use the same

network work structure as well as network input. Current states are excluded in the

network input. In (T = 1) formulation, every epoch has 50 cycles, 10 roll-outs per

cycle, and 1 action per episode. One datum is a pair of action taken and goal state.

Consequently, a total of 50× 10× 1 = 500 data is collected per epoch during training.

The collected training data is later used for other methods. A fixed set of test data of

size 100 is used for evaluating the performance for all methods. Here the supervised

learning method is behavior cloning, which minimizes the mean squared error of the

predicted action in training data. Linear ridge regression uses a linear model with

additional L2 ridge regularizer. Nearest neighbor method is basically kNN(k nearest

neighbor) method with k = 1 and directly uses the action of the nearest neighbor.

Figure 5.14 plots the performance (average distance error in centimeter) with

respect to number of data. Linear Ridge Regression has the worst performance due to

the deficient model complexity. Nearest Neighbor method shows the best performance

as well as sample efficiency. This can be reasoned by the nature of instance-based
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Figure 5.14: Sample efficiency comparison

learning and the large and randomly distributed training data that covers the robot

workspace (illustrated in Fig.5.1). Lastly, reinforcement learning defeats supervised

learning. The main difference between the two methods is the essence of loss function.

In supervised learning, the network tries to fit the actions in the training data while

the reinforcement learning objective function is to maximize rewards that is computed

based on the average distance error. This can be fundamentally different and the RL

objective function is physically more meaningful. Another possible cause is that the

RL algorithm, DDPG, has a more complex actor-critic mechanism which might also

help the learning.

5.4.5 Conclusion

In our work, we have applied behavior cloning as well as reinforcement learning to

solve soft robot hand IK problem. Behavior cloning is simple to train and the average

distance error trained with 10,000 data is 0.624cm. With 100,000 data, the average

distance error can be improved slightly to 0.584cm. Indeed, more data can be used

to improve performance, but we also show that RL with shaped reward can be more

sample efficient. We use DDPG and HER as our core RL algorithm and incorporate
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curriculum learning to enable learning harder task once the current task is learned.

Sequential formulation can also be helpful to preserve successful actions and thus

expedite the learning. During testing, the policy trained with sequential formulation

also reaches the target state in one step. Last but not least, we show that a shaped

reward learns faster than a sparse and binary reward in our IK task, which overthrows

the result in [41].
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Chapter 6

Conclusions

In this thesis, we presented a set of tools and methodologies related to the broad

category of cable-driven soft robots. Fabrication pipelines are developed for two

such robots, including plush toy robots and foam robots. Foam robots are more

preferred than plush toy robots because of the better material property in recovery

motion. Simulations are built to model the motions of cable-driven soft robots and

an interactive design system is developed based on the simulation. With this design

tool, the user is allowed to explore the massive design space of cable placement and it

helps the user generate an optimal and realizable winch-cable network given desired

motions. Inverse kinematics problem is particularly investigated for the control of

soft robots. Other than an IK solution that is based on the finite element simulation,

we also propose two learning-based approaches. One is supervised learning and the

other one is reinforcement learning. All these techniques are valid solutions and our

result shows smaller average distance error using reinforcement learning than using

supervised learning.
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