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Abstract
As robots perform tasks in human-occupied environments and especially when

those tasks are collaborative, people are increasingly interested in understanding the
robots’ behaviors. One approach to improving understandability is to enable robots to
directly explain their behaviors, either proactively, or in response to a query. Given
the many possible ways that explanations could be generated, our goal is to understand
how people explain actions to other people.

We achieve this through a crowdsourcing approach that captures human explana-
tions and then ranks those explanations using measures of clarity and generalizability.
We then use those findings to propose human-centered design principles for robots’
explanations to follow the human patterns that were ranked highest.

Our first set of studies focus on the natural language humans use when referring
to blocks on a tabletop. We draw parallels to findings from psychology literature and
present statistics about what composes a clear natural language reference. Our second
set of studies focus on finding characteristics of robot trajectory navigation demonstra-
tions that convey the most information about a robot’s underlying objective function.
We develop a theory of critical points along a trajectory and summarize how includ-
ing these points in demonstrations affects human understanding of a robot’s behaviors.
Given our human-centered principles for explanation, we propose both perception and
natural language algorithms to allow real robots to generate these explanations auto-
matically.
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1 Introduction

Robots are finding their way into many aspects of society. As this trend continues,
interacting with robots will become a daily occurrence. In many instances, people
will not only passively observe the robots, but also collaborate with them to jointly
achieve a task. Just as we seek to make human interaction more fluid by striving for
behaviors and strategies to aid in expressing our intentions, we should accommodate
the same capabilities in our robot partners. Our task is to address the problem of robot
understandability.

One approach in doing so is to enable a robot to explain its own behaviors. How-
ever, this can be challenging due to the vast space of parameters to consider when
designing a system that can achieve this. In this work, we explore robot explanation
methods with an emphasis on human-centered design principles as a way to focus our
design. We observe human strategies for explanation through crowdsourcing and pro-
vide design guidelines based upon examples that other humans most easily understand.

Our work investigates two strategies. We first examine best practices in enabling
a robot to specify its goals in natural language in a table-top manipulation task set-
ting. We then examine what qualities make robot trajectory demonstrations effective
at conveying a robot’s underlying objective function. These two explanation methods
are complementary to each other in that the former aims to specify the robot’s hard
constraints (e.g. its goals) where the latter aims to elucidate its soft constraints (e.g.
the rules it must adhere to while trying to achieve its specified goal).

We contribute a framework for collecting and evaluating crowdsourced datasets of
human examples. We first show that humans can more effectively interpret natural lan-
guage which specifies an object within a scene when it has few spatial words in it and
avoids language that is dependent on perspective. We also show that humans reference
particular visual landmarks in scenes in order to establish groundings which tie lan-
guage to the environment. Our observations coincide well with the human-psychology
literature and we draw parallels wherever possible. Finally, we translate our findings
into guidelines to be used when designing a robot explanation system which can spec-
ify its goal unambiguously.

We use the same ‘collect and evaluate’ framework to glean how humans perceive
different types of robot trajectory demonstrations. We examine the trajectories that lead
people to the most accurate understanding of the robot’s underlying objective function
and find that they share multiple characteristics. We define these characteristics as
‘critical points’ and systematically test how each type of critical point affects human
understanding. We find that these points should be employed differently when the robot
has a preference for traveling through certain states on its way to a goal state vs. when
the robot does not have a preference and is purely seeking the goal. We succinctly
summarize these findings and report them as a set of guidelines for how a robot can
convey its objective function through its choices of actions in an effective manner.
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2 Related Work

2.1 Intelligibility of AI Systems

The concept of intelligibility in AI systems was introduced by [5] and is defined as a
systems capability in explaining its behavior. It has been cited as an important require-
ment for maintaining user satisfaction and usability in context-aware applications [20].

Within context-aware computing, there has been work in generating explanations
to improve intelligibility [55] which answer questions like ‘what did the system do?’,
‘why did it do X?’, ‘why not Y?’, and ’what if Z?’. Improving intelligibility helps
novice end-users understand a system and consequentially makes it easier for the user
to trust the system [15, 55].

2.2 Explaining to Humans

[61] reactive dialog system where a robot explains itself to humans and get feedbacks.
[59] subsumptions in Description Logics
[34] explain solutions in problem-solvers and automated theorem provers.
[78] first-order logic based on a partial order of actions and causal links between

actions in a hybrid planning system.
[41] explain the reason behind an optimal action in MDP
[84] diagnosis system which uses a sequence of actions to explain the system state
[29, 31] explain the causes of planning failures
[31] generate analysis of unsolvable tasks to help engineers model new planning

application by trying operations.
[60] enable a robot to explain the causes of failures by proactively modeling the

exogenous events, which could help planning agents better predict future states and
replan.

[42] minimal revision problem for finding the “closest” satisfiable specification to
the initial user specification when a robot fails to accomplish a task.

[10] explain the evolution of planning domain models by highlighting potential
plan flaws, asking clarifying questions, and explaining model drift.

[50] debrief to human commanders by explaining its decision-making
[15] multi-model explanation generation as a model reconciliation problem,
[15] explanation = a prolonged interaction between humans and robots.
[95] plan explicability and predictability
[49] explicability
[12,46,47] investigate the effects of explanations of system reasonings considering

end user personalization on the user mental models of the system.
[12] explanations on trust and reliance in clinical decision support systems.
[77] convert visualization to verbalization in natural language to describe mobile

robot navigation experiences.
[68] further refine and predict robot verbalization space which is used to cover the

variability of utterances that the robot may use to narrate its experience to different
humans through continued dialog.
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[88, 89] generate comments by detecting many events recognized from game con-
troller and robot vision. [1, 56] describes team actions in surveillance and in training
of military or sport teams through a spatio-temporal correlated pattern of movement
modeled by a Hidden Markov Model.

[6] a route navigation dialogue system people can understand and follow.
[30] develops a turn-taking dialogue in human-robot social interaction.
robots understand and anticipate human intentions and plans [82] robot learn mo-

tion constraints from humans through natural language [35,92]. Robot translate verbal
commands from human commanders into multi-objective path planning problems [92]

Plan recognition problem [73]
One approach is to assume that all possible plans are given by a plan library, and

recognize the plans through parsing algorithms with a grammar [27,72], making infer-
ence in a Bayesian network [11, 54], and specialized procedures [3, 36, 40, 51].

Another approach is more generative with an agent action model and a set of pos-
sible intentions without plan libraries. [73, 74] use classical planning model to model
agent actions assuming deterministic actions, [4] uses Markov Decision Process (MDP)
to model agent actions assuming stochastic actions, and [75] uses Partially Observable
MDP (POMDP) to model agent actions and infer a probability distribution over the
possible agent intentions.

2.3 Plan Synthesizing

Robots optimize for human safety and comfort [82].

Safety minimize collision [82].
designing soft robots [7], developing distributed macro-mini actuation approach [96],

tolerating system fault [57], minimizing danger index [48], minimizing danger in-
dex [64], minimizing danger index [37], control trajectory and velocity [45].

Comfort human “physical” safety vs “mental” safety, optimizing the psychological
influence of robot motions on human partners [65]. optimize for psychological influ-
ence of robot motions on human partners [65].

optimizing wheelchair motion for human comfort [76], plan motions optimizing
for the comfort distance between robots and humans [17, 26], enable socially interac-
tive robots to imitate human motions in navigation [2, 66, 67, 82], optimize for motion
constraints from the adverbs based on human input in natural langauge [91–93] and
palette-based user interface [80, 81], and topological constraints specified by humans
in natural language [94], plan tasks while avoiding conflicts with humans on shared
resources [16, 18, 85], collaboratively execute shared plans with humans [79], develop
proactive help and anticipatory actions to improve the fluency of human-robot collab-
oration [14, 32, 33].
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Figure 1: Scenes used to elicit spatial references. Online participants were asked to write how they would
instruct the silhouetted figure to pick up the block indicated with the red arrow. For each participant, the
silhouette was either referred to as a robot or a human partner. The block configurations on the left were
rated as the easiest to describe, while the configurations on the right were the most difficult.

3 Design Guidelines:
Natural Language for Robot Manipulation

3.1 Introduction

As people and robots collaborate more frequently on spatial tasks such as furniture
assembly [43], warehouse automation [22], or meal serving [38], they need to com-
municate clearly about objects in their environment. In order to do this, people use a
combination of visual features and spatial references. In the sentence “The red cup on
the right”, ‘red’ is a visual feature and ‘right’ is a spatial reference.

There is a long line of research in robotics related to communicating about spatial
references like ‘furthest to the right’,‘near the back’, and ‘closest’ for navigation task
[9,35,44,58,83,86,87]. However, there are fewer studies involving the communication
of spatial references for tabletop or assembly tasks [8]. A common theme in the space
of tabletop manipulation tasks is clutter which we view as many potential objects to
reason about. See Fig. 1

A cluttered table introduces the problem of object uniqueness where if there are
two objects which are identified in the same manner (e.g. the red cup among two red
cups), we are left with an ambiguity. One possible solution to this is to utilize spatial
references which allow the use of spatial properties to establish a grounding or certainty
about the semantic relationship between two entities.

However, even with the use of spatial references, it is still possible to encounter ad-
ditional ambiguity which originates from the reference frame. Humans often use per-
spective to resolve this ambiguity as in the example ‘the red cup on your right’. Often
times, in tabletop scenarios, the person giving instructions will be situated across the
table from their partner and thus will have a different perspective. Therefore, robots
that collaborate with humans in tabletop tasks have to both understand and generate
spatial language and perspective when interacting with their human partners. We in-
vestigate these key components by collecting a corpus of natural language instructions
and analyzing them with our goal of clear communication in mind.

We first conducted a study in which we asked participants to write instructions to
either a robot or human partner sitting across the table to pick up an indicated block
from the table as shown in Fig. 1. This task raises a perspective problem: does the
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participant use the partner’s perspective or their own perspective, if any? Blocks were
not always uniquely identifiable, and so the task required participants to describe spatial
relationships between objects as well. We analyze the instructions from participants for
1) language differences between instructing a human versus a robot partner, 2) trends
in language for visual and spatial references, and 3) the perspective(s) participants use
when instructing their partners.

To investigate the effect of perspective, we conducted a second study in which we
presented new participants with the instructions from the first study and asked them
to select the indicated block. We utilized the correct selection of the indicated block
as an objective measure of clarity. In order to establish which instructions contained
ambiguities (lack of clarity), we first manually coded the instructions for whether the
reference perspective was unknown or explicit (participant’s, partner’s, or neither) and
whether there were multiple blocks that could be selected based on the instruction. An
unknown perspective implies the instruction is dependent on perspective, but it is not
explicitly stated.

Results from the first study show that participants explicitly take the partner’s per-
spective more frequently when they believe they are instructing a person rather than a
robot. Additionally, we find that people use color most frequently to refer to a block,
while block density (e.g. the cluster of green blocks), block patterns (e.g. lines of
red blocks), and even certain precise quantitative terms (e.g. 2nd block to the left) are
also widely used. Finally, people spend more time writing the instructions and rate
their tasks as more challenging when their instructions require the use of more spatial
references.

From the second study, we find that 58% of our collected instructions contain
perspective-dependent spatial references. Of this 58% more than half fail to explic-
itly specify the perspectives. This results in participants taking longer amounts of time
to process the instructions and lower accuracies in discerning the intended block. The
other 42% of instructions contained perspective-independent spatial references. These
instructions demonstrated quicker completion times and higher correct block selec-
tion accuracies. We conclude that it is beneficial for instructions to avoid perspective-
dependent spatial references when possible.

3.2 Study 1: Collecting Language Examples
To understand how people describe spatial relationships between similar objects on a
tabletop, we collected a broad corpus of spatial references generated by 100 online
participants. We analyzed this corpus for the types of words participants used and the
word choice across differences in perceived difficulty of providing a spatial reference.

3.2.1 Study design

To collect spatial references that represents tasks that required perspective taking as
well as object grounding, we created a set of stimulus images. Each image represents
a configuration with 15 simplified block objects in different colors (orange, yellow,
green, or blue) on a table. (Fig. 1). We first generated 14 images of configuration in-
dependently, each of which included different visual features and spatial relationships,
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such as a single block of one color, pairs of blocks closely placed, blocks separated
from a cluster, and blocks within or near clusters of a single color. Then we placed red-
arrow indicators above two different target blocks independently in each image and
ended up with 14 pairs of configuration (28 images of configuration in total).

This stimulus design is chosen to elicit instructions that rely more on the visual and
spatial arrangement of the blocks than their individual appearance for the purposes of
human-robot interaction. In order to capture clear instructions for a potential partner,
this task asked participants to instruct a hypothetical partner to pick up the indicated
block as though that partner could not see the indication arrow. The partner (indicated
by the silhouetted figure in the images) was seated across the table from the participant
viewing the scene. This setup required participants to be clear about the target blocks
and the perspectives where they were describing the blocks.

Prior work indicates that people communicate with robots differently from with
other people [13,25,62]. Therefore, we varied whether participants were told that their
partner (the silhouette) was human or robot. 1 Participants were randomly assigned to
either the human or the robot condition, and this assignment was the same for every
stimulus they saw. The stimuli were otherwise identical across conditions.

We analyze the results with respect to these hypotheses:

H1 People use different words when talking to human and robot. Specifically, people
are more verbose, more polite, and use more partner-based perspective words to
human partners than robot partners.

H2 The frequency of words used in all instructions correlates with the features used in
visual search (color, stereoscopic depth, line arrangement, curvature, intersec-
tion, and terminator [90]).

H3 Subjective ratings of sentence difficulty correlate with the number of spatial refer-
ences required to indicate the target blocks.

3.2.2 Study Procedure

We deployed our study through Amazon’s Mechanical Turk2. Each participant was
randomly assigned a partner condition (human vs robot) and 14 trials. In each trial,
participants were presented with an image, like the one on the left side of Fig. 1, which
was randomly chosen from the two predefined configurations in each of the 14 pairs
of configuration 3.2.1. The participants then typed their instructions and rated the
difficulty of describing that block on a 5-point scale. For each trial, we also collected
the completion time. After completing 14 trials, participants were asked 1) if they
followed any particular strategies when giving instructions, 2) how challenging the
task was overall, and 3) for any additional comments they had about the task. Finally,
we collected demographics such as age, gender, computer usage, handedness, primary
language (English or not), and experience with robots.

1We did not change the visual appearance of the silhouette
2www.mturk.com
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Type P1 P2 Example

Participant Perspective + - “the block that is to my rightest.”
“my left most blue block”

Partner Perspective - + “the block on your left”
“second from the right from your view”

Neither Perspective - - “closest to you”
“the top one in a triangle formation”

Unknown Perspective ? ? “to the left of the yellow block”
“the block that is on far right”

Table 1: Possible perspectives. (P1=Participant P2=Partner).

3.2.3 Metrics

We analyze the collected corpus for language features. To analyze the differences on
word choice between human-partner group and robot-partner group (H1), we computed

• word count - number of words for each instruction,

• politeness - presence of the word “please” in each instruction,

• perspective - whether the instruction explicitly refers to participant’s perspective
(egocentric), partner’s perspective (addressee-centered), neither perspective3, or
unknown perspective (instruction implicitly refer to some perspectives) (see Ta-
ble 1 for details).4 [52, 53]

Word count and politeness were automatically extracted from the text. Perspective
was manually coded by four raters who coded the same 10% of the data and iterated
until high inter-rater reliability, measured by averaging the result of pairwise Cohen’s
κ tests. The average κ value for perspective was 0.85, indicating high inter-rater reli-
ability. Once this reliability established, the four raters each processed one quarter of
the remainder of the instructions.

To compare the features used in our collected instructions with visual search (H2),
we classify words into categories adapted from visual search literature [90]. The cat-
egories are listed in Table 2 and presented in the order of word frequency, the number
of instructions that contain words from the category divided by the size of the corpus.

To verify the correlation between perceived difficulty and the number of required
spatial references (H3), we compare the subjective difficulty rating (Likert scale 1
(easy) to 5 (difficult)) to the following objective measures:

• word count - as computed for H1

• spatial reference count - as computed for H2
3Neither Perspective sentences only use perspective-independent directional information. For example,

“closer to you” should be classified as neither perspective instead of partner perspective, because it contains
a perspective-independent reference to a landmark, “you,” but not perspective-dependent relationships such
as “on my left” and “on your right”.

4Object-centered perspective is not considered because blocks are all the same except color
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Word Category Description

Action An action to perform
Object An object in configuration
Color Color of object

Ordering/Quantity Ordering/Quantization of objects
Density Concentration of objects (or lack of)

Pattern/Shape A readily apparent formation
Orientation The direction an object faces

Environmental Reference to an object in the environment
Spatial Reference Positional reference relating two things

Perspective Explicitly indicates perspective

Table 2: Word categories and their brief descriptions

• ordering and quantity word count - as computed for H2

• completion time - the duration from when a participant loads a new stimulus to
when the participant hits the submit button for his/her instruction.

3.2.4 Results

In the study, we recruited 120 participants and over-sampled 1680 instructions so that
we could account for errors in data collection process and invalid responses. We re-
move 10 sentences (0.006%) that either do not refer to any blocks or are otherwise
nonsensical. For consistent and organized analysis, we randomly select 1400 sentences
from the remaining 1670 to ensure that each of the 28 configurations has exactly 50 in-
structions divided as evenly as possible between partner conditions. We analyze the
1400 sentences selected in this manner.

3.2.5 Hypothesis H1

To evaluate the different words people used when speaking to a robot or human partner
(H1), we analyze the overall word count, number of politeness words, and perspective
used between the two partner conditions.

To analyze word count, we conduct an independent-samples t-test comparing num-
ber of words in the sentences for the two partner conditions. There is no significant dif-
ference in the mean sentence length by partner type (human: M = 14.90, SD = 7.8,
robot: M = 14.35, SD = 7.1), t(1398) = −1.389, p = 0.179.

To analyze politeness, we conduct a Chi-squared test of independence between
partner type (human or robot) and politeness word (present or absent). There is a
significant relationship between the two variables, χ2(1) = 6.685, N = 1400, p =
0.01. Though use of politeness words is rare overall (only 4.6% of all the sentences
contain “please”), politeness words are used significantly more often in human-partner
condition (6.1%) than robot-partner condition (3.2%).
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Visual Feature Count Frequency

Color 1301 0.929
Ordering/Quantity 498 0.356

Density 456 0.326
Pattern/Shape 60 0.043

Orientation 1 0.001

Table 3: Visual feature frequencies and feature-included sentence counts over all 1400 sentences ranked
from most to least frequent

To analyze perspective, we conduct a Chi-squared test of independence between
partner type (human or robot) and perspective used (participant’s, partner’s, neither,
or unknown). There is a significant relationship between the two variables, χ2(3) =
13.142, n = 1400, p = 0.004. Post-hoc analysis with a Bonferroni correction iden-
tify that the partner perspective is used significantly more frequently in human-partner
condition (28.1% of sentences) than in robot-partner condition (20.6% of sentences),
p = 0.001. No other significant differences are found. This result is aligned with the
idea that people adapt to the robot’s assumed linguistic and perceptual abilities when
talking to a robot. [62].

Thus, H1 is partially supported: there is no difference in sentence length between
human and robot conditions, but people use “please” more often and take partner’s
perspective more frequently when they believe they are instructing another human than
instructing a robot.

3.2.6 Hypothesis H2

To address our belief regarding the correlations between the visual features in our col-
lected instructions and visual search (H2), we analyze how frequently sentences contain
visual search features.

A summary of the results are in Table 3.
First, a reference to color is used in nearly every sentence, since color is such a

salient feature in our stimuli as well as in visual search. Next, although orientation
is also strongly influential according to visual search literature, orientation is almost
never referenced in our data. This is likely due to the fact that in our study, blocks have
4-way symmetry and are not oriented in any particular direction [90].

Without many other visual indicators, participants frequently referred to “dense”
regions of one particular color or to shapes or patterns they saw in the blocks such
as a “line of red blocks”. These references are observed in the literature with less
consistency than color and orientation are [90].

Finally, although ordering/quantity does not fit the paradigm of visual search [90]
as well as the previously mentioned features did, these words are closely related to the
concepts of pattern/shape and density. “The third block in the line” and “The second
block from the cluster” are examples respectively. We find high occurrence of order-
ing/quantity words especially in relation to other visual search terms.

In summary, we find that the observed frequency of many categories of words in our
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Figure 2: The effect of subjective difficulty on ratings and measures of the sentences, such as (a) word count,
(b) completion time, and (c) number of spatial references.

corpus, including color, density, shape, and ordering/quantity, closely matched what we
expected based upon the visual search literature [90].

3.2.7 Hypothesis H3

We evaluate the effect of perceived difficulty on word choice in each instruction (H3)
by investigating the correlations between subjective rating of difficulty, overall word
count, number of spatial references, number of order/quantity words, and completion
time. We excluded any trials on which the participant did not provide a subjective
rating of difficulty and two outlier trials for which the response times were greater than
10 minutes, which ended up with 1353 sentences.

Because we use ordinal measures in this evaluation (e.g. subjective difficulty is
rated on a 5-point scale), we conduct a Spearman’s rank-order correlation to determine
the relationship among the five metrics identified. There are statistically significant
correlations across all pairs of metrics (p < 0.01 for all, which accounts for multiple
comparisons).

Table 4 details these correlations, and Fig. 2 visually displays some of them. Some
of our key observations are:

1. As expected, there is a clear positive correlation (0.528) between word count and
difficulty (Fig. 2a): easier scenes require fewer words to describe.

2. Also as expected, there is a clear positive correlation (0.508) between completion
time and difficulty (Fig. 2b): harder scenes require more time.

3. Interestingly, easier rated tasks generally require fewer spatial references (Fig.
2c): more spatial references in a sentence imply a greater depth of search to find
the correct answer.

These findings confirm that subjective ratings of sentence difficulty are strongly
correlated with the number of spatial references required to indicate the target block.

We conclude that participants are more polite and use partner’s perspective more
frequently when instructing a human partner than a robot partner. Additionally, the
words used in the instructions are in line with the words used by participants when
helping partners perform visual search. Finally, there are strong correlations between
subjective rating of difficulty with all of our objective measures. However, we are
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Diff. Word Count Spatial Ref. O/Q Word Compl. Time

Difficulty — 0.528 0.213 0.338 0.508
Word Count 0.528 — 0.416 0.425 0.682

Spatial Reference 0.213 0.416 — 0.082 0.262
Order/Quantity Word 0.338 0.425 0.082 — 0.350

Completion Time 0.508 0.682 0.262 0.350 —

Table 4: Spearman’s rho correlations of sentence features and scene difficulty evaluations. All correlations
are statistically significant with p < 0.01.

(a) (b) (c)

Figure 3: (a) In Study 2 (Sec. 3.3), we removed the red indication arrow. (b) As participants move their
mouse over the image, a red circle will appear over the blocks to show them which block they could possibly
select. (c) When they click on the block, a black and white checkered circle will appear around the selected
block.

mostly interested in whether these collected instructions are clear enough for partners
to understand. Our second study is aimed at analyzing the corpus from Study 1 for
clarity.

3.3 Study 2: Evaluating Language for Clarity

To study the principles of clear spatial references in human robot collaboration, we
need to validate the clarity of the instructions obtained in Study 1 (Sec. 3.2). First, we
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manually coded the instructions in terms of two criteria (perspectives had already been
coded in Study 1 (Sec. 3.2)):

• block ambiguity - the number of blocks that people could possibly identify from
the image based on the given instruction.

• perspective - whether there is an explicitly stated perspective provided in the
instructions.

Subsequently, we ran a follow up study to empirically measure the clarity of the
sentences. In this second study, participants were presented with the stimuli from Study
1 (Sec. 3.2) (without red indication arrows) alongside the corresponding block descrip-
tions from Study 1 (Sec. 3.2), and were asked to click on the indicated blocks. We
collected responses from ten participants for each instruction from Study 1 (Sec. 3.2).

3.3.1 Coding Instructions for Clarity

We manually code each of the instructions from Study 1 (Sec. 3.2) for perspective
and general block ambiguity. The coding measures, inter-rater reliability scores, and
preliminary findings are described next.

3.3.2 Perspective

As described in Sec. 3.2.3 and Table 1, all sentences are labeled with perspective infor-
mation. Among all the 1400 sentences, 454 (32.4%) sentences use unknown perspec-
tive, 339 (24.2%) sentences use partner perspective, 15 (1.07%) sentences use partici-
pant perspective, and 589 (42.1%) sentences use neither perspective.

3.3.3 Block Ambiguity

Block ambiguity is the number of blocks this sentence could possibly apply to. For
our definition, no inferences are allowed when determining block ambiguity. Every
detail which could possibly lead to ambiguity should be considered and expanded to
different referred blocks. For example, the spatial relation “surrounded” could mean
either partially or fully surrounded, which makes the sentence “the block that is sur-
rounded by three blocks” potentially ambiguous. Unknown perspective could also lead
to block ambiguity if different blocks are identified under the assumption of different
perspectives.

We manually code each of the instructions from Study 1 (Sec. 3.2) for “high” or
“low” block ambiguity. If a sentence could refer to only one single block in the scene,
it is rated as “low” ambiguity. Otherwise, it is rated as “high” ambiguity. We use the
same process as in Sec. 3.2.3 to establish inter=rater reliability. On 10% of the data,
the average Cohen’s κ for the four raters is 0.68, indicating high rater agreement. Each
rater subsequently code one quarter of the remaining data.

Among all the 1400 sentences coded, 895 (63.9%) sentences are not block ambigu-
ous with only one block being referred to, while 492 (36.1%) sentences possibly refer
to more than one block.
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Figure 4: The effect of block ambiguity on (a) average selection accuracy and (b) completion time. The
effect of perspective on average selection (c) accuracy and (d) completion time. The effect of the subjective
participant ratings of difficulty from Study 1 (Sec. 3.2) on (e) average selection accuracy from Study 2 (Sec.
3.3).

3.3.4 Online Study Design and Procedure

As mentioned above, the goal of the second study is to investigate the clarity of spa-
tial instructions, which will guide us through the future research on robot-generated
instructions. In this online study, new Amazon Mechanical Turk participants were
shown 40 configurations random chosen from the pool of 28 configurations generated
in Study 1 (Sec. 3.2). Each configuration was presented alongside one of the corre-
sponding instructions from Study 1 (Sec. 3.2) corpus. We would make sure that the
clarity of all the collected instructions in Study 1 (Sec. 3.2) were evaluated here. Then
the participants were asked to click on the block that best matched each instruction.
As they moved their mouse over the image, a red circle appeared over the blocks to
show them which block they would be selecting (Fig. 3b). When they clicked on the
block, a black and white checkered circle would appear around the selected block (Fig.
3c). Continuing to move the mouse would present a red circle on those blocks which
the participants could then click on to change their answer. Then we measured the
participant’s accuracy at selecting the indicated block.

We compute the following metrics for Study 2:

• Final Answer - whether a participant picks the correct block

• Accuracy - average over 10 participants of final answer for each instruction

• Completion Time - duration from moment when the page finishes loading to the
moment when a participant clicks the next button to proceed.

Based on our ambiguity measures and the results from Study 2, we hypothesize
that:

H4 Block ambiguous sentences will take participants in Study 2 more time and par-
ticipants will be less accurate in discerning the referred block.
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H5 Sentences with unknown perspective will take participants in Study 2 more time
and they will be less accurate in discerning the referred block. Conversely,
sentences with neither perspective will take less time and participants will be
more accurate in discerning the referred block.

3.4 Results
We collect the responses from 356 participants and randomly select 10 responses for
each of the 1400 sentences from Study 1 (Sec. 3.2). We evaluate the participant per-
formance in Study 2 on the set of sentences from Study 1 (Sec. 3.2) by measuring
their accuracy and completion time as described above. We also compare the objective
accuracy measure to our manually-coded block ambiguity and perspective taking.

3.4.1 Hypothesis H4

First, we investigate block ambiguity by conducting an independent samples t-test mea-
suring the effect of block ambiguity (low or high) on accuracy (Fig. 4a) and completion
time (Fig. 4b). There are significant results for both accuracy (t(1398) = 13.888, p <
0.005) and completion time (t(1398) = −5.983, p < 0.005). Accuracy is lower and
completion time is higher on sentences that contain ambiguous block references (H4).
These results confirm that block ambiguous statements take longer amounts of time
for participants to process and participants are less accurate in discerning the referred
block.

3.4.2 Hypothesis H5

Next, we analyze perspective taking by conducting a one-way ANOVA measuring the
effect of perspective type (participant, partner, neither, or unknown) on accuracy (Fig.
4c) and completion time (Fig. 4d). Perspective type has a significant effect for both
accuracy (F (3, 1396) = 43.655, p < 0.005) and completion time (F (3, 1396) =
34.607, p < 0.005). Sentences that use neither perspective have higher accuracies
(M = 0.802, SD = 0.240) than sentences that use partner (M = 0.662, SD =
.278, p = 0.019) or unknown (M = 0.619, SD = 0.307, p = 0.017) perspective (H5).
Similarly, average completion time is lower for sentences that use neither perspective
(M = 11.418s, SD = 10.56) than partner (M = 16.881, SD = 9.81, p < 0.001) or
unknown (M = 17.756, SD = 12.03, p < 0.001) perspective (H5). No other signif-
icant differences are found. These results confirm that neither perspective statements
take shorter amounts of time for participants to process and participants are more accu-
rate in discerning the referred block. At the same time, unknown perspective statements
take participants longer time and participants are less accurate.

Additionally, we observe that participants in Study 2 have lower accuracy on sen-
tences that participants in Study 1 (Sec. 3.2) label as more difficult (Fig. 4e). This result
is not surprising as participants who have trouble writing a clear sentence would likely
rate the task as difficult.

We conclude that hypotheses 4 and 5 are both supported. Block ambiguity and
unknown perspective are both correlated with higher completion times and lower ac-
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curacies. The type of perspective in the sentence has a significant effect on accuracy:
when the instructions are written in neither perspective, participants in Study 2 have
higher accuracy than any of the other perspectives.

3.5 Discussion
Keeping the goal of seemless human-robot collaboration in a tabletop manipulation
setting in mind, we find the results from this first step forward quite encouraging. We
created a corpus of natural language when specifying objects in a potentially ambigu-
ous setting. We identified a cognitive process which plays a significant role in the
formation of these specifying descriptions. We defined metrics to aid in scoring the
optimality of a description. We designed an evaluation process based on these metrics.
And finally, we performed an initial, yet broad, analysis on our corpus that was able to
uncover a handful of insights. We will discuss a few of these insights in the following
section.

In analyzing the corpus, we discovered that participants generally followed one of
three approaches when writing instructions: (1) a natural approach where they used
embedded clauses linked together by words indicating spatial relationships such as
in the instruction “Pick up the yellow block directly to the left of the rightmost blue
block.”, (2) an algorithmic approach, which a majority of the users employed, where
they partitioned their description in stages reflecting a visual search process such as in
the instruction “There is an orange block on the right side of the table. Next to this
orange block is a yellow block. Please pick up the yellow block touching the yellow
block”, (3) an active language approach where they provided instructions asking the
partner to move their arms (usually) in a certain way so as to grasp the desired ob-
ject such as in the instruction “Stand up, reach out over the table, and grab the yellow
block that is touching the blue block closest to me.”. In certain instructions, the partic-
ipant would even offer active guidance (which is of course not an option in a one shot
response written in a web form).

Among the three, the algorithmic approach is often the clearest but feels less nat-
ural. We believe that these observations about instruction approach types will lend
themselves well to further investigation on user instruction preferences. For example,
some users might prefer to give algorithmic descriptions which iteratively reduce am-
biguity as needed, while other users might prefer to utilize active language where they
guide the robots motions via iterative movement-driven instruction.

Our findings suggest that sentence clarity suffers when there is either an ambiguity
related to the number of blocks a sentence can specify or an ambiguity related to per-
spective. An interesting observation is the relationship between block ambiguity and
perspective ambiguity. Because the process we used in coding the data did not exclude
one from the others, it was highly possible that these two features were dependent
although the Pearson correlation indicated the opposite (r = −0.0287). Perspective
ambiguity will often results in block ambiguity, except in the case that there features
in the instructions that are dominate enough to eliminate all the possible blocks aside
from one. For example, in “It is the block all the way on the right side by itself”, the
perspective is unknown but only one block in the scene is identifiable since it is the
only “by itself” candidate. In this case, we can reduce the instruction to “It is the block

15



by itself”. On the other hand, block ambiguity does not always imply unknown per-
spective. For example, in “pick up the closest green block”, although the perspective
is neither, not unknown, there are actually multiple possible blocks inferred from the
instruction due to ambiguity in the landmark being referred to (e.g. closest to what?).

Further, descriptions requiring perspective always seem to include terms like ’right’,
’left’, ’above’ and ’below’. We shall classify these as directional relative spatial ref-
erences. If establishing perspective proves to be difficult in a scenario, and a sentence
can avoid using directional relative spatial references, the robot should prefer to avoid
these kinds of descriptions. That is, if the robot is able to generate a description using
our definition of ’neither’ perspective, it should prefer to do so over other descriptive
strategies.

The intention of this work is to establish a baseline understanding of human pref-
erences and behaviors when giving manipulation scenario instructions to a robot. We
identify this one-shot language data analysis as a necessary step in laying the foun-
dation for a truly interactive system which might take multiple rounds of input or ask
questions to reduce uncertainty. Even without the element of active conversing, how-
ever, the results and insights we were able to extract are rather encouraging and have
allowed us to establish effective grounding. We intend to gradually introduce interac-
tivity in future works with varying approaches and modalities, and we believe the work
we present in this paper provides an excellent initial benchmark.

4 Design Guidelines:
Robot Trajectory Demonstrations

4.1 Introduction
As robots perform tasks in human-occupied environments, people who observe them
form beliefs about their behaviors [28]. Without insight into the robot’s objective func-
tion or other information about how the robot behaves, people must derive their ex-
pectations from only the robot’s motion within the context of the environment. These
beliefs guide peoples’ understandings and expectations of the robots as well as their
interactions. If a person cannot understand why a robot planned its trajectory – even a
successful one – they may not be able to predict its trajectory in a new environment.

Prior work has focused on using robot motion to effectively convey robot capabil-
ities and goals [21, 63]. In contrast, we focus on using robot motion to convey its own
objective function and show that it prefers to navigate through states with particular fea-
tures. Consider the trajectory shown in Fig. 5a. It appears that the robot does its best
to avoid rocks while navigating to the goal, implying it has a preference for traversing
grassy states over rocky states. However, this trajectory could have also been generated
by a robot with an objective function that has no preference for either terrain type if it
arbitrarily chose where to turn. Similarly, a person observing the robot in Fig. 5b may
be unclear about whether the robot has no terrain preference or a strong preference for
grass. A person who does not understand the robot’s objective function could be con-
fused in a new environment when it does not plan a new trajectory that matches their
expectations. We are interested in producing robot motion trajectories that help people
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(a) (b)

Figure 5: Many possible objective functions could generate these trajectories.

understand the robot’s feature preferences and that improve their ability to generalize
that behavior to new environments.

Based on the observation that people assign rational meaning to agent actions
[19, 28, 39] we define two types of critical points in a trajectory – inflection points and
compromise points – as points that are information-rich and convey information about
the relationship between the planned trajectory and the features in the environment.
Fig. 5a is an extreme example of how inflection points (i.e., changes in direction) may
lead an observer to infer preference for grass because the trajectory traverses only that
terrain feature. The single rock compromise point in Fig. 5b may similarly lead an ob-
server to believe there is no preference for grass over rocks when in fact all alternative
paths have more rocks and therefore a lower overall value.

Our goal is to determine, in detail, the roles these kinds of points play in trajectories
that lead to good understanding of robot behavior. Towards this, we conducted a large-
scale study to systematically examine how varying the critical points in trajectories
affects peoples’ understandings of robot behaviors. We generated trajectories through
synthetic environments according to different robot behaviors and showed them to peo-
ple via Amazon Mechanical Turk (AMT). We conducted a within-subjects study in
which we varied the parameterizations of the robot’s reward function as well as the
combinations of critical points along each trajectory and asked people to specify their
understandings as well as generalize new plans in different environments. We show that
people understand and can generalize the robot’s terrain preferences more accurately
as the number of inflection points increases and compromise points decreases within
trajectories. However, when a robot has no preference for terrain types, the addition of
either type of critical point within a trajectory reduces a participant’s understanding.

We conclude that our critical points in trajectories do provide observers more in-
formation about a robot’s state preferences. A robot that can take these points into
consideration while planning its trajectories can reduce observer uncertainty about its
behavior while still acting optimally.

4.2 Problem Formulation
We formulate our robots’ behaviors as a standard Markov Decision Process which is a
tuple of the form: {S,A, T , R}.

This includes a set of world states s ∈ S with a single absorbing goal state sg ∈ S
and a set of robot actions a ∈ A. The MDP has a deterministic state transition function
T : S × A → S and an immediate reward function R : S → R+. A robot behaves
according to a deterministic policy π : S → A. The optimal policy is denoted as π∗

and describes the policy that maximizes the overall reward.
A trajectory ξ(s0|π) ∈ Ξ is defined as a sequence of states [s0, s1, s2, ..., sg] where
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Figure 6: (a) generating 1 inflection point (red dot) by placing rock tiles at state 1 and 2 (b) 4 inflection points
(red dots) (c) generating 1 compromise point (orange dot) by building a frontier (orange line segments) (d) 4
compromise points (orange dots)

∀st ∈ ξ(s0|π), T (st−1, π(st−1)) = st. The total reward of ξ isRξ(ξ) =
∑
st∈ξ R(st).

An optimal trajectory ξ∗ is yielded by following π∗.
To ensure there are no cycles in a trajectory, there is one and only one s ∈ S such

that R(s) ≥ 0.

4.2.1 Experimental Setup

As an example domain, we consider a gridworld representation of a park which has a
single terrain feature such as grass or rock assigned to each state (tile) on the grid.

• State s ∈ S is defined as s = (x, y)

• Action a is a 4-connected movement where a ∈ A = {→, ↑, ↓,←}

• We define φ : S → N3
+ as a mapping from states to features. φ(s) = [1goal(s),1grass(s), 1rock(s)] ∈

{0, 1}3 subject to ‖φ(s)‖ = 1, where each 1(s) is an indicator function (e.g.,
1grass(s) = 1 if the tile type at s is grass and 1grass(s) = 0 otherwise)

• We define T as a transition mapping with deterministic 4-connected movements
within the gridworld.

• θ ∈ R3 are the weights for the feature vector φ. The reward for a state s with
weights θ is given by R(θ, s) = θTφ(s) ∈ R.

• When deriving the optimial policy, we break action ties with the ordering [→, ↑
, ↓,←].

4.3 Critical Points of Trajectories
Depending on a robot’s functional objective, the trajectory it follows can vary signif-
icantly. We characterize the information-rich states and actions within a trajectory as
critical points. Based on the rationality principle, we focus on two types of critical
points – inflection points in which people assign meaning to changing direction and
compromise points in which a robot traverses over states with different features. Al-
though this set of characteristics is not exhaustive, we believe it provides an effective
starting point in analyzing trajectories. We will demonstrate that critical points can be
beneficial in guiding the observer’s understanding of robot behavior, or they can be
detrimental to an observer’s understanding, confounding their beliefs and leading to
misinterpretation.
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4.3.1 Inflection Points

Inflection points are defined as st ∈ ξ(s0|π) where the robot changes its direction. In
other words, inflection points are all points at which the robot’s action is not identical to
its prior action (i.e., π(st−1) 6= π(st)). In Fig. 6a, an inflection point is indicated by the
red dot where the robot moves up. This change of behavior gives people information
about the robot’s aversion towards the rock tile annotated as 1. In our park environment,
inflection points come in pairs (e.g., the two inflection points in Fig. 6a) because the
robot typically resumes moving rightward after changing direction.

4.3.2 Compromise Points

Compromise points are defined as states st ∈ ξ∗(s0|π∗) in which the myopic reward
of entering st is not the maximum obtainable from st−1, yet the total reward for the
trajectory is maximized. In particular, ∃at−1 ∈ A, at−1 6= π∗(st−1), T (st−1, at−1) =
s′t. s.t. R(s′t) > R(st), but Rξ(ξ∗(s′t|π∗)) < Rξ(ξ

∗(st|π∗)).
The trajectory in Fig. 6c contains one compromise point (orange dot). To reach the

goal, the robot must traverse a terrain feature (e.g. rock) which incurs a higher cost
than another possible terrain feature (grass) accessible from the previous state. Any
attempt to move around the rock frontier would result in lower total trajectory reward
compared to the straight path over the one compromise point.

4.4 Generating Demonstrations

We develop a method for synthesizing trajectories through environments that demon-
strate the robot’s reward function R(θ, s) by changing φ by iteratively inserting inflec-
tion and compromise points into the trajectory ξ∗.

4.4.1 Inflection Points

To create an inflection point at si ∈ ξ∗(s0|π∗), we can decrease the reward of si+1

which alters π∗(si) to avoid si+1. In Fig. 6a, grass is preferred and has lower cost than
rock. To create an inflection point at si indicated as the red dot, we place a rock terrain
tile at si+1 annotated as state 1.

One side effect of changing state 1 is that it might introduce multiple optimal poli-
cies yielding multiple optimal trajectories. The ambiguity of multiple optimal trajecto-
ries (or policies) can mislead people as it requires more complex reasoning to identify.
One solution is to change some states to make all but one of the optimal trajectories sub-
optimal. We treat this as a set cover problem. Universe U is the set of all the available
optimal trajectories U = {ξ|ξ = ξ∗ ← π∗}. ∀s ∈ ξ ∈ U , we define subset(s) ⊂ U to
include all the optimal trajectories that go through s (i.e., subset(s) = {ξ|s ∈ ξ ∈ U}).
The family set contains all the subset(s) (i.e., set = {subset(s)|s ∈ ξ ∈ U} s.t.⋃
ss∈set ss = U ).

Our goal is to find the minimum number of states that all but one of the optimal
paths include (i.e., to find the minimal set cover subject to

⋃
cc∈cover cc = U\ξ∗∗

where ξ∗∗ ∈ U is the only path s.t. ∀cc ∈ cover, ξ∗∗ /∈ cc). ∀subset(s) ∈ cover,
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we can reduce R(s) to make all the ξ ∈ subset(s) sub-optimal and leave ξ∗∗ the only
optimal trajectory.

In Fig. 6a, there are 9 extra optimal trajectories available after changing states 1
(yellow arrows). By placing a rock terrain at state 2, we could prevent the robot from
moving downwards before reaching the red dot and make the trajectory indicated by
black dots the only optimal trajectory. We generate 4 inflection points accordingly as
shown in Fig. 6b.

4.4.2 Compromise Points

Similar to generating an inflection point, to generate a compromise point at si ∈
ξ∗(s0|π∗), we could decrease the reward of si+1 s.t. R(si+1) < Rmax. But the differ-
ence is that now we want robots to keep π∗(si) and head to si+1 inevitably. Hence, we
could decrease the rewards of a set of states in a neighboring area close to si+1 to make
it too costly for robots to detour around si+1. We could initiate the area as one state
and iteratively increase its size until the new optimal trajectory passes through si+1. In
each iteration, we could grow the area by making all the optimal trajectories which do
not go through si+1 become sub-optimal using the same technique we introduced in
Sec. 4.4.1.

In Fig. 6c, to create an compromise point at si (orange dot), we can build a frontier
of states filled with rock terrain from top to bottom across the entire map (orange fron-
tier). This frontier with low reward will force the robot to pass through si+1 (the black
dot on the right next to the orange dot). In our implementation, we use cubic Bezier
curves [23] randomly generated through De Casteljau’s Algorithm [24] to represent
natural-looking frontiers. We generate 4 compromise points accordingly as shown in
Fig. 6d.

4.4.3 Extra Points

We uniformly distribute different φ’s across our demonstration maps to so that all the
maps are consistent with each other regarding the frequency of each feature. In our
implementation, we ensure that each map contains 50% rocks and 50% grass adding
complementary rock tiles to grass-dominant maps and vice versa. To make maps look
natural, we place terrain types based on 2D Perlin noise [69–71]. Final maps and
trajectories are shown in Fig. 7.

4.5 Empirical Evaluation

We ran a study to test the effects of trajectories with different critical points on human
understanding of robot terrain preferences. We presented participants with 16 different
maps of “parks” with rock and grass terrain features, containing trajectories starting
from the left and traversing to the right side of the park. We manipulated the number of
critical points within trajectories as well as the actual terrain preference demonstrated
in each map, and measured each participant’s ability to predict the robot’s preferences
in a within-subject study design.
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(a) Prefer grass, 0 infl, 0
comp

(b) Prefer grass, 2 infl, 0
comp

(c) Prefer grass, 2 infl, 4
comp

(d) Prefer grass, 4 infl, 4
comp

(e) No pref., 0 infl, 0
comp

(f) No pref., 0 infl, 4
comp

(g) No pref., 2 infl, differ-
ent, 0 comp

(h) No pref., 2 infl, same,
0 comp

Figure 7: Robot preference type, number of inflection points (red dots), inflection point configuration (“dif-
ferent” = red dots with black circles, “same” = red dots with blue circles), number of compromise points
(orange dots) for demonstration examples

4.5.1 Independent Variables

We tested six terrain preference conditions and 10 no-preference conditions. The six
preference conditions comprise all combinations of {0,2,4} inflection and {0,4} com-
promise points. The no-preference conditions are combinations of {0,2,4} inflection
points, {0,4} compromise points, and {same, different} inflection point configura-
tions5.
Terrain Preferences. We compared trajectories through maps when there was a ter-
rain feature preference versus when there was no preference between terrain features.
We randomly selected half of the terrain preference conditions to prefer rock and half
to prefer grass.
Inflection Points. Each demonstration trajectory had 0, 2, or 4 inflection points. Lo-
cations of the inflection points were randomly chosen along the path.
Compromise Points. We set the number of compromise points in each demonstration
trajectory to be one of two values. When the reward function had preferences, these
two values were {0, 4}. We were interested in observing the differences between hav-
ing no compromise points versus having several points where the robot must ’‘make
a compromise” (which we chose to be 20% of the total trajectory length). When the
reward function had no preferences, compromises could not technically occur. There-
fore, we arbitrarily assigned a ’‘simulated” preference and then divided the number
of terrain features along the trajectory in the two levels: {50-50, 20-80}. The former
level resulted in a trajectory where there was no preference illustrated by compromise
points. The latter resulted in a trajectory where the robot simulated a compromise on
20% of the states.
Inflection Point Configuration. At each inflection point, there is a ‘decision’ corre-
sponding to the change in direction. The robot’s direction switches from continuing
onto one tile (Fig. 8, B) to moving onto another tile (Fig. 8, C). We test whether human
understanding changes if the terrain types of those tiles are the same (i.e., the robot

5When there are no inflection points, there are no inflection point configurations, hence there are 10 ‘no
preference’ maps instead of 12.
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Figure 8: (left) an inflection point with ‘same’ configuration (right) an inflection point with ‘different’ con-
figuration

chooses to turn from one grass tile to another grass tile) or different (i.e., the robot
turns from a grass tile onto a rock tile). This condition is only tested when there is no
preference in the terrain type.

4.5.2 Response Types

Sliders. We included a slider for each terrain feature type and labeled them {“Strongly
Avoid”, “Slightly Avoid”, “Neutral”, “Slightly Prefer”, “Strongly Prefer”}. We asked
participants to indicate the preference the robot had demonstrated for each terrain type
using the sliders. Participants were free to place the sliders anywhere along the scale.
We mapped their slider placements to a value between [0, 1000], where 0 corresponds
to “Strongly Avoid”, 500 corresponds to “Neutral”, and 1000 corresponds to “Strongly
Prefer”.
Text Free-Response. Participants were asked to explain the reasoning they believe
the robot used as it planned its path through the map. Unlike the sliders, free response
allows an unconstrained representation of the users’ mental models of the robot behav-
iors. Due to space constraints, we do not present the results from the free response.
Drawing Trajectories. Last, we presented the participants with a new map (without
a demonstration trajectory pre-drawn on it) and asked them to draw the trajectory they
believed the robot would take if it were using the same reasoning to plan its new trajec-
tory. Participants were required to start at a predefined point and could add 4-connected
waypoints until reaching the goal position. Each map was generated to ensure it had a
single optimal trajectory with respect to a fixed terrain preference. The maps were filled
50/50 with rock and grass tiles. In order to reduce the bias in our test maps, each par-
ticipant received a randomized test map for each experimental condition. This measure
allowed us to test participants’ understanding of the robot’s behaviors by comparing
their drawn path to the optimal one.
Subjective Confidence. We asked participants to indicate on a 5-point Likert scale
how confident they were that the trajectory they drew would be the one the robot would
take.

4.5.3 Study Deployment

We recruited 90 participants via Amazon Mechanical Turk. We used a within-subjects
design where each subject was shown the total 16 conditions (6+10) in the same order.
This order was pre-determined to ensure that no three consecutive conditions had the
same terrain preference, which allowed us to avoid users inferring incorrectly based on
coincidental patterns. Upon completion of the study, we collected demographic infor-
mation from participants, including their age, gender, occupation, primary language,
and experience with robots, video games, and RC-cars. We also asked for general
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comments as well as how difficult they found the tasks. Due to space constraints, these
results are omitted.

4.6 Results
4.6.1 Dependent Variables

Our measures of accuracy in understanding robot preferences are based on the drawn
trajectories, sliders, and subjective ratings of confidence.

The optimality ratio = | total cost of optimal trajectory
total cost of drawn trajectory | ∈ [0, 1]. As people understand the

robot reward function more accurately, the optimality ratio increases.
We assume that people use the distance between the grass and rock slider place-

ments to indicate their certainty about inferring the robot preferences. We map the
distance between the grass and rock slider placements to preference range ∈ [0, 2000].
A value of 0 corresponds to the user inferring no preference between the grass and rock
terrains while a value of 2000 corresponds to the user inferring a difference with a high
certainty, regardless of what the robot actually prefers.

We use subjective confidence ∈ {1, 2, 3, 4, 5} to represent the user’s self-reported
confidence in understanding robot reasoning, with higher values indicating more con-
fidence.

4.6.2 Hypotheses

H1 Preference demonstrations: increasing the number of inflection points will in-
crease optimality ratio, preference range, and subjective confidence.

H2 Preference demonstrations: increasing the number of compromise points will de-
crease optimality ratio, preference range, and subjective confidence.

H3 No preference demonstration: increasing the number of inflection points will de-
crease optimality ratio, preference range, and subjective confidence.

H4 No preference demonstration: increasing the number of compromise points will
decrease optimality ratio, preference range, and subjective confidence.

H5 No preference demonstration: the optimality ratio, preference range, and subjec-
tive confidence are lower when each inflection point has a different configuration
than when each inflection point has the same configuration.

4.7 Results
4.7.1 Preference

Optimality Ratio. We use a two-way repeated measures ANOVA to find the effect
of inflection points and compromise points on optimality ratio (Table ??).

The number of inflection points has a significant effect on the optimality ratio
(F (2, 178) = 46.159, p < 0.001). Post hoc analysis with a Bonferroni adjustment
reveals that the optimality ratio is significantly increased from 0 to 2 (p < 0.001) and
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Figure 9: When there is a preference, optimality ratio vs (a) the number of inflection points (b) the number
of compromise points (c) the interaction between the number of inflection points and compromise points.
When there is no preference, optimality ratio vs (d) the number of inflection points (e) the number of
compromise points (f) the interaction between the number of inflection points and compromise points (g)
inflection point configuration
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Figure 11: When there is a preference, subjective confidence vs (a) the number of inflection points (b) the
number of compromise points (c) the interaction between the number of inflection points and compromise
points. When there is no preference, subjective confidence vs (d) the number of inflection points (e) the
number of compromise points (f) the interaction between the number of inflection points and compromise
points (g) inflection point configuration

from 0 to 4 (p < 0.001), but not from 2 to 4 inflection points (p = 0.052), though
it is close (Fig. 9a). This suggests that inflection points help users understand robot
preferences. For example, it is easier for people to understand that the robot prefers
grass over rock terrains by looking at Fig. 7b than Fig. 7a. Additionally, in these maps
there is little benefit to showing more than 2 inflection points. For example, it is more
difficult for people to understand that the robot prefers grass over rock terrains by look-
ing at Fig. 7b than Fig. 7d although Fig. 7d has more inflection points. The first part of
H1 is supported.

Increasing compromise points from 0 to 4 significantly decreases the optimality
ratio (F (1, 89) = 74.476, p < 0.001) (Fig. 9b). This suggests that path entropy hinders
people’s understanding of robot preferences. For example, it is easier for people to
understand that the robot prefers grass over rock terrains by looking at Fig. 7b than
Fig. 7c. The first part of H2 is supported.

There is a significant interaction between the numbers of inflection and compro-

24



mise points on optimality ratio (F (2, 178) = 5.291, p = 0.006). When there are no
compromise points, there is no significant difference between 2 and 4 inflection points
(p = 0.730). However, when there are 4 compromise points, optimality ratio is sig-
nificantly increased from 2 to 4 inflection points (p = 0.001) (Fig. 9c). This indicates
that as the number of compromise points increases, people need more inflection points
to mitigate their confusion about the compromise points. For example, it is easier for
people to understand that the robot prefers grass over rock terrains by looking at Fig.
7d than Fig. 7c.
Preference Range. We used a two-way repeated measures ANOVA to determine the
effects of inflection points and compromise points on preference range (Table ??). The
number of inflection points has a significant effect on preference range (F (2, 178) =
65.759, p < 0.001). A post hoc analysis with a Bonferroni adjustment reveals that the
preference range is significantly increased from 0 to 2 (p < 0.001) and from 0 to 4 (p <
0.001), but not from 2 to 4 (p = 0.385) inflection points (Fig. 10a). This suggests that
more inflection points lead to greater certainty about the robot’s preference. Similar
to optimality ratio, increasing beyond 2 inflection points does not improve preference
range. The second part of H1 is supported. Preference range is also significantly
decreased from 0 to 4 compromise points (F (1, 89) = 91.050, p < 0.001) (Fig. 10b).
The second part of H2 is supported. There are no other significant effects on preference
range.
Subjective Confidence. To measure the effect of inflection and compromise points
on the Likert scale responses for subjective confidence, we ran a generalized ordinal
logistic model and estimated the model parameters through a generalized estimating
equation (GEE) with AR(1) covariance structure (Table ??). Subjective confidence
significantly increased from 0 to 2 (p = 0.009) and from 0 to 4 (p = 0.001), but not
from 2 to 4 (p = 0.907) inflection points (Fig. 11a). This suggests that inflection points
help people feel more confident about their evaluations, but that increasing beyond 2
inflection points does not necessarily lead to more confidence. The third part of H1
is supported. Subjective confidence is significantly increased from 0 to 4 compromise
points (p = 0.009) (Fig. 11b). This suggests that path entropy decreases users’ feelings
of confidence in their evaluations. Interestingly, the third part of H2 is rejected. There
are no other significant effects for subjective confidence.

4.7.2 No Preference

Analysis for no preference maps follows the analysis for preference maps above. Re-
sults for inflection point configuration are only available for demonstrations with 2
or 4 inflection points, since 0 inflection points mean there cannot be inflection point
configurations.
Optimality Ratio. We conducted a three-way repeated measures ANOVA to deter-
mine the effect of inflection points, compromise points, and inflection point configura-
tion on optimality ratio (Table ??).

Number of inflection points significant affects optimality ratio (F (2, 178) = 42.050, p <
0.001). Post hoc analysis with a Bonferroni adjustment reveals that optimality ratio is
significantly decreased from 0 to 2 (p < 0.001), from 0 to 4 (p < 0.001), and from 2
to 4 (p < 0.001) inflection points (Fig. 9d). This suggests that people’s ability to iden-
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tify the robot’s true preferences continues to decrease as inflection points are added.
For example, it is easier for people to understand that the robot has no preference by
looking at Fig. 7e than Fig. 7g. The first part of H3 is supported.

Optimality ratio is significantly decreased from 0 to 4 compromise points (F (1, 89) =
62.649, p < 0.001) (Fig. 9e), indicating that path entropy reduces people’s ability to
identify the robot’s true preference. For example, it is easier for people to understand
that the robot has no preference from Fig. 7e than Fig. 7f. The first part of H4 is
supported.

There is a significant interaction between the numbers of inflection and compromise
points on optimality ratio, F (2, 178) = 12.652, p < 0.001. When the number of
compromise points is high, the optimality ratio is significantly decreased from 2 to 4
inflection points (p < 0.001), while when number of compromise points is low, there
is no significant difference (p = 0.883) (Fig. 9f). This indicates that when there are
many compromise points, more inflection points exacerbates the detrimental effect of
compromise points on optimality ratio, while when the number of compromise points
is low, the detrimental effect is gone.

Optimality ratio is significantly higher when inflection points have the “same” con-
figuration than when they have a “different” configuration (F (1, 89) = 12.793, p =
0.001) (Fig. 9g). This indicates that for maps without a preference, inflection points
that move to the same type of terrain better reveal the robot’s true (lack of) preference.
For example, it is easier for people to understand that the robot has no preference by
looking at Fig. 7h than Fig. 7g. The first part of H5 is supported. No other significant
results were found.
Preference Range. We use a three-way repeated measures ANOVA to determine
the effect of the number of inflection points, compromise points, and inflection point
configuration on preference range (Table ??). The number of inflection points has
a significant effect on preference range (F (2, 178) = 67.728, p < 0.001). Post
hoc analysis with a Bonferroni adjustment reveals that preference range is signifi-
cantly decreased from 0 to 2 (p < 0.001) and from 0 to 4 (p < 0.001), but not
from 2 to 4 inflection points (p = 0.069) (Fig. 10d). The second part of H3 is sup-
ported. Preference range is also significantly decreased from 0 to 4 compromise points
(F (1, 89) = 181.118, p < 0.001) (Fig. 10e). The second part of H4 is supported.

There is a significant interaction between the numbers of inflection points and com-
promise points on preference range (F (2, 178) = 18.848, p < 0.001). When there are
4 compromise points, preference range is significantly decreased from 2 to 4 inflection
points (p = 0.003), while when there are 0 compromise points, there is no significant
difference (p = 0.611) (Fig. 10f). This indicates that inflection points have a detrimen-
tal effect on preference range only when they are exacerbated by compromise points,
but that without the compromise points there is no detrimental effect.

Preference range was significantly decreased from “same” to “different” inflection
point configuration (F (1, 89) = 13.802, p < 0.001) (Fig. 10g). This indicates that
for maps without a preference, the preference range is lower when all inflection points
have the “different” configuration than when the same number of inflection points have
the “same” configuration. The second part of H5 is supported. No other significant
differences are found.
Subjective Confidence. To determine the effect of inflection points, compromise
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points, and inflection point configurations on subjective confidence, we conducted a
generalized ordinal logistic model and estimated the model parameters through a gener-
alized estimating equation (GEE) with AR(1) covariance structure (Table ??). There is
no significant effect of inflection points on subjective confidence (Fig. 11d). People are
not significantly less confident about inferring the robot reasoning when dealing with
demonstrations with more inflection points. The third part of H3 is rejected. Subjective
confidence is significantly decreased from 0 to 4 compromise points (p < 0.001) (Fig.
11e). People are less confident about the robot’s reasoning when dealing with demon-
strations with more compromise points. The third part of H4 is supported. There were
no significant effects of inflection point configuration on subjective confidence (Fig.
11g). The third part of H5 is rejected.

4.8 Discussion
People derive expectations about robot behavior by observing robot trajectories. Our
work serves as a basis for enabling robots to use the trajectories they take to convey
information about their reward functions. In this work, we introduce the concept of
critical points and give two examples – inflection points and compromise points. Using
these, we develop a method for systematically generating trajectories that possess the
critical points we specify. We then test how trajectories with varying combinations
of critical points affect human understanding of robot reward functions. We show
that inflection points can have different effects on human understanding depending
on whether a robot’s reward function has particular terrain feature preferences or not.
Specifically, when there is a preference for terrain features, adding inflection points
improves human understanding, while when there is no preference, adding inflection
points hinders understanding. In both cases, increasing the number of compromise
points decreases human understanding of the robot’s preferences.

Interestingly, our results showed that the subjective confidence did not increase
with fewer compromise points as we expected. Future work is needed to understand
why this is the case. For example, it is possible that if participants never saw the robot
navigate over a rock, they would not be confident about what would happen if it had to
navigate over a rock.

Additionally, our results showed that there was a significant effect of one pair of in-
flection points but no benefit to the second pair of inflection points suggesting that there
is a “law of diminishing returns” in information conveyed by inflections. Because we
only investigated two terrain types, one pair of inflection points is all that is necessary
to indicate which terrain type is preferred. More work is needed to investigate whether
our finding holds for more complex environments. For example, while we believe that
one inflection point is needed to show relative preference between pairs of features, it
is unclear whether the complexity of the path will overwhelm an observer rather than
help them.

Finally, our study was performed in an online study and not on a real robot. We
acknowledge that it may be difficult to modify real environments in order for opti-
mal trajectories to include critical points. In environments where a real robot cannot
demonstrate its reward function by adding inflection points, for example, it may be pos-
sible for the robot to display a simulated environment with a trajectory (such as those
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we generated) to efficiently teach an observer about its preferences. Another option
may be to demonstrate a non-optimal path that has more critical points. Future work is
needed to understand whether our findings translate to real robots in real environments,
and also whether other methods of demonstration are effective.

5 Conclusion & Future Work

This work serves as an example of how we can apply best practices sourced directly
from humans in the design of robot explanation strategies. We summarize our findings
in two different modes of explanation. We observe that the best examples of natural
language goal specification take care to reduce the cognitive load the addressee must
incur during comprehension. We also observe that when robots demonstrate their un-
derlying objective function through their actions, they can be more interpretable if they
ensure the strategic use of critical points.

The follow-up work is to complete the implementation of an explanation generation
system on a robotic platform and test its performance in a physically deployed user-
study. From here, there are two implementation-related areas to explore. First, there
is the requirement of versatile scene representation (e.g. how do we represent the
environment internally and allow it to be expressed via grounded language in different
contexts). There is also the question of how to incorporate the human directly into the
process. This development might be similar to designing a dialogue system. We will
also need good methods of evaluating human-understanding in real-time. Incorporating
a form of inverse-reinforcement learning for this purpose seems promising.

There are many potential avenues of further investigation in the theory of expla-
nation strategies as well. One area is determining how to pick an appropriate strategy
given a scenario. This would require studying how different strategies work across set-
tings and tasks. For example, if a goal is not visible within the current scene, it might
be more effective to communicate about the robot’s objective function rather than the
goal it is trying to reach.
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