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Abstract

Image matching refers to aligning two similar images related by a transformation such
as a translation, rotation, etc. In its general form image matching is a2 problem of estimating
the parameters that determine that transformation. These parameters may be a few global
parameters or a field of parameters describing local transformations.

This thesis explores in theory and by experiment image matching by the method of dif-
ferences. The method uses intensity differences between the images together with the spatial
intensity gradient to obtain from each image point a linear constraint on the match param-
eters; combining constraints from many points yields a parameter estimate. The method is
particularly suitable where an initial estimate of the match parameters is available. In such
cases it eliminates search which can be costly, particularly in multi-dimensional parameter
spaces. Essential to the technique are smoothing, which increases the range of validity of
the constraint provided by the gradient, and iteration, because the parameter estimate is an
approximation. Smoothing increases the range of convergence but it decreases accuracy, so
a coarse-fine approach is needed. A theoretical analysis supports these claims and provides
a means for predicting the algorithm’s behavior.

The first application considered here, optical navigation, requires matching two images
to determine the relative camera positions. Here the match parameters are the position
parameters, because they determine the image transformation. In many cases, such as robot
guidance, the required parameter estimate is available. Using information from points near
edges minimizes error due to noise, specularity, etc. The relationship between the three-
space geometry of the reference points and the stability of the algorithm is investigated.
Optical navigation experiments using both real and synthetic images are presented. They
support the claims of the theoretical analysis, and demonstrate a range of convergence and
accuracy adequate for many tasks.

The second application, stereo vision, is a problem of determining a field of local
parameters, namely the distance values. Constraints from the neighborhood of each point
contribute to its distance estimate. Experiments on both real and synthetic data provide
encouraging results.
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Chapter 1

Introduction

1.1. Introduction

Image matching (or registration) is, in general terms, aligning two identical or similar
images or parts of images. The subject of this thesis is a class of techniques for doing image
registration by the method of differences. The method of differences is a matching technique
that uses the image intensity gradient together with the intensity differences between the
images in a procedure that iteratively improves an initial estimate. This thesis will develop
a number of algorithms for various kinds of matching based on this method, and show
how they can be applied to optical navigation and stereo image interpretation, both in
theory and by experiment. This chapter sets the stage by discussing the importance of
image registration, formally defining it and generalizing that definition, and describing the
method of differences. The method of differences is compared with other methods for image
matching. Then related work in this area is surveyed, and the remainder of the thesis is
outlined.

1.2. Motivation

Image matching is basic to a number of vision problems. These include optical naviga-
tion (also known as motion analysis), stereo image interpretation, object analysis, change
detection, and others. The first two, optical navigation and stereo image interpretation, are
two of the most important; they are the two applications considered in this thesis.

Optical navigation refers to the guidance of a robot, such as a robot arm or an au-
tonomous roving vehicle, by means of input from an optical sensor such as a camera. Robots
need navigational feedback from their environment because the environment is not perfectly
predictable, and because the robot’s response to a command to move in a certain way is not
perfectly predictable. Optical navigation is one of many ways of providing that feedback.
The optical domain is particularly rich in information, but therefore correspondingly diffi-
cult for computer analysis. It is the aim of the method of differences to provide a relatively
inexpensive way to do optical navigation.
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The primary problem of optical navigation is this: given two views of the same scene
from two different cameras, determine the parameters describing the relationship between
the coordinate systems of the cameras. This problem has two essential characteristics: it
is a parameter estimation problem, and in most applications a reasonable estimate of those
parameters is available at the outset. As we will see, these two characteristics make this
problem particularly suited to solution by the method of differences.

The objective of stereo vision {or more precisely, binocular vision) is to obtain infor-
mation about the three-dimensional form of an object or a scene from two camera views.
Binocular vision is one of many sources of information available about the three-dimensional
form of the world. The need for reconstructing this information from camera views arises
essentially due to a shortcoming in the sensors used: cameras record only a two-dimensional
projection of a three-dimensional world. Thus one method of attacking this problem has
been to overcome this deficiency, for example through structured lighting, sonar range de-
tectors, contact sensors, and so on. However, all such attempts so far have not had as
general applicability as vision. In addition to the practical interest in stereo, the desire to
understand the human visual system has led some researchers to propose computational
models of the human stereo vision process. Unfortunately, the stereo correspondence prob-
_ lem has proven to be extremely difficult—certainly not as easy as the facility of humans in
this problem might suggest. This thesis explores another line of attack, namely the method
of differences.

The difficult part of stereo, as for navigation, is the matching problem. In the case
of navigation, we desire to compute the camera motion given a set of point distances.
The stereo problem is the complement of this in that we wish to compute a set of poiut
distances given the camera motion. In general, the number of points is much larger than
the number of parameters of the camera motion. This formulation of the problem shows
(roughly speaking) why stereo is harder than navigation: we are given less input and asked
to compute more output. That is, the amount of constraint on each quantity to be computed
i8 less.

In addition to navigation and stereo, matching has a number of other applications. For
example, one method of approaching object detection in a scene might be to hypothesize
the existence of an object in the scene and then to check that hypothesis by attempting
to match its known appearance against the picture. In another application, Reddy &
Rubin (1978) report the need to align as nearly as possible adjacent slices in lobster nerve
tissue, for the purpose of mapping the neuronal connections. Finally, some researchers have
looked at the possibility of using object motion detection as a means of compressing the
bandwidth required for the transmission of motion picture sequences (Sce, for example,
Limb & Murphy, 1975a, b).

1.3. Definitions

This section gives a precise definition of the image matching problem, and then gener-
alizes that definition. Then the method of differences is described.
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Prefiminary definitions. A few preliminary definitions are in order. The notation
used in this thesis is discussed in Appendix A.

An image is a function I(p) of a vector, p. The vector p denotes a position in the
image and I(p) represents the pixel value at that position. For usual images, I(p) is a
scalar-valued function; but we consider some “images” in which I(p) is a vector-valued
function. I is generally only defined over a bounded rectangular region. Often there will
be two images, I; and I, under discussion.

There will frequently be a need to compare two images, so a metric of image difference
will be needed. The symbol E (for error) will denote the difference between two images.
The most common such metric, and the one employed in this thesis, is the L norm, defined
by

E=) (h(p) - Li(p))* (1-1)
P

Here p ranges over image points in the regions being compared. Other metrics are used in
practice, but they are typically generalizations of the L; norm and will be mentioned as
they are encountered.

Matching. The traditional image registration problem can be defined as follows: given
two images I1(p) and I;(p) related by I;(p) = I2{p + h), determine the disparity vector
h between them. In many real situations, the stated relationship will not hold exactly, so
a slightly different formulation of the matching problem is needed: find a disparity vector
h such that, as nearly as possible, I;(p) and I;(p + h) match. The degree of match is
measured by some norm, such as the L, norm mentioned above. More formally, we want
to find an h to minimize some measure of the difference between I;(p) and L(p + h).
This form of registration can be viewed as determining two global parameters, namely
the components h, and h,, of the disparity vector. Thus image matching is seen to be a
parameter estimation problem.

This definition of the matching problem can be generalized in two ways: first, one
can model the transformation between the images with more parameters, and solve for
those parameters. For example, we could model the change between the images as a linear
deformation of coordinates, that is

Ii(p) = (pA +h),

where A is the matrix describing the linear deformation. (As discussed in Appendix A, we
use row vectors, thus we write pA). In this case the parameters being solved for are the
translation components h, and b, plus the parameters characterizing the matrix A: these
could be simply the entries of A if it is an unconstrained matrix, or perhaps the rotation
angle if A is restricted to be a rotation matrix. In this case one is still solving for a few
global transformation parameters. As a second generalization, we can solve for a field of
local image transformations. In this case the image transformation is

Ii(p) = L(p + h(p))-
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This equation allows for a disparity h(p) that is different at every point p of the image.
With the right choice of parameters, the former generalization allows us to do optical
navigation, which is the subject of Chapters 3 and 4. The latter generalization allows us to
compute a “map” of local disparities from a stereo pair, which gives us information about
the three-dimensional form of the scene; this is discussed in Chapters 5 and 6.

The method of differences. We are now in a position to understand the method
of differences. The method is based on the assumption that the difference between image
intensities I; (p) and I3(p) at a point p can be explained, to a linear approximation, by the
disparity h between the images and by the image spatial intensity gradient. The relationship
is given by

Ii{p) — L(p) ~ h.D.I(p) + b, D, I2(p)- (1-2)

Here, h; and hy, are the components of the disparity vector h, and D; and D, denote partial
differentiation with respect to z and y. This approximation will be discussed further in the
next chapter. The method takes its name from the fact that it uses the image intensity
differences together with the intensity gradient (which iz approximated by differences) to
obtain a linear constraint on the parameters being solving for, h; and h,,.

As equation (1-2) shows, each point p results in one linear constraint. Since in this
case we are solving for the two quantities h; and h,,, we will need to combine evidence from
at least two points p to obtain a unique solution. In the generalized case the chain rule will
give similar linear constraints on the parameters being solved for, for example the camera
motion parameters; we will need as many points as there are parameters. In practice, using
a least-squares technique allows combining evidence from many more points than there are
parameters, thus reducing the effects of noise and somewhat ameliorating the approximate
nature of equation (1-2). This is done by minimizing the total squared deviation from the
linear constraint of equation (1-2), given by

3" (11(®) - Ix(p) - b-D:x(p) - by Dy 1o (p)) .
P

Minimization of this quantity is straightforward. The set of points p that the sum above
ranges over is chosen in one of two ways: if we are solving for global parameters (such as
the motion parameters), we combine the information from a set of feature points selected
from the whole image. These feature points should be selected to be near edges or other
similar features whose position is little affected by photometric error, such as that caused
by noise and specular effects. If we are solving for a field of local parameters, we combine
the evidence from each point in the neighborhood of a given point to obtain the parameters
at that point.

The use of the approximation of (1-2) has two implications. First, it means that the
computed parameters will only be approximate. This problem is solved by iteration: taking
the computed parameters as initial guesses, use the method of differences to compare the
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images as deformed by those parameters to obtain better guesses. This results in a jterative
scheme, which under the right circumstances will converge to the correct values of the
parameters. One concern of this thesis will be the conditions under which convergence is
achieved. The second problem is that the linear approximation is a good one only over a
certain range. The effect is to limit the range over which the iteration just described will
converge. This problem we solve by smoothing the images; as will be shown, both in theory
and by experiment, smoothing increases the range of convergence, but at the expense of
accuracy. Thus we adopt a coarse-fine approach, in which very smooth images are used in
the first iteration, and less smooth images in later iterations. The techniques of smo:.thing
and iteration are fundamental to the method of differences.

1.4. Other methods

This section compares the method of differences with other parameter estimation tech-
niques that can be used for image matching. The intent is twofold: first to show the
advantages of the method of differences over other techniques, and second to put it in
perspective relative to other numerical methods.

In a sense, any sort of technique that doesn’t compute an exact answer in one step
«searches” for a solution. However, the term search will be reserved here for techniques
that evaluate the error function at many values of the parameter vector without using the
results to determine at which parameter value to look next.

In its simplest form, search technigues compute the error function at each of a pre-
specified set of parameter vectors, and choose that which minimizes the error. For example,
for the error function

E=Y (h(z+h) - hiz)’, (1-3)

where the parameter is the disparity k, a search technique would merely evaluate E at
for all relevant values of k and choose the & that minimizes E. The obvious drawback
of such a method is that it involves many repetitions of an expensive operation, namely
comparing two images. This problem is particularly exacerbated when the dimensionality
of the parameter space is large, because of the large number of error-function evaluations.

More intelligent search strategies can reduce the number of points in the parameter
space examined. For example, in a coarse-fine technique (Moravec, 1980), the images are
matched at low resolution in a coarse search of the parameter space. On the assumption
that the actual best match will be near the best match perceived at the lower resolution,
a search for the best match is performed at a higher resolution in the neighborhood of the
best match at the lower resolution. Even with such techniques, the number of matches that
have to be tried in high-dimensional spaces is far more than practical.

By contrast, the method of differences does more work for each point in the parameter
space examined, but looks at far fewer points. The method of differences can be looked at
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as one of a class of techniques based on numerical analysis. All such techniques are based
on minimizing the error E by solving

F=DyE=0.

The method of differences is a linearization technique, in that it replaces F by an approxima-
tion linear in h. This it accomplishes by replacing the exact constraint Ix(z+ k) — Ix(z) =0
implicit in equation (1-3) with the approximate linear constraint mentioned above, namely
I(z) + hD:Ix(z) — I1(z) =~ 0. This makes E quadratic in k, which makes F linear in h.
Further details are given in the next chapter.

Other numerical techniques are possibie. For exampie, Newton’s method approximates
F by a truncated Taylor series in h. However, F has already been obtained by differentiating
E w.x.t. h, so differentiating again w.r.t. h to obtain the Taylor series gives a method that
requires calculating the second derivative of I3, and so is more difficult to implement and
more expensive at each iteration. Newton’s method is also a linearization method. Many
other numerical methods are available; Rheinboldt (1974) gives a good survey of such
methods. This author is unaware of any attempts to use such methods for image matching.

The disadvantage of all iterative numerical techniques relative to search is that the
numerical techniques require an initial estimate of the parameter values. In many applica-
tions, this is not a problem. For example, in robot navigation a rough idea of the robot’s
position can be obtained by “dead reckoning” based on the commands given to the actu-
ators. However, even where a rough estimate is available, and thus search must be used,
the method of differences provides an advantage: the search can be much coarser than it
would be otherwise. The method of differences would be used at each point searched; if
best match is in the neighborhood of that point, the method will converge to it, and will
diverge otherwise.

1.5. Related Work

Considerable work has been done on the problem of matching. This section will con-
centrate only on the literature of matching techniques related to the method of differences.
Thus, the work discussed here is that related to navigation and to stereo matching, and
that involving difference techniques.

General matching. = Matching can been accomplished by a number of methods.
These techniques can be divided into two broad classes: pixel-based techniques and feature-
based techniques. In pixel-based methods, the individual pixels are in the two images are
compared to determine the quality of the match. Feature-based methods compare higher-
level features extracted from the images, such as edges. The method of differences is a pixel-
based technique. However, as noted above, we share with edge-based techniques the desire
to use points near edges for the same reason one would use edges: they provide unambiguous
indications of position in the pregrep pre intro.texsence of photometric differences between
the images.
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The most straightforward techniques for matching involve simply computing the cor-
relation between the images at each possible disparity and picking the best. This is the
simple search technique described in the previous section. Mathematically the correlation
is closely related to the L norm defined in (1-1), and can be regarded as one of a number
of alternatives to it. Other alternatives include the normalized correlation and the pseudo-
normalized correlation of Moravec (1980). Helava (1978) provides a good discussion of the
issues involved in the detection of a peak in the correlation function. He also describes the
application of such matching techniques to photogrammetry.

The obvious drawback to this technique is that it is extremely computationally expen-
ive. Various attempts have been made to improve the performance. Barnea & Silverman
(1972) introduce their “sequential similarity detection algorithm” which is a correlation
search method optimized by discontinuing the comparison between two image positions
when it becomes apparent that they will not provide a better match than the best match
found so far. This is akin in flavor to alpha-beta pruning. Moravec (1980) uses a coarse-fine
strategy: the images are filtered and resampled at lower resolution; a matching is done at
the lower resolution, and this coarse match is used to define a relatively small area within
the next larger (higher resolution) image over which to conduct a search at that resolution.
Aggarwal et al. (1981) describe a number of heuristics that can be used to speed up the
search in the context of the motion understanding problem.

These techniques all assume we are interested in a relatively small set of point matches.
In some cases, however, we may be interested in a dense set of matches, perhaps a match
at each pixel. If our matches are represented as two-dimensional vectors describing how
a particular parcel of the image has moved from one image to the other, then we have
computed the optical flow field. Lee (1980) makes a good case for the importance of
the optical flow field. The optical flow field represents a combination of effects due to
viewer motion, object motion, object geometry, and object photometry (which describes
the image intensity level seen by the camera for each part of the object under different
viewing conditions). One problem is to compute the flow field; another is to extract the
desired information from it.

Horn & Schunck (1981) present a technique for solving for the optical flow. At each
point in the image, the image spatial intensity gradient together with the difference in
intensity between the images at that point provides one linear constraint on two unknowns,
that is the z and y components of the optical flow at that point. An additional constraint
is needed to solve for the flow field. This part of their technique is similar to the method
of differences. However, they supply the additional constraint by making a fairly weak
assumption about the nature of the objects being viewed: they assume that the flow field
is smooth at most points due to the coherence of matter. The smoothness constraint is
formulated in terms of minimizing the difference between the flow field value at a point
and the local average around that point; this introduces the extra linear constraint needed,
although it also couples the flow values for nearby points; iterative techniques are used to
solve the resulting large system of equations. Yachida (1983) presents a technique based
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on that of Horn and Schunck with the refinement of using point matches to speed up the
iteration. Cornelius & Kanade (1983) show how optical flow can be adapted for analyzing
moving x-ray pictures.

Although the method of differences is unlike either of the techniques described above,
both in intent and in method, it shares some features in common with them. Like the
correlation methods, it uses the L, norm as a measure of image similarity. Also like those
methods, it performs a search in a parameter space: in simple matching, the parameters
are the z and y positions of the matches; in our applications, the parameters are the motion
parameters of the cameras (for navigation) or the distance of a given pixel from the camera
(for stereo). Unlike those methods, it uses a gradient-based iteration to direct the search.
On the other hand, the method of differences shares with the optical flow algorithm of
Horn and Schunck the use of the image intensity gradient together with the image intensity
difference to estimate the error in the match at that point. Unlike their technique, the
method of differences calculates the parameters of interest (the motion parameters or the
distances) directly rather than calculating the optical flow field as an intermediate step. This
allows the computational effort to be concentrated on the quantities of interest. Moreover,
the Horn and Schunck technique assumes that the motion is sufficiently small that the
linear approximation is accurate enough. Thus they use no smoothing, and the iteration
in their method serves a different role: it is merely a technique for solving a large system
of equations, which could in principle be solved directly. By way of contrast, iteration is
fundamental to the method of differences and it could not in principle work without it.

Finally, Webb & Aggarwal (1983) show how to use the method of differences for doing
affine matching (matching on pieces of images related by an affine transform), based on some
earlier work of Lucas & Kanade (1981). Coupled with search and a shape-from-shading
method, this allows them to do matching and determine object shape simultancously.

Stereo. A number of matching methods have been proposed specifically aimed at the
stereo correspondence problem. The importance of the stereo matching problem is shown by
the large body of work in this field. This work comes from researchers in several fields with
different interests: neurophysiologists are interested in models of stereo matching that shed
light on how the process might work in the human visual system. Photogrammetrists wish
to duplicate the work of human stereo photointerpreters on for example aerial photography.
Robotics researchers want to develop fast stereo systems that can provide real time feedback
for their robots. The techniques developed by these researchers roughly fall into three
categories: disparity detector techniques, dynamic programming techniques, and correlation
techniques. The method of differences most nearly fits in the third category.

In his pioneering work, Julesz (1962) introduced the notion of a collection of different
disparity detectors for each point in the scene. The idea is that for each pixel for each
possible disparity at that pixel there is a detector whose value in some way indicates whether
the disparity at that pixel has the value that that detector represents. Julesz is also noted
for his demonstration with random-dot stereograms that humans were capable of perceiving
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depth in pictures devoid of any semantic content (Julesz, 1960); this provides an existence
proof to vision system designers that stereo can be done at a low level.

Marr & Poggio (1976, 1979) formulated a theory of human stereopsis incorporating
many of the observed facts, such as the presence of multiple spatial frequency channels.
They used the idea of a collection of disparity detectors introduced by Julesz, and in addition
introduced the concept of zero-crossings in bandpass-filtered images as important feature
points. Thus their technique is feature based, unlike that of Julesz. Their theory made
explicit the assumptions of unique disparity at each point and of smoothly varying disparity
that were only implicit in previous work. Because of the extremely large number of disparity
detectors involved (one for each pixel for each possible disparity), until extremely large
integrated computer systems become available, the disparity detector approach is probably
of most interest to psychophysiologists as a model of the human visual system.

A second approach uses a one-dimensional dynamic programming matching technique
first developed for matching speech segments. This approach is based on the following
observations: first, if the camera geometry is precisely known, the stereo problem reduces
to matching along corresponding lines in the two images, called epipolar lines; if the cameras
are exactly aligned, epipolar lines correspond to scan lines. Second, left-to-right ordering
of objects is generally preserved in the two scenes. Under these conditions, features such as
edges that intersect a given epipolar line can be matched against features in the other image
that intersect the corresponding epipolar line using the dynamic programming technique.
This technique has been used for separate scanlines by Henderson et al. (1979) and Baker
& Binford (1981); Ohta & Kanade (1983) show how to extend the method to incorporate
inter-scanline constraints.

The largest body of work involves systems using correlation matching. Moravec (1980)
provides an example of a real robot system incorporating both stereo matching and optical
navigation. The stereo matching is accomplished using a multi-resolution correlation ap-
proach. The best match found at a lower resolution is used to constrain the range of search
for the match at a higher resolution. An interest operator is used to select points likely to
be uniquely matchable, and then uses a pseudo-normalized pixel-based correlation to judge
the quality of the match between the images.

Gennery (1980) describes a stereo vision system based on correlation matches. Given
the matches, he is able to solve for all parameters relating the two cameras but the distance
between them, using an iterative approach. Given an accurate a priori knowledge of the
distance between the cameras he is then able to determine the exact three-space locations
of the matched points. This system was designed to be used for path-planning and location
determination in a roving vehicle, such as a Mars rover.

A number of variations on the basic correlation matching have been employed. Nevatia
(1976) uses a correlation approach but with multiple closely spaced views {zenerated by the
motion of the camera) to decrease the search time and the perspective distortion problem.
Levine et al. (1973) developed a system intended for use on a Mars rover, using correlation
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together with some heuristics to reduce the search. Yakimovsky & Cunningham (1978)
describe a system in which the correlation is done not over rectangular windows but over
sparser “masks”

Mori et al. (1973) attack a problem that plagues correlation techniques, that of per-
spective distortion: two objects (small regions in the image) will not in general have the
same shape because they are seen from two different points of view. Their approach is to
make an approximate match, and then distort one of the images to lessen its differences
with the other, and then to iterate this procedure. Our stereo depth-map algorithm in
essence does something very similar: it takes an iterative approach, and at each step of the
iteration compares each point in one image with the predicted corresponding point in the
other image. The method of updating the prediction at each point is different, however:
the image intensity gradient is used to predict how changing the position of the match at
each point will affect the quality of the match, and the effect is summarized over each small
neighborhood around each point to determine how that point should be updated.

Another dimension along which stereo systems differ is whether they provide a dense
disparity map or whether they provide only sparse image matches. In general, feature-based
techniques fall into the latter class because features are sparse, and correlation techniques
do so as well because correlation is expensive. If a depth map is desired from such technique,
a method of interpolating the sparse matches is necessary. Some progress has been made
in this direction, notably by Grimson (1981) and by Terzopoulos (1984). By contrast,
the method of differences produces a depth map directly. This has the advantage of not

_ requiring a complex theory of surface interpolation built up on arbitrary assumptions.

Navigation and motion detection. Less work has been done in the field of optical
navigation. This work has two major thrusts. Much of the work has been concentrated on
the problem of finding the parameters relating two camera positions from matches in the
scenes viewed by the camera. These matches may take the form of sparse feature matches
or a dense optical flow field. A second major line of research has been on object motion
detection. While this is not exactly the same thing as navigation it is related in the following
way: moving through a fixed environment is the same as remaining fixed and having the
environment move past the observer. If we now generalize that to allow different pieces of
the environment to be moving differently, we have the object motion-detection problem.

Several results concerning computing the motion parameters from a number of matches
are available. Tsai & Huang (1981) present results concerning the number of point matches
necessary to uniquely determine the motion parameters between two views. Gennery (1980)
gives a least-squares technique that solves for all of the motion parameters (except distance
between cameras) given a set of point matches using an iterative technique; uniqueness is
not guaranteed. Bruss & Horn (1983) show how to uniquely determine the motion of a
camera relative to its fixed environment given the optical flow field. Ballard & Kimball
(1983) show how to use the Hough transform (Hough, 1962) to detect moving objects from
the flow field.
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The method of differences differs from these in that it directly extracts the motion
parameters from the image, bypassing the steps of computing either the optical flow field
or a sparse set of matching points. Either of these steps amounts to doing a matching
with little or no constraint. By contrast, the method of differences combines matching
with parameter estimation and thus is capable of using precisely the degree of constraint
provided by the geometry of rigid body motion.

Huang & Tsai (1981) summarize the correlation and Fourier techniques for image
matching, and describe the essence of the method of differences. "They present a two-step
method that first finds image matches (by some method) and then solves for the motion
parameters. They present a direct method like the method of differences but without
iteration. The method differs from the method of differences in the following way: in
addition to the motion parameters, there is for each reference point used the unknown of its
distance from the camera. But each point introduces only one constraint on the unknowns;
therefore, the number of unknowns exceeds the number of constraints by the number of
motion parameters. Their approach is to assume the points chosen lie on an object of some
specified form, parameterizable by a fixed number of parameters. This has the obvious
disadvantage of limited applicability. Moreover, the lack of iteration limits the accuracy
and range of applicability. The method of differences assumes that the distances to the
points on the objects are known. It will be argued that that this is a reasonable assumption
in many applications, such as industrial robotics.

Cafforio & Rocca (1979) make a thorough and rigorous study of the effects of noise on
estimates of global translation parameters by the method of differences. They then present
an approximation, similar in flavor to that of Limb & Murphy (1975a, b; see below), for
implementation purposes. Cafforio (1979) points out the importance of a good estimate of
the image gradient.

A number of techniques have been proposed for detecting multiple moving objects.
Tsai & Huang (1980) give a method based on differentials that assumes the image points
used in the comparison between the pictures are images of coplanar points on the object.
Their method is based on local estimates only thus can provide motion estimates for mul-
tiple moving objects. The method is quite sensitive to the initial estimate of the motion
parameters, as is to be expected from the lack of smoothing and iteration.

Limb & Murphy (1975a, b) describe a difference-based technique for computing local
motion parameters. It first segments the image into independent moving regions, and then
estimates the motion of each region independently using a simple accumulator technique.
The assumption is that the motion of each region is adequately described as a translation
parallel to the image plane. Their method is particularly simple to implement in hardware.
Both of these features are suited to image compression applications.

Fennema & Thompson (1979) detect multiple moving objects using a Hough-transform
approach (Hough, 1962). Each image point is consistent with an object at that point whose
motion is constrained to a line in velocity space: that line corresponding to velocities such
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that the image intensity difference at that point is exactly accounted for by the motion
and the image intensity gradient. An array of accumulators is created, each corresponding
to a particular velocity. For each point in the image that has sufficient change, those
accumulators corresponding to velocities consistent with the change in image intensity and
the image spatial intensity gradient at that point are incremented. Peaks in the accumulator
array correspond to velocities of objects in the image. They also introduce the idea of
smoothing the image (by defocusing) to improve the performance of the algorithm.

1.6. Outline

Chapter 2 describes the basis of the method of differences: the difference in intensities
between the two images at each point, together with the spatial intensity gradient of the
image at that point, provide an estimate of how changing that match point will affect the
error in the match. The gradient is iz fact estimated using differences, thus the name
method of differences. This chapter introduces the idea of global match parameters (such as
the navigation parameters relating two cameras) and local match parameters (such as the
distance of a point from the camera). In either case, changing one of the parameters changes
the position of the matching point. Therefore information about how the match position
changes with changes in parameters together with estimates of how the match quality
changes with the match position allow us to estimate how the match quality changes with
the match parameters, for example as illustrated by equation (1-2). This is the foundation
of a gradient-based iteration that forms the heart of the method of differences. Chapter 2
discusses the method of differences in a general setting, and shows how it can be adapted
to handle a variety of matching problems. The importance of smoothing and iteration to
the functioning of the method are discussed. A theoretical analysis is given that helps
support these claims. This theoretical analysis will help us determine the range and speed
of convergence of the algorithm and to understand the effect of smoothing on the algorithm.

Chapter 3 focuses on issues related to one particular type of matching, namely match-
ing for optical navigation. A discussion of the applications of optical navigation comes first.
Then a camera model is defined and the parameters relating two cameras are enumerated.
These parameters are both geometric (relating the geometry of the cameras) and photo-
metric (relating the intensity values reported by the cameras). The navigation problem
is to solve for (some subset of) these parameters. This is done by using the method of
differences; the mathematics of this is developed in some detail, and the implementation
of the operations is described. The net result is a system of linear equations, one for each
of the unknowns. The numerical stability of this problem is of considerabie interest, and
this problem is investigated using theoretical tools; the primary such tool developed in this
chapter is a measure of the stability of the equations due to the geometry of the reference
points, as separate from the photometry of the scene. This measure is applicable to any
match-based navigation technique.’

Chapter 4 presents the results of a number of experiments to verify the theory of
Chapter 3. The results concerning the numerical stability of the equations are tested. The
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experiments investigate the range of convergence to be expected from the algorithm, both in
the single- and in the multi-parameter cases, and investigate the accuracy of the result. The
effect on the accuracy and range of a number of factors such as number of reference points,
three-space distribution of reference points, degree of smoothing, and so0 on is determined.
Both real and synthetic pictures are used. The main conclusion from these experiments is
that the method is suitable for use in many navigation applications.

Chapter 5 is a theoretical discussion of the application of the method of differences to
stereo vision. Here we wish to calculate a field of local parameters, namely the distances of
points from the cameras. The method can accomplish this by matching small image patches.
A coarse-fine approach is necessary, so that the remaining disparity at each resolution is
no larger than approximately the size of the smoothing window at that resolution. The
resulting algorithm can be implemented efficiently with a running time independent of the
size of local matching window used.

Chapter 6 contains results from the stereo algorithm, applied both to real aerial pho-
tographs and to synthetic random-dot stereograms. Various parameters of the theory de-
veloped in Chapter 5 are tested. The method gives excellent results on the synthetic stere-
ograms and promising but difficult-to-evaluate results on the natural images.

Finally, Chapter 7 summarizes the thesis, discusses its main contributions, and suggests
avenues for further research. In addition, Appendix A discusses the notation used in the
thesis, and Appendix B presents the algorithms used for smoothing and gradient estimation.
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Chapter 2

General Algorithms

2.1. Introduction

This chapter presents a series of new algorithms for generalized image matching that use
the method of differences. The different algorithms make different assumptions about the
class of transformations that model the change in the image, and are of varying complexity
and accuracy.

As mentioned in the introduction, the algorithms presented come in two general flavors:
global and local algorithms. In the global case, one is interested in computing a set of
global parameters that describe the transformation between two images, such as a global
translation or rotation or scaling. In the local case, one is interested in calculating similar
transformation parameters but on a local scale. That is, we assume that the neighborhood
around each point in one image is mapped io a neighborhood around some point in the
other image by a transformation such as translation, rotation, or scaling. In such cases we
are calculating a field of parameters, such as a vector field of local translations, a field of
local scalings, etc. In many cases, a given algorithm will have two very similar versions, one
global and one local.

The performance of the algorithms is crucially dependent on two factors: first, since the
algorithms only compute an approximation to the transformation parameters, an iterative
scheme is necessary to compute the parameters accurately. Second, since such an iterative
scheme requires an initial estimate of the values of the parameters, we are interested in
obtaining the widest possible range of convergence of the algorithm. One way to improve
convergence is to smooth the images. Since smoothing increases the range of convergence
at the expense of accuracy, earlier iterations will use greater smoothing than later itera-
tions. Using a theoretical analysis based on frequency-domain considerations, theoretical
justification for intuitive arguments about the effects of smoothing and iteration is derived.
In later chapters these theoretical predictions are verified.

Some of the algorithms involve combining evidence from many points (all points in
the case of global parameter estimation, points in the neighborhood of cach given point in

15
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the case of local estimation) by means of a sum. Often the contribution of the evidence at
each point can be weighted by a non-negative weighting function, w(z). Possible weighting
functions are discussed. This is largely a theoretical discussion, as the usefulness of weighting
is an open question.

The remainder of this chapter will first develop basic 1-d registration algorithms, and
then show how to generalize to 2-d registration problems. Then we will consider more
complicated versions that model the transformation between the images in more complex
ways than a simple translation. How smoothing and iteration improve the behavior of
the algorithms will be discussed, and a theoretical analysis will justify these claims. This
theoretical analysis will help determine the range and speed of convergence of the algorithm
and to understand the effect of smoothing on the algorithm.

2.2. 1-d algorithms

1-d single point algorithm.  This form of the algorithm is the simplest and least
effective, but it provides insight into more complex versions of the algorithm. It assumes
two one-dimensional images, I; and I, related by

Ii(z) = ILy(z + k).

The goal is to calculate the disparity k. A truncated Taylor series provides a linear estimate
of the behavior of the image near each point z:

Iy(z) = I(z + k) = I(z) + hI3(z); (2-1)
thus

- I(z) - Ix(z) .
"TEm ()
The denominator of this equation refers to the derivative I3 of Is; but in fact an implemen-
tation will be given only samples of I2(z) at discrete values of z; thus the derivative will
be approximated by a difference. This reveals the origin of the name method of differences:
the difference between image values together with the image derivative, estimated by a
difference, yields a disparity estimate
Note that this approximation depends on z; but this is in fact desirable, since we are
interested in allowing the disparity h to vary with z as well, and it would be no good if
the approximation did not also vary with z. To make this clearer, replace (2-1) with a
generalized version, making h explicitly dependent upon z:

Ii(z) = (z + h(z)) ~ Ix(z) + k(z) I3(2), (2-3)
from which
hz) ~ 1)~ B(2) (2-4)

Ly(z)
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Thus, let us define
o) = 2. (2-5)

In general, i will denote an approximation to h, and we shall make the transition
from approximations like (2-4) to equations like (2-5) without comment. It should be
noted that our estimated h{z) is implicitly dependent on the actual disparity field h(z),
the dependency being concealed in the fact that I)(z) = Iz(z + h(z)). This approximation
can only be expected to be accurate at those points where h is small or where I3 is nearly
linear.

1-d average algorithm. The inaccuracy of equation (2-5) can be somewhat reduced
by averaging it over some range of values of z. If we are computing a global disparity value
for all of I and I (i.e. the “traditional” definition of disparity), the average can range over
all values of z:

°N Z Il(z}' (:;z(z). (2-6)

This formula computes a parameter h valid for all z, so it is a global algorithm. However,
if a disparity map is to be computed, then the corresponding local algorithm is required.
The local version of (2-6) is obtained by taking

o=y 3 A, (2-1)

z' nearz

where N is the number of points z’' near (for some definition of “near”) each point z. This
of course corresponds to making the calculation in (2-6) for each subimage of I and I3
near z. In effect, (2-5) and (2-6) are special (limiting) cases of (2-7), where “near z” is
taken to mean respectively “equal to z” and “any point at all.”

1-d least squares algorithm. Unfortunately, the preceding disparity estimates suffer
from two problems. First, there is no obvious way to generalize them to two dimensions;
the two-dimensional linear approximation corresponding to (2-3) is

11 (z, y) = 12(2 + hz(xay)’y + hy(x’ y))
] I2(z9 y) + h,(.’l:, 9)9:12(‘5’ y) + hy (z, y)DyI2(z, y)’ (2_8)

where h, and hy, are the z and the y components respectively of the disparity field, and D,
and D, are partial differentiation operators for z and y respectively. This equation provides
a linear constraint on h.(z,y) and h,(z,y) at each point. Unfortunately, equation (2-8)
has no unique solution for h;(z,y) and by(z,y). That is, one constraint is insufficient to
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determine the two quantities. In “optical flow” techniques this problem has been solved
by Horn & Schunck (1981) and others by adding an additional constraint on h; and hy,
typically for example that h; and hy, satisfy some sort of smoothness criteria. Alternatively,
one could choose that solution that is most conservative, e.g. minimizes say h.(z,7)* +
by(z,y)?, but there seems to be no justification for doing this. Furthermore, neither of
these solutions solve the second problem, namely that while it is clear that h(z) as defined
above is in fact an approximation to h(z) when Iy(z) = I2(z+ h(z)), it is not clear exactly
what is being calculating when I (z) is only approximately equal to I(z + h(z)).

Both of these problems are solved by a slightly different approach. Suppose (in the
one-dimensional case) the goal is to compute at each point z a disparity estimate h(z) that
minimizes some measure of the difference between Iy(z') and Ip(z' + h(z)) for each ' in a
small neighborhood of z. That is, imagine computing a single disparity h(z) that will make
the subpicture of I; near z as similar to the subpicture of I near z + fz(z) as possible. In
the case where I;(z) = Is(z+h(z)), that will happen when and only when h(z) = h(z). We
chose the L norm to minimize; thus, we need to compute at each z that disparity estimate

h(z) that minimizes the error function,

E.= Y. (Ia(z' + h(z)) - L(2")™. (2-9)

2’ nearz

Making the linear approximation of (2-1), we obtain

E.~ Y, (Ia(=') + b (') - L(=")™. (2-10)

z’nearz

This error measure is just the extent to which the (one-dimensional version of) the linear
constraint given above in equation (2-8) is violated. This error measure will be the one
generalized in a later section. Differentiating with respect to h(z) and setting equal to zero
yields the estimate,

) Y. (1) - BE)EE)
h(z): Z I;(z’)2

z’ nearz

(2-11)

Note that (2-11) bears an interesting relationship to (2-7); in particular, turning (2-7
into a weighted average, where cach term of the sum in (2-7) is multiplied by the “weight”
w(z') = Ii(z')?, and the sum is divided by the term 3, w(z'), yields (2-11). But this
weighting is in fact desirable, because it gives more weight to points that are in high-
gradient portions of the image; such points are less ambiguous in their position and less
subject to apparent movement due to photometric noise or error. It is for much the same
reason that edge-based techniques use only edges, and that the method of differences itself
does best if information is taken only from reference points near edges.
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1-d symmetric least squares. One objection to all the forms seen so far is that
they are not symmetric with respect to I; and I,. It is not clear whether this causes any
problem, since the experiments reported here use only asymmetric versions of the algorithm.
Nevertheless, removing the asymmetry is relatively straightforward; just allow the error to
have two terms provided by

§(z) = I(z + k(z)) = Ix(z) + h(z)I3(z) and
L(z) = Ii(z ~ k(z)) = L(z) ~ h(z)]1(2),
so that

E.x Y. (B(2)+4(=)h() - L")’

z' near z

+ ) (I(z) - I(=")h(z) - L(=))".

z'nearz

(2-12)

Differentiating with respect to h(z), setting equal to zero, and solving yields a symmetrical
estimate:

Y (@) - BE)(BE) £ 4E)
A S TE YT

z' nearz
The careful reader will note that (2-13) is in fact antisymmetric in Iy and I, but this of
course is desirable; interchanging I; and I; negates the disparity. Compare this with the
analogous asymmetric estimate of (2-11). Whether this symmetric version provides any
significant advantage over the asymmetric version is an open question.

(2-13)

1-d algorithms with weighting. The estimate provided by equation (2-5) varies in
accuracy. Fortunately, it is possible to detect to some extent how accurate that estimate
is. Figure 2-1 illustrates the principle: the disparity estimate of (2-5) is in general most
_accurate when the derivatives of I; and I, are nearly equal. This empirical observation is
in fact justified on theoretical grounds as well:

Ii(z) - L(z) = I3(z + h) - I(z) = hI3(z).
Thus, for a given disparity k, where the difference in derivatives is small, the second deriva-

tive of of I, is also small, and so the truncated Taylor series linear approximation of (2-1)
is more likely to be accurate.

Thus, the effect on the final result of those points that provide an inaccurate estimate
can be reduced or eliminated. Eliminating the effect of such points requires a threshold
of some sort on the difference of derivatives, which leads to an ill-conditioned algorithm,
in which a small change in the input data can make a large change in the result. To be



20

1-d algorithms Section 2.2
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Figure 2-1. Quality of disparity estimate provided by derivatives varies from
point to point as shown. Weight function takes this into account.

preferred is a scheme whereby the sums in (2-7), (2-11), or (2-13) are turned into weighted
sums. For example, (2-11) becomes

Y. (@) - B(2) L(=)w()
il z) = z’ near z . 2-14
() Y. b)) 14

z’ nearz

The weighting function w(z) must somehow be large when the difference in derivatives is
small and small when the difference is large. Several possibilities suggest themselves:

w(z) =1, ‘ (2-15)
- {o, i 1) - Le) > L 10
1, otherwise,
L
“) = L ) - G 2-17)
w(z) = L

L+ (L(z) - Ii(z))*
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_ L
vl = e LR@ - AE)’
w(z) = L (2-18)

max (L, (I3(z) - I3(2))?)’
where L is a parameter that determines the severity of the weighting function. L also serves
to normalize w(z) with respect to the range of values of I; etc. In fact, (2-15) is equivalent
to the unweighted case, and (2-16) yields the ill-conditioned threshold technique mentioned
above. Weighting is thus just a general framework that subsumes both unweighted and
threshold techniques.

As noted above, the sum in equation (2-11) can be considered a weighted version of the
sum in (2-7). In fact, the weighting function in this case, }(z)?, tends to satisfy the goal
that it be large in areas where the function is approximately linear. Moreover the points in
regions of large gradient are more reliable in the face of photometric errors (such as noise,
highlights, or response differences between cameras) because a given error in a pixel value
represents a smaller error in the estimated position. Of course this does not imply that
using an additional weighting function w(z) in the case of (2-11) is redundant; it is possible
for I} (z)? to be large while w(z) is small and the local disparity estimate is in fact poor.

2.3. 2-d algorithms

2-d least squares. We now consider how to extend (2-11) and (2-13) to two dimen-
sions. In the two dimensional case, a two-dimensional vector quantity, p, will take the place
of the scalar z above. We will represent p as a row vector

p=[p: Pyl

Ii(p) and Iz(p) will now be scalar-valued functions of a vector quantity. The disparity
will be a vector-valued function of a vector, or vector a field, h(p). For convenience of
exposition, let us consider the two components of h separately:

k(p) = [b:(p) hy(p)]-
Later the same result will be derived using a more compact vector notation.
The two dimensional version of the algorithm starts with a truncated two-dimensional
Taylor series, already given in (2-8), and repeated here in slightly different notation:
I;(p) = Ia(p + h(p))

~ Iz(p) + hz(p) D=2 (p) + by (p) Dy Iz(p)- (2-19)

Here, of course, D, means 3/3p, and D, means 3/dp,. This notation is discussed further
in Appendix A. The two-dimensional version of the error equation (2-9) is

Ex= Y. (L('+h(p) - L))" (2-20)

p’ nearp
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Here “near” means near in some two-dimensional sense. Substituting (2-19) in {2-20) yields
an error estimate to (2-10), namely

Epr 3. (B(')+ba(p)D:5o(p) +by(p) D) - h(p))'.  (2-21)

p'nearp

As promised above, this error measure is just the extent to which the linear constraint of
equation (2-8) or (2-19) is violated. Differentiating with respect to h.(p) and hy(p) results
in linear equations in two unknowns,

h:(p)Z; + hy(p)Z2 + B3 =0

h.(p)Zs + by(p)Zs + Ze = 0,
where

Si= Y (D:B(E), = Y (b®)-LE))D:LE)

p’ nearp p’nearp
Ss= Y, (D), Se= Y, (kE)-LE))D,LE),
p’nearp p'nearp
=2y = Z D.Iy(p') D, Iz(p")-
p'nearp

The solution is of course

585 - 525

~22
AR
R

The same result can be writtcn in a more compact vector notation. Rewrite (2-19) as
Ii(p) ~ Iz(p) + h(p) Dp I2(p);
Dy, is the gradient operator with respect to p, that is
2 2y
op. v
(see Appendix A). Rewrite equation (2-21) as
Ep~ Y. (L(p)+h(p)Dpk(p) - L(p)-
P’ nearp
To minimize, set

0=DunBp~ Y (&(®')-hL(P))Dpk(p)

p’ nearp

Dy

+h(p) Y. (Dph(p") (Dph(p)

p’ nearp
But the sum that is multiplied by h is a matrix; solving this equation is equivalent to solving
the system of linear equations derived above.
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2-d symmetric algorithms. A symmetric 2-d version of the algorithm is possitle.
We change (2-21) into a form analogous to (2-12):

Eo= Y. (B2(p') +ha(p)D:La(p') + by (p)Dy (') - Li(p'))’

p'nearp
+ Y (1) - h(p)D:Li(p') - by (P)D (') - a(p'))”.
p’ nearp

Differentiating with respect to h,(p) and h,(p) and setting equal to zero results in the two
equations

h;(p)Z;1 + hy(p)E2 + B35 =0
h;(p)Zs + hy(p)Es + Ze =0,

where

Si= Y. (D:B®)’+(D:L")",

p’'nearp

T2=E4= ) D:h(p') Dyh(p') + D:Li(p') DyLi(p'),

p’ nearp

Ly = E (I2(p") - (") (D=E(p") + D:LIi(p")),

p’ nearp

25 = E (DyI2(p’))2 + (DVIl(p,))z’

p' nearp

Zo= Y. (R(@) - L) (Dyh(e) + Dyfi(e)

p’ near p

The solution of course is the same as (2-22), but with different va!:.: for I, etc. Again,
this result can be expressed in a more compact vector notation.

2-d weighting. As with the one-dimensional case, weighting, smoothing, and iteration
improve the performance of the algorithm. The weighting functions analogous to (2-15)
through (2-18), with one addition, are

w(p) =1,

0, if |D:I2(p) — D:11(p)| +|Dyla(p) — DyLi(p)l > L,
#ip) = { , otherwise,

0, if (D:Ia(p) - D=Ni(p))? + (DyLa(p) - DyLa(p))* > L,
w(p) = {

1, otherwise,
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L
“(P) = £ D5 (p) = DoLa (@) + 1Dy 2(p) - Dyl (@)’
v(p) = -
L+ (D.I(p) - D.Li(p)” + (DyRa(p) - Dy 1r(p))*’
L
vP) = [T, 1D-a(p) - DL (0)] + 1Dy (0) - DL’

_ L
v(P) = o (T D-he) - DL + (D he) - DB

2.4. More general image transformations

This section shows how three more general image transformations can be accommo-
dated by the method of differences. First we consider images in which not only a geometric
but also a photometric transformation exists between the images; then we consider images
that are related by an affine transformation; and finally we see how global parameters and
local parameters can be solved for simultaneously. This section is not intended to be an
exhaustive inventory of applications of the method, but rather is intended to demonstrate
the versatility of the method of differences.

1-d with photometric parameters. It is frequently the case that one image of a pair
does not have the same contrast or the same brightness as the other. This can result from
differences in lighting conditions, sensors, or photographic processing. In such cases, the
difference between the images could be reasonably modeled as a linear transformation of
intensity levels, on top of some transformation of coordinates, T'(z):

71 (z) + B = I(T(z))- (2-23)
The parameters of the linear transformation of intensities, 8 and 4, can be thought of as
brightness (bias) and contrast (gain}, respectively.

By way of illustration, consider the one-dimensional translational case, where T(z) is
given by z + h. The appropriate error function to minimize is

Ex ) (I(z) + hlj(z) - yI1(2) - p)"

z

Note that this equation treats h, 8, and 7 as global parameters. Differentiating with respect
to h, B, and + yields

hZ; + 14X+ BLs +E4=0
hZs +7Z¢ + L7+ g =0 (2-24)
hZg +1Z10 + 11 + L12 =0,
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where

S1=Y 5= ILa=3Zs=) -L(=)h(e),

Ss=Ng=) -BKlz), Ta=) L)),

Ee = ZI[(Z)’, 21 = Em = EI]_(Z),
Ls=Y -h(z)k(z), Bu= Y1, Bp=) k),

whose solution is straightforwardly obtained by solving the linear equations given in (2-24).
Again, a more compact vector notation is possible.

Affine registration. The method of differences can also be used to estimate global
motion parameters, such as rotation, scaling etc. To illustrate the technique, let us assume
that I, is related to I» by an affine transformation of the coordinates, that is

Ii(p) = I(pA +h),
where A is an arbitrary matrix
aj1 612
A=[ ]
G21 G22
There are two reasons for considering such transformations of image coordinates. The first
is that in many situations, rigid-body motions in the scene result in transformations that in
image coordinates are reasonably approximated by affine transformations or even by more
restricted image-coordinate transformations such as rotation and scaling. In particular,

rigid-body motions of planar point sets result in affine transformations in the image under
orthography. The second reason is that it is instructive to consider this simpler case first.

The appropriate linear approximation is
I;(p(A + AA) + (b + Ah)) = I(pA + h) + (PAA + Ah) Dp 2(pA +h),

where D, is the gradient operator with respect to p, as a column vector. This is expressed
in a form that allows calculating AA and Ah, under the assumption that it will be used in
an iterative scheme. (Iteration in general is discussed in the following section). If we use h
instead of h + Ah, we are implicitly taking the initial guess for h to be 0, which is done in
later iteration schemes (equation (2-32)). On the other hand, the initial guess for A must
be something more like the identity matrix, so we might have I + A, with A initially zero.
Instead, we chose to have A + AA, with A initially the identity.
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The corresponding error quantity to minimize is

E=Y (h(pA+h)+(pAA+ Ab)DpL(pA+h) - L(p))*. (2-25)
P

Now, this formula is quadratic in the quantities to be minimized with respect to, namely
the components of the matrix AA and the vector Ah. Carrying out the differentiations
with respect to these quantities and solving the resulting linear equations is straightforward
but tedious. The result, as in previous cases is a set of bilinear forms in the second-order
statistics of the image and its derivatives. Previous remarks about smoothing, iteration,
and weighting apply.

Making A less general allows it to represent subsets of affine transformations such as
rotations, scalings, etc. Restricting the class of A being solved for may require a further
linear approximation in order to solve (2-25). For example, suppose we want to consider
only rotations Then A has the form

cosf —sino]
snf cosd)

where we wish to solve for . Now (2-25) is no longer quadratic in the parameter being
solved for, namely A0, so we must replace AA in (2-25) by the approximation

—sinf —cosd
AAzA0%%=A0[ ]

cosf —sind

Thus (2-25) becomes

E=Y (llpA+h)+ A0(p 55 + AB)Dpha(s) - i(2))
P

which is once again quadratic in the parameters to be estimated, namely Af and the
components of Ah.

Mixed global and local parameter estimation. One may wish to simultaneously
solve for a few global parameters and a field of local parameters. Taking a simple example,
in the one-dimensional case, suppose we wish to calculate a global brightness adjustment 8
and a field of disparity values h(z); that is, assume, like in (2-23), that

Il(z) + ﬂ = Iz(.’t + h(.’t)),
so that
E.= Y (b(z +h(z) - hiz') - B)’, and (2-26)

z’ near
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E=Y (h(z+h() - (z) - B)*. (2-27)

E, represents the local error due to each h(z), and E represents the global error due to 5.
Thus, if we simultaneously minimize (2-26) with respect to h(z) and (2-27) with respect
to B, then we can say that no local error E; could be improved by adjusting h(z) and
at the same time the global error E cannot be improved by adjusting S. Substituting
Ir(z) + h(z)I(z) for Ix(z + h(z)) and differentiating (2-26) w.r.t. h(z) and (2-27) w.r.t.
B and setting to zero yields

0= Y B@E)(hE)-hE) +he) Y BE+8 Y L) (2-28)

z’ nearz z'nearz z'’ nearz

0= hiz) - h(z) + Y_hla)l3(z) - 1. (2-20)

Equation (2-28) really represents as many equations as there are pixels in the image,
say N. Likewise, h(z) represents N different variables to solve for, one for each value of z.
Thus there are N + 1 linear equations in N + 1 unknowns (the h(z) and §). These equations
can be solved by the following strategy. For clarity, let us } to mean ) _ and Y to mean
¥ ' near z» a0d drop the argument from Ij(z), etc., letting the nearest summation indicate
what the argument is. Solving (2-28) for h(z) yields

_SsMp - - ' n
Mo)= —2 BN B 5 (2-30)
zh
Note that this is linear in 8, so that substituting h(z) from (2-30) into (2-29) results in a
linear equation in 8, which we can solve, obtaining

_ Th(Z5e-n)/T'E)
S(+5Y /'8

(2-31)

Finally, we can substitute this expression for B into (2-30), obtaining an expression for
h(z). In practice, we would obtain a numerical value for f from (2-31) and substitute this
numerical value into (2-30) to compute the values for h(z).

2.5. Improving the performance

As the algorithms are presented above, they have a very limited range of applicability.
This is because first, the answer computed is only an estimate; and second, the linearity
assumption limits the range of disparities over which the technique produces a reasonable
estimate. Iteration and smoothing respectively address these two issues.
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Iteration. Since the method of differences is based on an approximation, the answer
it vields is only an estimate. Given that one expects the estimates to be more accurate
for smaller disparities, and provided that the estimate at least has the right sign, then it
should be possible to “move” I relative to I; by the estimated disparity and compute a
new disparity estimate, which is then added to the first. This yields an iterative scheme.
For the local estimation case, where a disparity field h(z) is being computed, the iteration
is formally given by

ilo (2) = 0, VZ,

. . . (2-32)
hi(z) = hi-1(z) + h(z) ) .
Iy(z)=I(z+hi-1(z))

The notation in the second line means “h(z) (as defined for example by (2-5), (2-7), etc.),
with J5(z) replaced by Iz(z + he-1(z)). This notation is required because the dependence
of h(z) on I is only implicit. For example, for the definition of h given in (2-5), the iterative
version is

i)o (a:) = 0, Vz,
§i(z) - Bz + m-1(z))
2(Z + he-1(z))
An iteration scheme for a global disparity estimate h is obtained from (2-32) by replacing

h(z), hi(z), etc. with h, ki, etc. The following section considers theoretical conditicns for
the convergence of this iteration, and Chapter 4 presents experimental results.

hi(z) = he-1(z) +

Smoothing. Because the method of differences is based on a linear approximation,
one would expect that the method works best in areas of the images that are nearly locally
linear, where “locally” means on a scale proportional to the actual disparity, and worst when
the images are highly non-linear. Smoothing an image tends to make it locally linear, where
“Jocally” here means on a scale proportional to the size of the smoothing window (impulse
response function of the smoothing filter). This suggests that we should smooth the images
first with a smoothing window whose size is proportional to the expected disparity. It will
be shown both theoretically in the following sections and empirically in subsequent chapters
that smoothing the images does in fact improve the performance of these algorithms.

Smoothing has two problems. First, it distorts the images so that the computed match
is not accurate. This is solved in conjunction with iteration by using a coarse-fine approach:
earlier iterations, where the current estimate is less accurate, use a large smoothing win-
dow; but as the estimate becomes more and more accurate, smaller and smaller smoothing
windows are used. Second, there is obviously a limit on the size of the smoothing window:
if it is much larger than the image, all detail from the image will be smoothed out, and no
result could be obtained. But the only reason one would want to use such a window is if the
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expected disparity were greater than the size of the image, or equivalently that the match
parameter estimates were so bad that the predicted match positions were off the image.
Thus the restriction that the smoothing window not be too large implies that a reasonable
starting estimate of the parameters must be available.

The following sections present a theoretical analysis of the algorithms that will aid in
the analysis of the criteria for convergence in a later section.

2.6. Performance analysis

This and the following sections analyze the accuracy of the parameter estimates pro-
vided by the method of differences and the convergence behavior of algorithms based on
the method. This analysis makes some idealizing assumptions about I) and I3, and fur-
thermore only considers the simple one-parameter registration problem. Nevertheless, it
provides valuable insight into the behavior of the algorithms in the multi-parameter case,
and its predictions are largely vindicated by experimental evidence.

Consider the one-dimensional case, i.e. a pair of “images® I (z) and I3(z) are given,

and suppose it is known that
Il(x) = fg(z + h)

Then the following formula provides an estimate h of the global disparity h:

Ii(z) - I L
E:( l(z) . 2(:;)) 2("'). (2_33)

2: I 2 (z)

This is the global version of (2-11). The following section will analyze the relationship
between h and h, and show how it depends on the nature of the image I;. A better

understanding of the behavior of h results from an analysis of a continuous version of (2-
33).

h=

Continuous case. For the moment, let us assume that I; and > are defined at all
points, not just at discrete sample points. As will be shown below, this simplifies the analysis
but does not materially alter it. Furthermore, because the continuous case is the limit of
the discrete case as the number of sample points goes to infinity, it is for many situations is
a useful approximation and provides better understanding of the more complicated discrete
case. Also assume that the range of interest of the function is for z between 0 and 1. OQutside
of this range the function wili be extended by periodicity. This is obvicusly a simplifying
assumption, and it is worse when the disparity h is large. The continuous version of (2-33)
is

- INAER I,(z))I&(z)dz‘ (2-34)
fol Ii(z)* dz
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Our attention will now be directed toward deriving an equivalent expression for h that is
more enlightening.

Now, Iz(z) can be represented on the interval 0 to 1 by a Fourier series:

Lz) = E ry cos(2xkz + O}, (2-35)
k>0

where the ri’s represent the (square-root of) the power spectrum, and the 0ys represent
the phase spectrum. Representing the function in this form makes it periodic outside the
interval [0, 1]; this is one respect in which our analysis is only approximate. (Note that g
is undefined, in that changing 0 only scales its cosine term which can be ccmpensated for
by scaling rg; for definiteness, take f; to be 0.) Equation (2-35) implies that

Ii(z)=L(z+h)= Z 1. cos(2xkz + 2xkh + Ok, (2-36)
>0
Lyz) = Y re2nkcos(2xkz + O + %), and (2-37)
k>0
L(z) = Y ru2xk cos(2nkz + 2xkh + 0, + g). (2-38)
k>0

Furthermore, (2-34) can be represented using inner products by

2 {li(z) - I(z), 2(=))
h= . 2-39
@), B (2-59)
The notation (f(z),g(z)) represents the inner product of functions f and g, which is defined
by

1 —
(f(a).0(2)) = f., f2)a(@) dz,

where the overbar denotes the complex conjugate; since all our functions will be real, this
can be neglected. The inner product of functions is used in this analysis because of a number
of useful properties, namely

(f(z),9(z) + h(z)) = {f(2),9(2)) + (f(z), h(=)) (2-40)

(f(z) + g(=), h(z)) = {f(2), h(2)) + (g(2), h(z))

(af(z),bg(z)) = ab{f(z),9(z))

%cos(ok - ¢1), fk=1
(cos(2mkz + O)), cos(2nlz + &) = { _ (2-41)
0, if k#1
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(f(z),f'(z)} =0, for f periodic
(f(z+a),g(z +a)} = (f(z),9()) - (2-42)

Equation (2-41) holds only if k and ! are integers; this equation is of course motivated by
our representation of I etc. as cosine Fourier series.

Using these rules, equation (2-39) can be rewritten (dropping the arguments for clar-
ity):
(II,I;) - (12’1‘1') _ (Ila ;)

h= = . 2-43
G (G 3-43)
Finally, simplifying this using the formulas given above yields
) riksin 2xkh
s k>0
h===2 244
2n E rak? (2-44)
k>0

This is the desired expression of the estimated disparity, h, in terms of the actual disparity
h and the image power spectrum r7. The numerator is in fact itself a Fourier series where
each term has phase 0; the denominator is a normalizing factor. The phase information
disappears when equation (2-41) (first case) is applied to the numerator of equation (2-43).

This is a very interesting result, because it says that the estimated disparity i depends
only on the power spectrum of the image I and is independent of the phase spectrum.
What makes this so interesting is that the power spectra of different images tend to be very
similar, characterized by one or two parameters, while all the information of a picture is
contained in the phase spectrum (Kretzmer 1952, Helava 1978, Oppenheim & Lim 1981).
In particular, the power spectra are dominated by the low frequency terms with something
like an exponential dropoff in power with iacreasing frequency k. One such characterization
is

rk = eﬂk"'b. (2_45)

Ideally, one would like to characterize the behavior of h in terms of the parameters a and b by
substituting (2-45) into (2-44); unfortunately the mathematics seems intractable. Even if
such a result were possible, it would be only of limited interest because the parameterization
of the power spectrum is of course only approximate, and because of the approximate nature
of the analysis itself.

Three alternatives to an znalytical solution are possible. First, one could obtain typical
values of a and b from images, substitute them into (2-45) and (2-44), and numerically plot
the estimate h as function of the disparity h. Second, one could obtain typical power spectra
from images and substitute them into (2-44) and again plot the results numerically. Third,
one could apply the algorithm to actual images and plot the results. The first approach
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suffers from the inaccuracy of both (2-45) and (2-44); the sccond suffers only from the
inaccuracy of (2-44); and the third suffers from neither problem. All three approaches
amount to exploring the space of results defined in ideal form by equations (2-45) and
(2-44). This space is a family of curves of disparity estimates h vs. actual disparities h,
approximately parameterized by the a and b of equation (2-45). Since the third approach
is functionally equivalent to the first two but is more accurately related to actual images, it
is the one followed here. The results of these experiments are reported in the next chapter.

Moreover, as a later section shows, from equation (2-44) one can still make some
fairly general claims about the behavior of the algorithm under smoothing. This is because
smoothing acts to attenuate the higher frequency terms of the Fourier series, and equation
(2-43) provides a general understanding of why this helps.

First, however, the next section derives the discrete analog of equation (2-44). This is
primarily for completeness, and the reader may skip to the following section for a discussion
the consequences of this equation with respect to smoothing and iteration.

Discrete case. There are four objections on theoretical grounds to the above result.
First, since in most practical cases we only have discrete samples of the funchons, the
integrals of (2-34) cannot be computed, but rather only the sums of (2-33). Second, again
because we only have discrete samples of the functions, the derivatives Ij(z) and I3(z)
cannot be computed, but only discrete differences. Third, equations (2-37) and (2-38) are
only valid if the periodic extension of I, (defined by the equation (2-35)) is continuously
differentiable. This requires that I2(1) = I2(0), a rather considerable restriction. These
first three objections will be answered by resorting to a discrete form of the analysis given
above, which does not substantially change the result.

The fourth objection is that the use of the Fourier series in (2-36) to represent I
makes the assumption that I is periodic with period 1, that is for example that I)(1) =
Ix(1 + h) = I2(h). However, this assumption is no problem when h = 0; as h increases, the
region over which I; is incorrectly represented increases, and is in fact of size h. Thus, for
small h the analysis will be approximately correct, only failing as h becomes larger.

Let us now proceed to the discrete analysis of (2-33). The discrete Fourier representa-
tion analogous to (2-35) is

N/2
I(z) = Z ri cos(2nkz + 0i), (2-46)
k=0
where the ri and 0 of (2-46) are different from the r; and 0; of (2-35). Equation (2-46)
only holds for z = 1/N,2/N,...,(N - 1)/N (Note that both 6y and 0x/, are undefined,
in that changing either only scales their respective cos terms at the sample points; for
definiteness, take both to be 0.) Correspondingly, the discrete form of (2-36) is
N/2
L(z)=Liz+h)= 2 ri cos(2wkz + 2wkh + 0).
k=0
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In addition to the above change, (2-37) and (2-38) must be changed to reflect the change
from continuous derivative to discrete difference. In keeping with the spirit of using the
same symbol for discrete and continuous inner products, we also use the prime to indicate
the discrete (normalized) difference. Consider two definitions of this difference, the forward
and centered differences, given by

“(fz+9 - 1(z) (forward),
r@=1"
L(fe+e-flz—e)  (centered),

where € = 1/N. Again, in either case, the continuous derivative is the limit of the difference
as N goes to infinity. The differences for the function cos(az + ) are given by

r %(cos(a(z + €) +0) — cos(az +0))

= a p(ac) cos(az + 0 + a(ac)) (forwardj,

(cos(az +0))' = ¢ 1
- (cos(a(z + ) +0) — cos(alz — € +0))

= asinc(ae) cos(az + 0 + %) (centered),

e“—l_ 2 — 2cost
t |~V &
in ¢

where

o(t) =

a(t) = arg(e®* — 1) = tan™? poray and
sinc(t) = i“git
Thus, (2-37) and (2-38) become respectively
[ N/2
Z 27k p(-h—k) cos(2xkz + O + a(gzﬁ)) (forward),
= N N
1(e) = |
ok ark x
Z 12k sinc(—) cos(2rkz + O + ) (centered),
= N 2
( N/2
Z ri2nk P(2—;£) cos(2nkz + 2wkh + 0y + a(%’&—k-)) (forward),
k=0
1(2) =4
N/2
. 2nk g
{ Z ri2nk smc(T) cos(2wkz + 2xkh + 0k + 5) (centered).
k=0
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For its part, the discrete inner product is defined by
(a)olely = 5 3 )90E),

where the summation ranges over a set of N equally spaced points on the interval from
0 to 1. The subscript N on the discrete inner product symbol makes it clear that this
is a different operator from the continuous inner product; but the subscript will often be
omitted because the intended inner product will be clear from the context. Note that the
continuous inner product is just the limit of the discrete inner product as N goes to infinity.
Thus, equation (2-39) represents equation (2-33) just as well as it does equation (2-34),
given the proper interpretation of the inner product symbol. Furthermore, the discrete
inner product still obeys equations (2-40) through (2-42).

Now we are ready to derive the discrete version of (2-44). Using the equations derived
above, we obtain
¢ N/2

Zrzksinc(z—l’;—"-)sinzxkh

= ~ (forward),

N/2
2xk
212 2k2 ginc(—)?
k=ork C( N )

o
I

N/2
- 2nk 2xk
Z rik P(-lwv—) cos(2xkh + a(—;rv—))

k=0
N7 (centered).

m ’.2 k? lz_x_k_ 2

\ ’;) kP )

A comparison of these results with the continuous case in equation (2-44) shows that they
are very similar. The primary feature of the result, the sine term in the numerator, is
retained (although its phase is shifted in the centered case); aud the contributicn of each
term is modified by the sinc function in the forward case and the 2 function in the centered
case. In either case, as N tends to infinity, the discrete result tends to the continuous result,
as would be expected.

Symmetric version. The symmetric version of (2-33) is
i Y. (Ii(z) - (=) (11 (z) + 13(2))
Y. I (z)? + L(z)? )
Equivalently, expressed using inner products (and dropping the arguments),

j= (I — I, I + I}) .
(L, L) + I3, 1)
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Expanding, we obtain
7 = (Il-’ 5) + (IlaIi) - (127 ) (IZaIi)

(1,11 + (13, Ig)
But I; and I, differ only in phase, so as a consequence of equation (2-42), (I1, I} = (2, )
and (I}, I}) = (I3, I}). Furthermore, by symmetry (I3, I3) = — (I, I}). Thus
2 (I!’ I;)
2 (1, 1)
But this is the same as equation (2—43), so the symmetnc version yields the same result
as the unsymmetric version! This is of course partly a consequence of the rather idealized
view of I, and I, viz. that they are periodic and that I;(z) is in fact exactly the same as
I(z) shifted on the z axis. '

&>

h=

Consequences with respect to smoothing and iteration.  This section analyzes
the effects of smoothing and iteration given these results. We use the continuous equation
(2-44), with the understanding that the results only apply approximately. Let us analyze
the case where Ij(z) = I2(z + h); the goal is to calculate h.

Let us examine the iterative scheme for this one-parameter case in detail. We start
with an initial estimate ho of the disparity h. At each iteration the goal is to improve
the current estimate fl, Ideally, one would like to compute the error between the current
disparity estimate and the actual disparity, defined to be

=h— h;;

this would allow the exact computation of h. But as described earlier in this chapter,
computing e; is itself a disparity estimation problem, because

h — h; = disparity between I} = Iz(z + k) and I(z + h;).
The solution is to use the method of differences to compute this disparity; but in fact the
method of differences computes only an estimate of the disparity, say é;. Thus,

h= fl, +e;, but

ik-f-l = h; + & (2-47)
Equation (2-47) is the basis for iteration in the method of differences. In summary, comput-
ing the improvement é; to a disparity estimate h; is itself a disparity estimation problem.

Now, according to equation (2-44), given a disparity of ¢; = h — h;, the method of

differences computes a disparity estimate é; given by

Y riksin2nke; Y riksin2nk(h - k)
& = 22 = 20 : (2-48)

2r Z rik? 2T 2 rik?

k>0 k>0
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8

Figure 2-2. Horizontal axis shows ith disparity estimate h; of the actual disparity
h. Vertical axis shows resulting estimate é; of the disparity error h—h;, as computed
by the method of differences. Curves are examples of error estimates ¢; for various
assumptions about image power spectrum ri: curve 1 corresponds tory = 1,12 =0;
curve 2 tory = 1,75 = 3; curve 3 to ry = 1, rp = 1. All three curves cross the
horizontal axis where the error estimate is zero, at h; = h, and have slope —1 at
that point. Dotted lines have slope —0.1 and —1.9, corresponding to ¢ = 0.9. Ry,
R, and Rs indicate the points where the curves cross the dotted line, which are the
limits of the region of convergence for each curve, relative to the given c.

As discussed earlier, the power spectrum of a typical image is dominated by low frequency
terms, and ri falls off rapidly as k increases. This is particularly true in smoothed images
because smoothing attenuates the high-frequency terms. Therefore, as a first-order approxi-
mation, let us consider only the first two terms of (2-48), corresponding to k = 1 and k = 2.
Three such cases are graphed in Figure 2-2. In the simplest case, curve 1, the second term
ro = 0, so the curve is just a sine wave. Even though it ignores most of the power spectrum,
experiments will show that the first term reveals the general form of the error estimate é;.
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Nevertheless, the effect of the higher-frequency terms, as illustrated by curves 2 and 3, is
important. However, it is necessary to understand the convergence behavior of equation
(2-48) before the effect of the higher-frequency terms can be understood.

If the current estimate h; is equal to the actual disparity k (corresponding to the point
where the curves cross the horizontal axis), then the computed error é; will be 0 according
to equation (2-48), and so all subsequent estimates h; will be equal to h as well. Thus
the actual parameter value h is in fact a convergence point of the algorithm. Now, for any
region R, an estimate h; in that region will converge to the correct value h if there is a
constant ¢ < 1 (independent of ;) such that

if heR then —clh;—h|—(h—h) <& < clhi~hl~ (k- h) (2-49)
and h;+é €R. (2-50)
This is because if k; € R then
|hit; — k| < Slh; — b] > 0,

and so h; — h. The smaller ¢, the faster the convergence.

Condition (2-49) can be represented graphically by two lines crossing the horizontal
axis at the same point h that the graph of é; does, as shown by the dotted lines in Figure
2-2 for ¢ = 0.9. The convergence region R must be contained in the interval between the
points where the graph of the error estimate é; leaves the area between the two lines. These
limits are indicated by Ry, R, and R for the three curves in Figure 2-2. Equation (2-50)
must also be satisfied. One sufficient condition is that the region R be an interval that is
symmetric about h. Another sufficient condition is that the graph of the error estimate ¢;
does not leave the area between the horizontal axis and the line of slope —1; this guarantees
that the estimates iz‘ will always remain on the same side of h that fzo started on. Neither
condition is necessary.

It remains to determine what value of ¢ to use. As ¢ goes to 1, the region R expands
to include almost the entire interval between points where the error estimate é; falls back
to 0 (or exceeds twice the actual error); but the rate of convergence of the newly admitted
points becomes slower and slower. On the other hand, the convergence estimate provided
by |h — h;| < €|k — ho) is rather pessimistic, particularly for points near the edges of the
region R, because these points are quickly carried to parts of R where the convergence is
much faster. The following reasoning demonstrates this: consider a point h at the edge
of the region R for a given ¢; the first iteration carries it 1/(1 — ¢) of the way towards h;
but, each successive error estimate is at least as large as the first (until the very end), so
convergence will be obtained after about 1/(1 — ¢) iterations. This can be summarized as
follows: each ¢ between 0 and 1 determines a region R such that initial estimates within
that region converge after about 1/(1 — c) iterations. The larger ¢ the larger the region but
the slower the convergence may be.
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Now let us consider what happens as we add the higher order terms to the series of
equation (2-48). The effect of adding the second term is illustrated by curves 2 and 3 of
Figure 2-2. Higher-order terms correspond to larger values of k in equation (2-48), and thus
add sine waves whose frequency is a multiple of the frequency cf the first term. However,
the amplitudes of these higher-order terms are in general smaller than the amplitude of
the first term, and indeed fall off rapidly with increasing k. This is a consequence of the
empirical observations concerning image spectra mentioned earlier. All of the sine waves
cross the horizontal axis at ix, = h, so that the error estimate at this point ¢; is guaranteed
to be zero. Near this point, all of the sine waves are going in the same direction, and so
contribute with the right sign to the error estimate; their combined effect is normalized by
the denominator of (2-48). Indeed, that equation guarantees that the error estimate ¢; will
have a slope of —1 at h, so that the error estimate will approximate the ideal straight line
é; = h — h; near h no matter what the power r} of each term of the Fourier series.

However, as the error becomes larger, that is as h; moves away from h, some of the
higher-order terms start to have the wrong sign. Near where the first term is at its maximum
or minimum, the higher-order terms will have a harder time reducing the contribution of
the first term to zero; but near the edge of the range of convergence, where the first order
term has fallen back to zero, the higher-order terms can more easily reduce the estimate
towards zero. The result is that the estimate including the higher-order terms will fall back
to zero sooner than the estimate including only the first term. Thus, the net effect of adding
higher order terms will be to reduce the range of convergence. Consider for example an
extreme case: suppose the first term is absent and only the second term is present; then
the convergence range will be half what it would be with only the first term. The curves in
Figure 2-2 illustrate the point. In each case ry = 1; as r3 is increased from 0 to % to 1, the
curve is primarily affected near the edge of the convergence region, and is affected in such
a way as to decrease the region of convergence.

This analysis also leaves us in a better position to understand what smoothing the
images accomplishes. The spatial-domain operation of smoothing can also be interpreted
in the frequency domain as modifying the coefficients 7% of the power spectrum. For linear
smoothing, as for any linear filtering, the effect is to multiply each coefficient by a constant;
in the case of smoothing, the constant is smaller for the higher-order terms. Thus the net
effect of smoothing is to increase the range of convergence by reducing the effect of the
higher-order terms.

The foregoing discussion is based on an analysis of the method of differences that
makes some approximating assumptions. Even so, it provides considerable insight into
what is happening in a real application. The reader is invited to examine the graphs of
the error estimates from some experiments with real images, starting with Figure 4-11 on
page 83. Even though these error estimates were made using images that were not in fact
identical over a sparse set of points (so that the inner product calculations do not apply),
the form of these graphs and their behavior under various degrees of smoothing follows the
above discussion rather well. In particular, these graphs display a roughly sinusoidal shape,
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with the presence of higher-frequency sine waves evident in many cases; and with smaller
degrees of smoothing, the wavelength of the sine wave is shorter so the range of convergence
is smaller.

2.7. Summary

The method of differences has been used in rudimentary form for motion Aetection
and optical flow problems, as reported in the introduction. This chapter has extended the
method to a wide variety of problems, and provided a theoretical basis for understanding
its operation. This section summarizes the contributions of this chapter.

The method of differences characterizes matching problems as parameter estimation
problems. This allows any problem in which one image has been transformed into another
under the control of a few local parameters or a field of global parameters to be cast as an
image matching problem. The basis of the technique is that each point in the image provides
a linear constraint on the parameters. A least squares technique combines these constraints
to yield a parameter estimate. This chapter has shown how the method of differences
can be applied to one-dimensional registration, two-dimensional registration, photometric
parameter estimation, affine registration, and mixed local and global parameter estimation.
It has been shown how the method can be applied to problems in which a field of local
transformation parameters is to be estimated. These examples are chosen to show the
range of applicability of the technique, and to demonstrate how to apply the method to
other problems.

Essential to the technique are iteration and smoothing. Iteration is necessary because
the result produced is an estimate. Smoothing acts to increase the range of convergence.
Also discussed are weighting techniques that could give more importance to those points
judged more likely to provide good information about the parameters.

A Fourier analysis approach reveals that a relationship exists between the the power
spectrum of the image and the results produced by the method of differences. Because the
information in an image tends to be contained in the phase spectrum while power spectra
tend to be very similar, this allows us to make some fairly general observations about the
behavior of the algorithm, at least in the one-parameter case. In particular, estimates of
the region of convergence and the number of iterations to achieve convergence are possible,
and an understanding of the effect of smoothing on the algorithm is gained. Even though
these observations are only approximations, experiments (reported in later chapters) show
that the results obtained are similar to the predictions.

The next two chapters will take a detailed look at the theory involved in camera
-parameter estimation for optical navigation, and at some experiments to determine the
performance. Then the subsequent two chapters will apply the method of differences to the
determination of stereo depth maps.
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Chapter 3

Optical Navigation:
Theory

3.1. Introduction

This chapter demonstrates how the method of differences for image matching can be
used for navigation. Navigation is a problem of determining the position and orientation of
an object, such as an autonomous roving vehicle or a robot arm. By solving for six camera
parameters the position and orientation of a camera, and thus of the object on which it is
mounted, can be obtained. More specifically, suppose we are given a reference image I, a
set P of reference points p in the reference image, and a set of distance values 2(p) at each
reference point. Then, given a fest image I, the method of differences can be used to find
the position and orientation of the camera which produced the test image.

It would be desirable if the distances z(p) of the reference points p did not have to be
known a priori, as this would make the algorithm more useful. Unfortunately, the distances
are necessary for determining the camera model. The intuition is that some indication of
scale is necessary to distinguish between, say, looking at a room scene from a distance or
looking at a model of the scene from close up. The distances to the reference points provide
the indication of scale necessary to determine whether motion of the camera is large, as
in the former case, or small, as in the latter. However, in many applications determining
the distance values is zot too much of a burden. For example, in the robot arm case the
reference distances z(p) can be determined once and for all using stereo.

The chapter begins by providing some motivation and background for the problem by
describing some applications of optical navigation. Then the technique itself is discussed in
detail. This involves defining the match parameters, which are the camera parameters, and
developing the equations for them. Solving these equations involves computing and inverting
a matrix; the implementation of these operations is discussed. Of interest in inverting
the matrix is the conditions under which that operation is numerically stable. Geometric
conditions for rumerical stability on the three-space distribution of the reference points are
derived. These conditions apply to any match-based navigation technique. Finally, methods
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for obtaining reference points and their distance values are discussed. The next chapter will
present some experimental results using these techniques. )

3.2. Applications

Many robotic tasks require a knowledge of the position and orientation of the robot.
This is because mechanical imperfections and environmental uncertainty make it impossible
to know cxactly how a robot will move in response to the commands sent to it and exactly
what it will encounter in its surroundings. Optical navigation takes its place alongside var-
ious types of mechanical navigation and global positioning systems to correct this problem,
and indeed has distinct advantages with respect to responding to environmental uncertainty
over those methods. Such tasks can be classified along several dimensions; three of these
are the nature of the robotic agent, the nature of the environment, and the manner in which
the optical navigation is used.

Robotic agents. For our purposes, robotic agents can be roughly divided into two
classes: fixed-base robot arms, and autonomous roving vehicles (although many vehicle
designs call for the rover to have a robotic arm or manipulator of some sort). In both
cases optical navigation can play an important role, although the nature of the navigation
is different.

For example the, world in which a manipulator moves is generally smaller than that
in which a rover moves, and so the nature and quality of the image obtained may differ
(consider such effects as depth of field). Moreover, the two types of agent differ with
respect to the availability of other sources of information about the robot’s movement. A
rover might well be capable of inertial or radio navigation in addition to optical navigation.
On the other hand robot arms typically operate in environments where such techniques
as structured lighting may feasibly provide additional information, while robotic vehicles
are likely to be required to operate in a more unconstrained environment. Such additional
sources of knowledge could be incorporated into the method, for example to provide the
necessary initial estimate of position.

A second point of difference is that the mechanisms for control of an arm and a rover
are quite different: an arm is generally controlled by the coordinated rotations of a number
of joints, while the a rover is moved under the power of a number of wheels or legs. Thus,
the method must be adapted differently in each case if it is desired to directly solve for the
joint positions, the wheel rotations, or even the control signals that cause those movements.

Another point of difference is in the degree of constraint that exists in the motions of
the robot. Typically, a manipulator will be able to move in all six degrees of freedom, while
a rover may only have freedom in say the pan, z, and z motions. These constraints bear
on the specific formulations of the technique for the different tasks.

Environment. In a known environment, the robot must perform a series of maneuvers
with respect to a set of objects in the environment whose nature and approximate position
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are known in advance. In an unknown environment the robot must be prepared to encounter
anything, or at least a variety of objects. Tasks in which a robot arm must operate in an
unknown environment are conceivable, but unlikely; therefore the discussion will be confined
to the rovei case, but the remarks concerning the rover operating in a known environment
will apply equally well to the robot arm case.

In the case of a known environment, the scenario for the use of the method of dif-
ferences is as follows: the robot is taken through the series of operations that it will be
expected to perform. As it does this it records a number of camera views sufficient to cover
the substantially different situations the robot will encounter. These images will serve as
landmarks with respect to which the robot will later navigate. Then a number of reference
points (a few to several dozen) are chosen from each image and are assigned a distance
from the camera. This can be done a number of ways: a second camera in a known posi-
tion with respect to the first can provide a stereo baseline for making the measurements; a
known model of the environment can be fitted to those points; the distances can be directly
measured; the distances can be obtained by structured lighting; and so on. In any case,
since this is a training step to be done only once, the assignment of distances need not
be completely automated. This concludes the training process. Then, at each step of an
actual run, the image received by the camera will be compared against one of the stored
reference images (actually, only the positions and intensities of th e reference points need
to be stored), and the method of differences will be used to determine the position of the
robot relative to the reference coordinate system. In a variation of this process, the method
of differences can be used to directly solve for the control signals to be fed to the robot.

The case of an unknown environment is more difficult. It is not possible to store
reference images, so the process of selecting and determining the distances of reference
points must be carried out anew each time the rover encounters a new situation. Techniques
for doing this, such as by automatic stereo vision, are themselves the subject of research.
Once the reference points are located and their distances determined, they can be used to
navigate until they are lost from view. If necessary, the stereo solver can be called again
at each step to refine the estimates of the distances and to determine the distances of new
reference points acquired to replace old ones that have disappeared from view.

Manner of application.  Optical navigation can be used in a robot in one of two
ways. If the position of the robot can be calculated quickly enough (for example with the
aid of special-purpose hardware), then the result can be used in a continuous feedback loop.
Two aspects of the method are favorable for this mode: in a feedback loop the range of
convergence of the algorithm need not be large, because the position will be calculated fre-
quently enough that the robot will have moved relatively little during that time. Moreover,
the method need not accurately compute the position of the robot, but rather needs to be
taught what the camera should see when it is in the desired position; as long as the method
is able to provide signals to move in the proper direction when the camera is out of position
and provided that the method can detect when the camera is secing what it is expected see,
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the position of the camera will converge to the correct position. Another way of expressing
this is that the position coordinates reported by the method need not be accurate world
coordinates, but rather can be some distorted set of private coordinates. All that is needed
is that these private coordinates have a one-to-one and consistent relationship with world
coordinates, and that the robot has learned its movements in these private coordinates, so
that it can repeat them accurately. Of course proper precautions are necessary to prevent
oscillation.

Even if the method cannot be applied fast enough to be used in a feedback mode, it
can still be fruitfully used in a “stop-and-go” mode. In such a case the rover will move
greater distances between each application of the method, and so the demands on the
optical navigation are greater: it must exhibit in this case a greater range over which it will
converge to the proper value.

Scenarios.  Optical navigation has applications in autonomous roving vehicles and
manufacturing arms, among others. Let us now consider the scenarios under which a
pavigation technique like the one described in this chapter could be used.

An autonomous rover moving in the real world requires a navigation system. An
optical navigation technique is particularly desirable because of its adaptability to a wide
variety of situations. In the scenario envisioned here, the rover is equipped with a pair of
cameras which enables it to determine the nature of its environment, using for example
the techniques developed by Moravec (1980). One image of the stereo pair serves as the
reference image, and the rover is then moved to a new location. The position of the rover
at this new location is determined using one of the pictures at the new location as the test
image in the optical navigation technique described here.

As for the manufacturing application, consider the following scenario: a sequence of
parts move past a robot arm on a conveyor belts. As each one passes the arm the arm must
perform some task on it requiring knowledge of the part’s position and orientation, such as
inserting a screw. There are two problems here: acquiring the position of the part relative
to the arm, and guiding the arm into proximity with the part where it can perform its task.
1t is assumed that a reference image of the object is prepared, and that its three-dimensional
form and the path of approach to the object can be obtained by training runs, as discussed
at the end of this chapter. Then, with a camera mounted on the arm providing test images,
both the position and the guidance problems can be solved by an optical navigation system.

If the feedback is fast enough, guiding the arm can be done by the type of “optical
servoing” discussed above. The assumption is that the mechanical guidance of the arm is
not sufficiently accurate and the visual feedback can be used to keep it on the proper course.
Perhaps more to the point, if optical servoing could be made sufficiently fast and accurate,
robot arms would not need accurate mechanical guidance.

The use of the method of differences imposes two constraints. First, the reference
picture must not be too different from the test picture; for example, in the manufacturing
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sccnario, if the reference picture recorded the part from the front but it was seen from the
back in the test image, then neither the method of differences nor any optical navigation
technique could work. The second constraint is that a sufficiently accurate estimate of the
position of the test camera must be available. In the rover case, this is satisfied if the
rover is mechanically constructed so that it can be moved with reasonable accuracy; in the
manufacturing case, the part must be placed on the conveyor belt within some tolerance. As
the experiments of the next chapter will show, the tolerance is not excessively restrictive.
However, if either of these constraints is violated, all is not lost. Violation of the first
constraint would require maintaining several reference images and using the one nearest to
the current position; violation of the sccond constraint would require searching in position

T,

space, albeit at coarse resolution determined by the range of convergence of the meii

The remainder of this chapter discusses the technique itself, its implementation, and
its numerical stability. Finally, it is shown how the reference image, the reference points,
and their distances can be obtained.

3.3. The camera modei

A camera model is a mathematical model of the image formation process of a camera.
A camera model consists of two parts: a geometric part and a photometric part. The
geometric part expresses the position and orientation of the camera relative to a reference
coordinate system, and consists of six parameters: three for the position and three for the
orientation. The photometric part expresses the relationship between the intendity of light
reflected from a point in three space and the intensity value reported for that point by the
camera. It is modeled here by a simple linear transformation expressing relative bias and
gain.

The camera model described here is a simple one; additional parameters could be used.
For example, non-linear geometric distortions introduced by the optics and by the scanning
of the camera retina could be modeled perhaps by polynomials (Moravec, 1980). The
coefficients of these polynomials would be additional match parameters to be solved for.
This was not done here because geometric distortions in the experimental data (provided
by Moravec) had already been removed. Moreover, in a real application these distortions
would be constants of the sensors that could be compensated for in advance. As another
example, the photometric relationship between the sensors could be modeled by something
more complex than the simple linear relationship used. This was not done because even the
simple linear relationship between intensity values was not needed; that is, the cameras were
assumed to report identical intensity values for corresponding scene points. This is of course
not true in actuality both because of sensor differences and because of such photcmetric
effects as specular reflection. Nevertheless, the photometric parameters could be ignored
because the reference points were chosen to be near edges, where photometric differences
between the images have relatively little effect on the derived match position and thus
relatively little effect on the match parameters. It is an open question whether using the
photometric parameters could improve the accuracy.
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Moreover, the camera model described here is limited in that it also assumes only
two cameras. Presumably, multiple cameras with known geometric relationships could
provide additional information. In particular, additional cameras would reduce noise, reduce
photometric error, and reduce the possibility of the problem being numerically unstable due
to the geometry of the scene. However, these conjectures are not explored in this thesis.

Let us now proceed to the geometric part of the camera model. Every camera deter-
mines a coordinate system. The origin is at the center of projection of the camera (the
pinhole in a pinhole camera); we will take the positive z direction to be to the right along
the scan lines, the positive y direction to be up perpendicular to the scan lines, and the
positive z direction to be forward, perpendicular to the image plane. This is illustrated
in Figure 3-1. The model includes two cameras: a reference camera (camera 1) and a
test camera (camera 2). The coordinate system of the reference camera will be the world
coordinate system, so that the position of the test camera is given as a vector r between
the origins of the camera coordinate systems, expressed in the reference coordinate system.
The position vector r can be specified by its three components, rz, ry, r2 (using a rectilin-
ear coordinate system), or by the azimuth axgz, elevation agy,, and range r (using a polar
coordinate system). The two systems are related by

r=[r; r, r:] ' (3-1)

=[0 0 r]AELAAz, (3—2)

where Agy, and Apg are the matrices which rotate by the elevation and azimuth angles
respectively (see Appendix A).

Assume as given a reference image, I;, and suppose that we know at several points p
of this image the z coordinate z(p) of the corresponding three-space point. (These z values
are not part of the camera model, but must be given a priori). Then the corresponding
three-space point q is given hy

22 z

- P (p) Pv (p) z(p)] , (3_3)
f f

where [ is the focal length of the reference camera. This equation is of course the inverse

of the projection equation. '

Now suppose the test camera is related to the reference coordinate system by the
position vector r (which has three parameters, as in (3-1) or (3-2)), and by the orientation
parameters pan (apa), tilt (ari), and roll (aro). Then the three-space point q in the
reference coordinate system is u in the test coordinate system, given by

u = (q — r)ApaATIiARO, (3-4)

where Apa, AT, and Agg are the rotation matrices for pan, tilt, and roll respectively, as
given in Appendix A.
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Camera 1 Camera 2

Figure 3-1. Camera model. Camera 1 defines the reference picture and coor-
dinate system, with the origin at the “pinhole” For any point p = [p: py] in
the image there is a point q = [q; q, q.] in three-space which produced the
image, at depth z(p) = q.. This point is expressed as u = {u, u, u.]in the
Camera 2, or test, coordinate system. The relationship between q and u is a func-
tion parameterized by the six camera parameters: three for the relative positicns of
the cameras and three for their relative orientaticn. Finally, the three-space point
appears at the point v = [v; v, | in the Camera 2 image plane. The points p and
v are said to correspond.

Firnally, the point v on the test image plane that corresponds to u is given by the
projection equation:

v [&1 il (3-5)
u, u, :

Equations (3-3), (3-4), and (3-5) allow us to compute a point v on the test image that
corresponds to a given point p with depth z on the reference image, given the six geometric
pararaeters.

As mentioned above, the photometric model assumed in this development is such that
the intensity values of the two images are lincarly related by two parameters: § (bias,
brightness) and 4 (gain, contrast). Thus, the intensity values I; and I from the two
cameras respectively for corresponding points are related by

L=1;+8 (3-6)
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These parameters arc included in the model only for completeness. It is not known whether
these parameters contribute to the accuracy of the other parameters (which are the ones of
real interest), since the photometric parameters were ignored in the experiments.

3.4. Solviﬁg for the camera parameters
From equation (3-6) one would expect
0 = I(v) - v1i(p) - B,

where p and v are corresponding points on the reference and test images respectively, as
defined above. For any given esiimate of the geometric and photometric parameters, define
the amount by which the right hand side of the above equation differs from zero as the error
E, associated with the point p in the reference image:

Ep = L(v) —7Ii(p) - B- (3-7)

Note that this equation explicitly shows that Ep, depends on the two photometric parame-
ters, but it also of course depends on the six geometric parameters because of the relationship
between v and p set forth above.

This error is presumably due to misestimates of the geometric and photometric param-
eters, so it is desired to adjust these to minimize the error. This cannot be done on the basis
of one point p alone, because each point p provides only one linear constraint on the eight
parameters. Thus it is necessary to combine the information from at least as many points
as there are parameters. Therefore let us assume that we have a set P of points p and the
distance information z(p) at each point. As mentioned at the beginning of the chapter, the
distances are needed to determine the scale of the motion, r. Then let us define the total
error E associated with the set P to be

E=)_ ElL
pPEP
This is a non-linear function of the quantities we wish to minimize with respect to, namely
the six geometric and two photometric parameters. By making a linear approximation, as
detailed below, we can make E, linear in the (change in) the parameters, thus making £
quadratic, and so again getting a linear system of equations to solve when we differentiate £
with respect to each of the parameters and set equal to zero. This change in the parameters
is suitable for modifying the estimate of the camera parameters as an iteration in an iterative
scheme.

The linear approximation is as follows. Let ¢ denote the vector of camera parameters,
namely

c=[c; ¢3 ¢ ¢ ¢5 cg ¢ cg)

=[r,, ry T apa 2TI ORO B '7]-
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Suppose we have an estimate of these camera parameters. If we adjust the estimate to
¢ + Ac, each error estimate E, changes, to a linear approximation, to Ep + Ac(D.Eyp),
and so the total error estimate is

Ex ) (Ep+ Ac(D.Ep)).
pEP

Here D Ey, is of course just the vector of partial derivatives of the error E, associated with
the point p in the reference image with respect to each of the eight camera parameters. It
will be shown how to compute D E, below. Now, we wish to minimize E with respect to
Ac, so let us set

0 = DAcE

~ Dac Y (Ep + Ac(DcEp))’

pPEP

=Y Dac(Ep + Ac(DeEp))”

peP
=2 Y Ep(DeEyp) + Ac(D.Ep)(DeEp)',
pEP

so that the Ac which minimizes E (to a linear approximation) is

Ac= (- Y Ep(DeEp))( Y (DeEp)(DeEp)")

pEP pEeP
The structure of this can be made clearer by showing the elements of the matrix explicitly:
"~£17 [S11 Z12 -+ Zis] )

—Z2| | Sa1 Z2z2 --- Igs
Ac= , (3-8)

L-Ygd LEgy gz -+ Lssd

where
Ti= Y Ep(Dc;Ep), and (3-9)
PEP
Tij= ) (De;Ep)(De,Ep)- (3-10)
pEP

This matrix will be discussed later in more detail. The numerical stability of inverting it
will be of particular concern.
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Now the discussion turns to computing DcE,. First let us define the vector g of
geometric camera parameters:

g=|r: r, r: apa am1 arol-
Now, referring to the definition of Ep in equation (3-7), compute DEp as follows:
DgEp (Dgu)(Duv)(Dy12)
D Ep = | DpEp | = -1 . : (3-11)
D, B ~L(p)

The product of matrices (Dgu)(Dyuv)(DyI3) is of course just due to the chain rule; these
matrices, written out explicitly, are

" Dp(q—-r)ApaATiAro ] [[-1 0 0]ApaAmiAgo]
D:,(a —r)ApaATiARO [0 -1 0]ApaATiAro
D.,(q—r)ApaATIARO [0 0 -1]ApaATiARo
Dop, (a — r)ApaATIARO (a —r)ApsATiARO
Dqoq,(q — r)ApaATiARO (a—r)ApaATARO

| Dago(a—r)ApaATiARO] | (9-r)ApaATiARo .

A af wfll )

Dy, ! —1{ I 0
| Uy u; | g
Duv = | Dy, ﬁf ‘:l"—ﬂ =] o ;{— . (3-13)
z z | z
D (u.f uf] -u.f —u,f
[Tl wg ] L oud u? |

z component of the gradient of the test image]
Dyls = .

y component of the gradient of the test image

Here A}, is the derivative of the rotation matrix Apa with respect to apa, and similarly
for A1 and ARro; see Appendix A for the full definition of these matrices. At this point
the reader may want to verify that the above matrices are conformai and so the product
(Dgu)(Duv)(DyI3) is well-defined.
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Compute From Eqn.
| . @Az, @EL, T (3-2)
Apa, ATi, ArO apa, @T1, RO Appendix A
D‘u T; GpA, XTI, QRO (3_12)

Table 3-2. Computing Ac. Operations outside the inner loop.

3.5. Computing the matrix

The purpose of obtaining Ac as in equation (3-8) is to use it in an iterative scheme.
The iterations starts with an estimate of ¢, and at each step replaces ¢ with ¢ + Ac. Each
jteration involves computing the matrix [Z;;], and then inverting it to obtain Ac. These
two steps are discussed in this and the following section.

Computing the matrix is straightforward using the above equations, although some
care should be taken to avoid unnecessary computations. This section takes as given the
reference image I; and test image I, an estimate of camera parameters c, and a set P of
points p for which we have depth measurements z(p). The goal is to compute an adjustment
Ac to the camera parameters ¢ to reduce the error E.

There are a number of computations which are common to each reference point p and
so can be moved outside the inner loop. Efficiency is of no great concern in carrying out
these computations, because they are done only once per iteration. These operations involve
computing the components of r; Apa, Ati, Aro; and Dgu. These quantities change on
each iteration as the match parameters change. The necessary operations are summarized
in Table 3-2.

Now, the vector [£;] and matrix [Z;;] must be computed from equations (3-9) and
(3-10) respectively. This requires computing several sums over all p in P, so efficiency is
of considerable concern. These quantities are computed in a series of steps summarized
in Table 3-3. Computing the gradient D), I, is discussed in Appendix B. A considerable
part of that computation can be completed outside the inner loop. The figure reported for
the number of operations is a rough count of the number of additions and multiplications
required for each step. These are fairly nzive figures in that some optimizations are not
included. Nevertheless, the conclusion remains that on the order of 100 to 150 operations
per reference point p per iteration are required. Thus this is by far the most computationally
expensive part of the operation, and is worth some effort to optimize. For example, this
would be the part of the computation to do in special-purpose hardware.

3.6. Inverting the matrix

Having obtained the matrix [Z;;] it must now be inverted to solve the system of
cquations it represents. Since this is only done once per iteration of computing c efficiency
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Compute From Eqn. No. Opns.
q P (3-3) 4
u q (3-4) 18
v u (3-5) 4
Dgu T, apa, @TT, QRO (3-12) 36
Ep L, Iv,1, B (3_7) 3
DyI, L,v Appendix B 8
Dav j,u (3-13) 6
D.E, Dgu, Dyv, Do I3, I>(p) (3-11) 35
Z; De.Ep, Ep (3_9) 6
Tij De,Ey, De,Ep (3-10) 21

Table 3-3. Computing Ac. Operations per point p € P.

is of no great concern, but one is concerned about accuracy and the conditions under
which inverting the matrix is numerically stable. This section explores the conditioning
of this matrix and develops a stability measure based the geometry of the three-space
points q corresponding to the reference points p, and independent of the photometry of the
particular images. This measure is applicable to any match-based navigation technique.
The next section explores the implications of this geometric stability measure.

There are two related indications of the stability of inverting a matrix. The first,
the condition number of the matrix, is directly related to the accuracy of the result but
is difficult to analyze. The condition number is dependent on a particular definition of a
matrix norm, which is in turn dependent on a particular definition of a vector norm. Let
|Ix|| denote some norm of vector x. Then the matrix norm |4}l subordinate to this vector
norm is defined by

JAxj
<l

This definition of matrix norm allows one to define the condition number x(A) of a matrix
as

||Alf = max

x(4) = |4l |47}l (3-14)

The significance of the condition number is as follows: consider the problem of solving the
linear system Ax = b. Suppose we perturb the elements of A by some amount AA; denote
the error that this induces in the solution x by Ax. That is,

(A+ AA)(x+ Ax) =b.
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It can be shown that the relative error in the calculated solution is bounded by the condition
number of the matrix times the relative error in the matrix; that is,

Iaxi 4]
Tt axg < <Ay

(See for example Dahlquist & Bjérck, 1974). Thus, a small condition number means the
system is stable, and a large condition number means the system is unstable. Now, it can

further be shown that in the case of the L, norm the condition number x2(A) of a symmetric
matrix A with eigenvalues JA; is given by

(3-15)

max; |Ai]

min; [\

(See for example Pizer, 1975). The matrix [E;;] is indeed symmetric, so this equation
applies.

However, the eigenvalues present certain analytic problems. (The numerical difficulty
of computing the eigenvalues is of no concern because the matrices used here are relatively
small and will be inverted infrequently). Therefore, in some cases the determinant will be
used as an approximate indication of the stability of the matrix. That the determinant is
related to the condition number can be seen in (3-14): the term |[A~1|| has a factor of
1/ det(A), so one would expect that when the determinant is small the condition number
would be large and vice versa. Indeed, when the determinant is zero, the matrix is singular,
which is the extreme case of instability. It will be seen that, in the matrices we are dealing
with, the determinant correlates well with the condition number.

Both the condition number and the determinant suffer from a problem of the units in
which the variables (the camera parameters c in this case) are expressed. Changing the
units in which a variable is given is of course tantamount to scaling the variable. Scaling a
variable ¢ is equivalent to dividing both row k and column k of the matrix [Z; j] by vhe scale
factor, since B;j = Y pc p(De. Ep)(De; Ep). This divides the determinant by the square of
the scale factor. The effect on the condition number is more subtle, but it is nonetheless
present. Therefore, for the purposes of computing the conditioning of the problem, let us
replace our matrix [Z;;] by a normalized matrix [Z;;], where

Ko (A) =

2'-‘- = 1, (3—16)

E‘ L EpeP(DCiEP)(DC,‘EP)

17 — .
\/zpeP(Dc& Ep)zdzpeP(DciEP)z

This matrix remains unchanged under a scaling of variables, and thus so do its condition

number and determinant.

Under what conditions will this matrix be stable? Equations (3-16) and (3-17) reveal

that the matrix [Z; ;] is in fact a normalized covariance matrix. Thus, ¥;; measures the

(3-17)
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extent to which the “random variables” D, Ep and D, E,, are (linearly) correlated. I they
are highly correlated, then one cannot tell the difference between the effect on the error E
of changing c; and ¢;, and so we cannot hope to be able to solve the equations. This is
reflected in the matrix as follows: if all the parameters’ effects are independent, then all of
the off-diagonal elements are zero, and the condition number of the matrix is one, which is
the best possible. On the other hand, if two of the parameters, say ¢; and c;, always have
the same effect, then ¥;; and I;; will be both be one, and the matrix will be singular.
The determinant and the condition number measure the extent to which this is true, but
applied to all variables in combination rather than just by pairs.

It would be desirable to make some general statements about the geometric conditions
under which our equations are stable and thus one can determine the camera position c.
Unfortunately, the matrix [Z;;] includes too rauch information. In particular, it includes
information about the photometric properties of the object as well as the geometric proper-
ties. But our intuition tells us that there will be circumstances under which the geometry
alone should indicate that the camera position can’t be determined. For example, a small
change in the z position r, has nearly the same effect on the appearance of the object as a
change in the pan angle apa regardless of the shading of the object. (A similar statement
holds for the y position r, and the tilt angle at1.) The observation to make here is that
changing these parameters has nearly identical effects on the position of the point v that
matches p. That is, z motion is difficult to distinguish from pan for all objects because
D,_v is highly correlated with D,,,v. Thus we would like a measure of the correlation
of the geometric variables g alone. This would allow us to determine the best that could
be expected from the method assuming the shading of the objects cooperates, and leave it
to experiment to show that it usually does. Indeed, the geometric stability measure is and
indication of the best that can be done by any match-based method.

Considering only the part of the matrix [; ;] due to the geometric variables (that is,
the first six columns and six rows), we have

[Z:5] = Z (DzEp)(DzEv)T

peEP

= 3 (D)D) Dy L) (Dgv)'- (5-15)

peEP
The factor of (Dy I2)(DyI2)" can be viewed as a sort of weight matrix; division by its sum as
accounted for by when [Z; ;] is normalized to form [T;,]. If we wish to ignore the intensity
information, this is the place to do it. Deleting the factor of (Dy I3)(DyI2)", from equation

(3-18), define the geometric covariance matriz

[Tl = ) (De¥)(Dgv)"- (3-19)

pEeP

This is contrasted with [Z; ;], which might be called the photometric covariance matriz. As
with [Z; ], let us define the normalized version [T ;] of this matrix. For completeness, here
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are the definitions of the elements of these matrices:

Lij= Z(D&V)(Ds;V)T,
peP

Tu=1,
-r-_ o ZpGP(D&'V)(D&’v)T
1] — .
VEpep(Pev)(Dev)Ty/Epep(De,v)(Dg,v)T
Examination of T;; reveals that it is in fact precisely a measure of the correlation between
the purely geometric effects of changes in the geometric camera parameters g; and g;. This
is what intuition says we want to measure. It is important to realize that this condition

number is a measure of the conditioning of the problem and limits the stability of any
algorithm for optical navigation, be it by the method of differences or by some other method.

3.7. Geometric considerations

We are now in a position to determine what geometric configurations of camera and
object lead to stable systems of equations. The basic conclusion will be that the object must
be relatively three-dimensional; that is, its range of z values must not be small relative to
its distance from the camera. As a corollary, for a given object, nearby with a short focal
length lens is good, while faraway with a long focal length lens is bad.

Consider first the limiting case of faraway objects and long focal length lenses, namely
orthography. Consider a fixed set P of reference points p with distances z(p). From a
purely geometric standpoint the only function of the p and z(p) is to define a set @ of
three-space points q via equation (3-3). Thus we take these three-space points q as our
starting point. Without loss of generality the current apa, aT1, @RO; Iz, Iy, I estimates
can all be taken to be zero. If not, one can solve for the new camera parameter estimates
relative to a coordinate system in which the current estimates are all zero, and then translate
the result to the actual coordinate system, without substantially affecting the conditioning
of the problem. Thus the condition number derived for the case where they are zero applies
as well to other cases. Under orthography, contrary to equation (3-5), v = [uz uy]. Thus,
referring to (3-12),

-1 0 07 -1 0 -
0 -1 0 0 -1
o o -1/t 0 0
Dov = (Dou)(Dyv) = =
w=0ao=| o o]=]_
- 0 0
0 —q: q 0 -aq.
-q, @ O] l-qy, q. ]
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This satisfies one’s intuition: changing r, (first row of Dgv) has the same effect, up to a scale
factor of the distance to the point, as changing the pan ap, (fourth row), and similarly for -
r, and tilt ey (second and fifth rows respectively). Changing r, (third row) has no effect
under orthography, and changing the roll aro (sixth row) rotates the image. Carrying out
the multiplication of equation (3-19) gives the unnormalized geometric covariance matrix:

1 0 0 q: 0 Qy 1
0 1 0 0 qz —
0 0 o 0 0 0
il = Z 2
b LY 0 0 q; 0 Q9=
0 q O 0 ¢  -qq
@y -2z 0 qq. +9.9. q:+qy]

The first observation to make about this matrix is that it is singular because the row and
column corresponding to r, are all zero. This is because under orthography the z values
are ignored, it is not possible to solve for r,. This will not be a problem under perspective,
provided we normalize the matrix. Since orthography is a limiting case of perspective, the
r, row and column will be small when the object is far away. This will cause the matrix to
be ill-conditioned unless we normalize it. This is because the small matrix row represents
a difference in scale between the variables and is removed by normalization. Therefore, in
the remainder of this analysis the r, row and column will be deleted, thus solving for only
five remaining geometric pararieters.

Now, let us make the simple case where the points q in Q are symmetrically placed
about the z and y axes, so that quqq, = quq qy = 0. Under this assumption, all the
entries in the ago (sixth) row and column vanish except the lower right entry. Rearranging
the rows and columns in the order r;, @pa, Ty, ar1, aro (Which does not affect the
determinant or the condition number) reveals that the remaining matrix is block diagonal.
Moving the sum inside the matrix and normalizing yields

'l a 0 0 0

alO0O0O
0 1 a 0], where

00 a 10

L0 0 0 0 1d

ezt w=3Ya =g Tla-u (3-20)

2 2’
Ve to a€q a€Q

Here N is the number of points q in Q, u is the mean of the q, values, and o is the standard
deviation. The determinant and condition number of this matrix are easily calculated; they
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o2/ud \?
det([f.-,-]) = (1 - 02)2 = (ﬁ) , and

max; [X|  1+a _ (1+a)?

min;[A]  1-a 1-a2’ from which

ra([Ts5]) =

L <) s —
‘/det([ﬁ'j]) ’ V det([T;;])

Thus, if the standard deviation ¢ of the q. values is small relative to their mean g, the
determinant will be small and the matrix will be ill-conditioned, and vice-versa. In the
limiting case, if the z values are constant, then the matrix is singular.

Under perspective, equation (3-5) holds, so referring to equations (3-12) and (3-13),

-1 0 07
0 -1 0
J/un: 0
0 0 -1
= . = 0 z
Dgv = (Dgu){Dyv) . 0 a fla
0 -q. q ~u.fful —u,ffu]
| —Qy 9qz 0

Multiplying and taking advantage of the fact that u = q because apa, ati, and aro are
all zero, we obtain

[ -1/qa 0
0 -1/q.
9./’ q,/q}
Dgv =71 2, 2\ /a2 2
(e +qz)/a; -9-qy/q;
-9.q,/q2 (@2 +q?)/q
| -9y/q. /9.

Multiplying this matrix by its transpose yields the unnormalized geometric covariance ma-

tnx:
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Yo 3 g wm om
qa} 9% o o a
1l % 99 q+4a: a
¢ q o qa qa
@+aq} -qlad+aqi+q}) -—gled+ql+ql) 0
4 4 4
[T:5] _ > 4 % 1
2
L=} (@+q2)’+q2a} @qld+ai+2a) q
aZ q; %
(@ +ad)’+aiqy  -a:
¢
q:+a
i Q@

Again making the simplifying assumption that the points q in Q are symmetrically placed
about the z and y axes, rearranging the entries in the order r;, apa, ry, arI, ¥z, RO,
taking the sum inside the matrix, and normalizing, we obtain the perspective analog of
equation (3-20):

1 b 0 0 O 0]
b 1 0 0 0 O
0 0 1 b 00
, where
6 0 b 1 00
0 0 0 0 10
L0 0 0 ¢ 0 1d
be = LZacq = ¢ —_Zacqd
JZQGQ "'2 + ng%/q: \/EQQQ dz \/quQ ci“zqu d2
d d
\/ Yacq )+ a2q5/% \/i:qec @ \/ Lacq \/ Lac?
2 2 2 + 2
czziz_-';—qz, cvzq—v_z—q‘_’ andd: _1_.
q; qz q:

For brevity the following discussion refers only to b,; symmetric statements apply to by.
The right hand sides of the inequality in (3-21) represents a measure of the linear correlation
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AN

‘ gt
W

d=
s d=
d=
M/ "
X
‘Figure 3-4. Circles are loci of points ¢; = kd for various k, where

¢z = (22 + 22)/2® and d = 1/z. Horizontal lines show various values of d, diagonal
lines various values of ¢;. Cluster of three-space points on the left are ill-conditioned,
because they mostly lie on such a locus; points on the right are better conditioned.
This is a top view, that is z vs. z; a similar statement applies to y vs. 2.

between ¢, and d. This is a non-centralized correlation measure: it depends on the means
e, and pq as well as on the standard deviations o., and 04. We can make the following
statements about b,: If ¢; = kd for some constant k, then b, = 1 and the matrix is singular.
At the other extreme, if ¢, and d are independent, then

—_ I‘cs Bd
Ve, +9C, Vg tog

Note that this is just a product of quantities like a in (3-20), except with respect to ¢, =
(a2 +q?)/q? and d = 1/q, instead of with respect to q..

In general, b, will be large if most points q lie on a solution curve of ¢; = kd for some
k, and small if they are spread out. These curves are just circles containing the origin,
as shown in 3-4. Since large b, implies that the matrix is nearly singular, and small b,
implies that it is well conditioned, the same conclusion holds in the case of perspective as in
orthography: the matrix will be well-conditioned if the object is relatively three-dimensional
compared to the distance from the camera to the object.
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3.8. Solving for the parameters independently

Some problems require solving for subsets of the parameters while holding the remain-
ing parameters constant, or for solving for the parameters as if they were independent of
each other. For example, in all of the experiments the photometric parameters § and -y were
not actually used; that is, they were held constant while some subset of the other parame-
ters was varied. As another example, in some applications, for example a robot rover, all six
geometric degrees of frcedom many not be present; a rover might be constrained to planar
motion, which is characterized by three of the six parameters. To solve for a subset of the
parameters, one need only eliminate those rows and columns corresponding to the parame-
ters which are to be held constant, and invert only the smaller matrix remaining. This can
also be thought of as replacing the block of the matrix corresponding to the parameters to
be held constant with the identity matrix.

Another useful alteration allows one to solve for parameters independently of each
other. This is done by setting all the off-diagonal elements to zero. This is equivalent
to solving for each parameter as if it were the only one that were to be changed, but in
fact changing all the parameters at once. Solving for the variables independently has the
advantage that eliminates the problem of the conditioning of the matrix, as the resulting
matrix has a condition number of 1. This can be done in a more general way. Suppose
for example that we wanted to solve for r:, ry, and r; as a group, and independently but
simultaneously to solve for apa, a1, and aro as a group. This is done by zeroing all
elements whose row is from one group and whose column is from the other group. This
allows us to decouple the equations but still retain some degree of relationship between
the parameters. This might be desirable because the r;, r,, r, matrix is usually well-
conditioned, as is the apa, a1, @ro matrix. Whether this technique produces good results
is an open question.

3.9. Obtaining the reference image and = values

The remaining problems are obtaining a reference image I, the reference points p in
the reference image, and their z values z(p). In a real application, this will be performed
as a training step, so it is not essential that it be fully automated. The technique presented
here is to use a stereo pair consisting of the reference image and an additional image, the
training image. The training image serves to provide depth information for the reference
points, and is discared after the training step.

One approach is to manually select matching points and then use a stereo program such
as that developed by Gennery (1980) to solve for their distances. The points for matching
may be also be selected by an interest operator, such as that of Moravec (1980), and then
matched against points in the other image by hand. The next chapter gives more details of
the implementation of such a scheme.

Another approach obtains matching lines, which provide many matching points. This
is done as follows: the operator locates a linear feature in the reference image, and identifies



Chapter 3 Optical Navigation: Theory 61

its endpoints to the training program. The operator then locates the corresponding linear
feature in the other image, and likewise identifies its endpoints. Now, on the assumption
that the linear feature ¢-: the image is in fact linear in three-space, we have a whole line of
reference points p, and from the known baseline one can casily calculate z(p) for each of
these points. Morcover, the points thus selected are especially desirable reference points,
since points near intensity edges provide the most information for our matching technique.
These z values can be fine-tuned to correct for operator inaccuracy and to provide sub-pixel
positioning. The details of this operation are discussed in the next chapter as well.

3.10. Summary

This chapter has developed in detail the theory necessary to apply the method of
differences to the optical navigation problem. This section summarizes the contributions of
the chapter.

First the applications of optical navigation were surveyed to get an idea of the needs
of the problem, and to show that the method as developed here was adequate to meet
those needs. Then, starting with a precise definition of the camera model, equations were
developed for estimating the parameters of that model. These equations were based on
the method of differences as developed in the previous chapter. The calculations necessary
for the implementation of those equations were discussed; the primary conclusion is that
calculating the matrix requires by far the most computation, and is where special-purpose
hardware could best be put to use. The conditions under which the inversion of the matrix
is numerically well-conditioned were developed. This involved developing an estimate of
the conditioning of the matrix based on geometric considerations, independent of the pho-
tometry of the scene. From this it was determined that the navigation problem is better
conditioned when the objects in view are more three-dimensional. This geometric criterion
for the numerical stability of the problem is applicable not only to the method of differences
but to any match-based navigation technique.

The next chapter presents the results of experiments demonstrating the feasibility of
using this technique for optical navigation. These experiments verify the theoretical analysis
of the conditioning of the problem, and answer questions about the range of convergence
and accuracy of the method.
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Chapter 4

Optical Navigation:
Experiments

4.1. Introduction

This chapter presents experimental results obtained from applying the technique for
optical navigation described in the previous chapter. The goal is to assess the accuracy
of the method, its numerical stability, and the range of convergence that can be expected.
These questions are of vital concern in both the rover and the visual servoing applications
discussed in the previous chapter.

4.2. The data

Our data consist of views of two scenes: a computer-generated house scene and a real
scene provided by Moravec from the Stanford cart. In the following discussion, we shall refer
to the stereo pair consisting of the reference image and the training image as the training
pair, and the stereo pair consisting of the reference image and the test image as the test
pair. In every case, the left image of a pair is the reference image, and for these images the
reference image in the training pair serves also as the reference image in the test pair.

Applying the method of differcnces to optical navigation requires that a set of reference
points p and their distances z(p) be determined. In the experiments described in this
chapter, the points and their distances were determined by hand. In some real applications,
such a manufacturing scenario, this procedure would be perfectly acceptable, since it would
be part of a training step performed once. In other applications, such as a roving vehicle,
an automated procedure would be necessary. The method of differences itself would of
course be one candidate for this. However, no automated procedure was tried in order
understand the behavior of the navigation algorithm in isolation without the confusing
factor of imperfect reference points and distances.

Synthetic data.  These experiments use two stereo pairs of the house scene: one
from far away with a lens of long focal length, the House I pair, Figure 4-7; and one from
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nearby with a lens of short focal length, the House 2 pair, Figure 4-8. These scenes are
intended to explore the convergence properties of the algorithm free from the uncertainties
in geometry and photometry of a real situation. The convergence range in the one-, two-,
and multi-parameter cases is considered. In addition, the effect of adding noise to simulate
photometric deviation from ideal is explored. In both cases, the same image served as both
the training and the test image (namely, the right image of each pair); thus accuracy was
essentially perfect, and so the house data were used only to assess the range of convergence
and the stability of the algorithm.

The set P of points p used as reference points in the reference image were chosen
in a semi-automated way as follows, using a program designed for the task. The goal
was to choose reference points p near edges that would provide the most information for
the method. An operator (the author), using cursors on a display screen, indicated the
endpoints of three straight lines: the two forming the borders between the house and the
roof and the one forming the border between the two visible walls. The operator then
assigned z values to these endpoints by moving a cursor along the corresponding epipolar
line in the other image to the match point. The reference points p consisted of the centers
of all pixels near these lines (within  pixel of each); there were approximately 250 such
points. Then the program assigned to each reference point p a distance z(p) by linearly
interpolating the z values assigned by the operator to the endpoints of the lines. Then for
each reference point p, its z value z(p) was independently fine-tuned using the method of
differences in the simple one-dimensional form of equation (2-2). (See Section 5.2 for a
detailed explanation of this adjustment procedure). This ensured that each reference point
was matched against a point of equal intensity somewhere along its epipolar line. This
procedure was designed to mimic a procedure that could be used to select reference points
in a application (such as a manufacturing situation) where the reference image is fixed.

Real data. To assess the accuracy of the method in the presence of imperfect data
(as well as the questions of stability aud convergence) the cart data were used. The cart
experiments are based on three real images of the same scene: a left, a middle, and a right
image. By considering the left against the middle image, we obtain a short-baseline stereo
pair, the Cart S pair, Figure 4-9; by considering the left against the right image we obtain
a long-baseline stereo pair, the Cart L pair, Figure 4-10. These two stereo pairs are used
as the training pairs to determine the distances z(p) of a set of reference points p by the
procedure described below. Then, in the long-baseline Cart L case the middle picture serves
as the test image, and in the short-baseline Cart S case the right picture serves that role; in
both cases, the left picture of course serves as the reference. Thus, unlike in the synthetic
image case, the test image is different from training image. This of course introduces error
but is more realistic, especially for assessing the accuracy.

The cart images were taken by cameras that suffered from certain geometric distortions;
polynomials for correcting these distortions were calculated by Moravec, and the cart images
were resampled to eliminate the distortion. However, the coefficients of the correcting
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polynomials could be regarded as additional geometric parameters to be solved for by the
method of differences, along with the position and orientation parameters; no attempt to
do this has been made.

The reference points p and distances z(p) were determined as follows. Visually iden-
tifiable reference points p were selected in the left (reference) picture by two methods: by
hand (20 points) and by the Moravec interest operator (50 points); in addition, the set con-
sisting of the union of these two (70 points) was used. The Moravec operator automatically
picked desirable edge points; the hand-picked points were also near edges. The matching
points v (see Figure 3-1 on page 47) in the middle and right pictures were selected by
hand. Matching points for all of the hand-selected points p were found, but many of the
points selected by the interest operator had to be discarded because of occlusion (including
occlusion by the edge of the viewport) or ambiguity. The six sets of matching points (hand,
interest, or union points; and short- or long-baseline pair) were given to a camera model
solver written by Gennery (1980). (The function of Gennery’s program should not be con-
fused with the program discussed here: Gennery’s program is not a matching program, but
rather takes matches as input.) The camera model solver rejected an additional poini from
some of the sets, and produced six sets of camera models and distances z(p). The distances
z(p) could be determined because the distances between the cameras that took the pictures
was accurately known. In addition, these sets of distances z(p) were adjusted by the same
procedure described for the synthetic data; this procedure resulted in the rejection of some
more points, because of low gradient or great photometric discrepancy. The final result was
twelve sets of reference points p and distances z(p), ranging from 9 points to 35 points.
This allows us to assess the effect on accuracy of size of baseline, number of points, and
whether the 2 values were adjusted. For the stability and convergence investigations, only
the Cart L pair with adjusted z values were used.

The remainder of this chapter is divided into four sections. Section 4.3 presents some
experimental results verifying our prediction of the conditions under which the matrix to be
inverted in solving for the camera parameters is numerically stable. Section 4.4 considers
solving for the camera parameters in three cases of increasing complexity: the one-parameter
case, the two-parameter case, and the multi-parameter case. Section 4.5 investigates the
accuracy of the method using the cart data. Finally, Section 4.6 summarizes the conclusions
reached in these experiments.

4.3. Matrix conditioning

The previous chapter discussed the conditions under which the inversion of the matrix
[Z:;] given by equation (3-10) on page 49 is numerically stable. There were two main
predictions: first, that the geometric conditioning of the problem is a good indicator of the
actual (photometric) conditioning, and second (based on the first) that the matrix is better
conditioned for nearby and for relatively three-dimensional objects. These predictions are
verified by the results presented in Table 4-1. This table shows the condition numbers of
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House 1 House 2 Cart L
Geo 55 17x17 Geo 5x5 17x 17 Geo 5x5 17x 17

1288 822 77 34 M 21 14 10 12 apa,r:

1741 1357 1442 50 56 65 13 11 10 ari, 1y

1835 5157 3919 50 74 % 14 33 18 apa, afy, rz, Ty

2010 5695 5527 55 148 159 23 50 22 apa, am, Op9, Iz, Ty

3018 6416 6497 66 188 204 27 52 23 apa, a1, QRO, T3, Ty, T2
6 32 17 5 30 14 2 4 2 r,r,T,
5 4 3 2 3 4 4 3 3 apa, a1, aro

1482 839 761 45 66 32 15 1 12 apa,r, 72

Table 4-1. Table shows condition number of matrix. First part is for the House
1 scene, second part for the House 2 scene, and third part for the Cart L scene.
Columns are for condition number of geometric matrix [T;;], and for photometric
matrix [I; ;] for picture with two sizes of smoothing windows. Rows are for various
combinations of parameters solved for.

the geometric and photometric matrices for the House 1 and House 2 scenes. That the
geometric conditioning is closely related to the condition number of the actual photometric
matrix is shown by the similarity between the three columns for each scene. The effect of
the spatial configuration is shown by the relatively large condition numbers for the House 1
scene, the smaller numbers for the closer view of the same object in the House 2 scene, and
the still smaller numbers for the Cart L scene, in which several objects at different distances
were present. Note also that the presence of highly correlated variables such as z distance
r, and pan ap, in the set of variables solved for leads to larger condition numbers. This is
of course in agreement with the theoretical prediction.

The condition number represents the most that the relative error in the matrix will be
multiplied by to obtain the relative error in the calculated solution (see equation (3-15) on
page 53). Thus how large a condition number is acceptable depends on two factors: how
accurately the matrix is calculated, and how large an error in the calculated solution is
acceptable.

The probable accuracy of the calculation of the matrix was assessed by looking at the
effect of adding (relatively large amounts of) noise to the pictures on the arcuracy of the
matrix, for the House 2 scene. In particular, referring to (3-15), we have A = [T;,], and
thus AA = A[Z;,] is the error introduced into the matrix by adding noise to the images.
The relative error introduced into the matrix is given by [|A[Z; ]||//I[Z:5][|- Table 4-2 shows
the results. These values should not be taken too literally as they are samples of random
quantities, since the noise added is random. The implications of these values are discussed
below.
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20db S/N 10db S/N 0db S/N

5x5 17x17  5x5 17x17  5x5 17x17

000068 0.0011 00025 00038  0.0037 0.0059 -

0.00051 0.00082  0.0025 0.0036  0.00002 0.011 PA; =

0.00014 000015  0.00042 000044  0.00036 0.00005

0.00014 0.00009 00012 0.00021  0.00078 0.00004 T Ty

00083 00022 0015 00068 0076  0.027 vor. ot Eo T

0014 00020 00089 0.0026 017  0.11 PA; OTD T2 Ty

00082 00020 0027 00063 013 0037 wor. Gt Gmen. Eo E

0018 00077 0053 0.014 018 0071 PA, @T1, @RO» T2 Ty

0.0080 00042 0031  0.012 012  0.034

0.0088  0.015 0.037  0.020 021  0.046 @PA» TI ORO; Tz: Fy> s

0.0038 0.0042 0024 0011 0.14  0.036 I

0.0019  0.0047 0.026 0.013 0.18 0.11 it A

00098 00020 0031 00061 018  0.037 apa. @71, OB

0.0055 00047 0038 0015 027  0.060 PA» &T1, @RO

0.0013 00032 0010 00005 0078  0.026 apa, To, T

0.0023 00034 0018 0012 012 0010 A Tor B2

Table 4-2. Table shows effect of noise on photometric matrix [Z; ;]. Values given
in the table are relative error, [JA[Z;;]ll/|I[Z;;]]l, for various signal-to-noise ratios
_(S/N), smoothing windows, and combinations of parameters used in the matrix.
The noise levels are, left to right, moderate (standard deviation of signal (house
image) is 10 times noise), large (standard deviation of signal is v/10 times noise),
and extremely large (standard deviation of signal is equal to standard deviation
of noise). For each entry, two values are given: the top one represents the same
uniformly distributed random noise field being added to the picture in each case,
to allow a fair comparison between the cases; the bottom one represents a different
noise field in each case, to get an idea of the variability of the relative error, since
the quantities reported are in fact samples of random quantities. Because they are
samples of random quantities, these values should not be taken too seriously.

As for the second factor, a large relative error in the calculated parameter adjustments
is tolerable because they will be used in an iterative scheme. For example, suppose (in the
- one-parameter case) that the correct parameter value is p, and that the current parameter
value is p = p + e. Then the value we wish to calculate is = —e (where z is like x
in (3-15)). If the computed z + Az (where Az is the error as in (3-15)) was anywhere
between 0 and —2e then the new estimated camera parameter would be between p — ¢ and
$+ e, which would be an improvement assuming symmetry. This range is guaranteed if the
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relative error |Az/(z + Az)| is no larger than 3.

Thus, even with moderate amounts of noise, which the table shows may result in a
relative error in the calculated matrix of on the order of 0.01, a condition number of on the
order of 50 is tolerable. For Cart L scene this is essentially attained in all cases; for the
House 2 scene it is attained in the two-, and three-parameter cases investigated, marginally
so for the four-parameter case, but not for the five- and six-parameter cases; for the House
1 scene it is attained only for the position-only and orientation-only cases. This would seem
to suggest that the five- and six-parameter cases are not stable for the House 2 scene, but
the experiments discussed below suggest that even extremely large amounts of noise are not
likely to impair its stability even in the six-parameter case. It must be remembered that the
estimates given are extremely pessimistic worst-case estimates, representing the tail of the
probability distribution of possible relative error; thus they must be taken with a grain of
salt. More informative estimates would make statements about the probabilities of various
errors, but the analysis seems intractable. Experience must serve as the final judge.

It should be noted, referring to Table 4-1, that the geometric conditioning is a reason-
able estimate of the stability of the matrix, generally not being off by more than a factor
of two to three. This means that the geometry of a situation can be used to assess its
numerical stability independent of the particular images encountered later in actual use.

4.4. Range of convergence

This section explores the range of convergence provided by the algorithm in three
cases of increasing complexity: the one-parameter case, the two-parameter case, and the
many-parameter case.

One-parameter case. In the one-parameter case, all parameters but one are given
the correct value and held constant; thus the performance of the algorithm for values near
the correct value of the parameter of interest is explored. The “matrices” in this case
are 1 X 1 matrices, and so numerical stability is not an issue. Figure 4-3 shows how the
one-parameter results are presented. This figure is similar to Figure 2-2 on page 36.

Figures 4-11 through 4-16 present the results for the House 1 scene; Figures 4-17
through 4-22 present the results for the House 2 scene; Figures 4-23 through 4-26 present
the results for the House 2 scene with two levels of noise (for aps and aty only); and
Figures 4-27 through 4-32 present the results for the Cart L scene.

The region of convergence R for each of the parameters and each of the scenes is
presented as an interval in Table 4-4. This region was calculated using the ideas discussed
in Section 2.6 starting on page 29. A value of 0.9 was chosen for the ¢ of equation (2-49)
and Figure 2-2: this generally allows convergence within about 10 iterations, and making
¢ larger does not in general appreciably enlarge the region R, because the error estimate
generally falls off to zero fairly quickly. This is the value illustrated in Figures 2-2 and 4-3.



Chapter 4 Optical Navigation: Experiments 69

-1.0}

-1.5}

-2.0L

Figure 4-3. One-parameter results are displayed in graphs like this. In each case,
a single parameter is solved for. The initial value of this parameter is shown along
the horizontal axis; the vertical axis shows the computed delta for the parameter.
The ideal case is a line of slope —1 (the middle dotted line) crossing the horizontal
axis at the correct value of the parameter (1.0 in this example). A typical actual
case is shown by the solid curve above; near the actual value of the parameter it is
almost a straight line, but as the initial value gets farther from the correct value,
the computed delta falls back toward zero. In each case several curves are shown for
various smoothing windows applied to the image (only two curves are shown above,
but all five line types listed in the key apply to all the graphs of actual data). The
line of slope —1 is not shown in the following figures, but in each case the slopes
of the various curves near where they cross the horizontal axis is approximately
—1. The other two dotted lines have slopes of —0.1 and —1.9; their significance is
explained in the text.

These results illustrate several trends. The most obvious is that a larger smoothing
window results in a larger range of convergence. This is in accord with both intuitive
expectations and theoretical calculations. Second, a wider angle lens results in a wider
range of convergence for the angular parameters, for a given size smoothing window; this
is illustrated by comparing the House 1 and House 2 scenes, which differ only in the focal
length of the (simulated) lens used. This is of course because with a wider angle of view,
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House 1 House 2 Cart L
33x33 65 X 65 33x33 65 x 65 33x33 65 X 65
~10 440 -15+14 -20+34 -—-50*+42 - 6+ 11 - 13+ 12 apa
—92+422 -15%11 -22+10 -42+46 - 6+ 10 - 12+ 19 am

—10 +40 - 35 +40* —30%+20 —30*+30* — 22+ 30* - 28+ 30* aro
-42 +1.2 -59 +3.0* —0.8 +2.7 -3.7 +3.2 -125*+110 -125%+ 90 r,
-29 +0.7 -3.0%+25* —-1.1*+0.5 -09 +25 -110+ 60 -—120 +125* r,
—~ 10*+6.8 - 10*+10* — 4*+13 -36 +1.7 -380 +270 —420 +260 r.

Table 4-4. Table shows convergence region as an interval around the convergence
value. Angles are in degrees; others are in arbitrary units for the house scenes,
centimeters for the cart scene.

a given angular disparity results in a smaller pixel disparity in the images; since it is the
pixel disparity that determines whether convergence will be possible, this means that a
wider angular disparity is tolerable. Finally, comparing the natural Cart L scene against
the artificial House 1 scene, we see that the large angle of view of the Cart L scene has not
resulted in any larger region of convergence for the angular parameters. This is because the
natural scene is more cluttered and has more detail; these details make the high-order terms
of the Fourier series larger, and as our previous analysis predicts, this reduces the range
of convergence. Presumably, this can be overcome by increasing the size of the smoothing
window.

Two-parameter case. Let us now turn to experiments in which matrices are actually
solved. This section considers the two-parameter case before proceeding to the multi-
parameter case in the next section, because the two-parameter case is easier to present
graphically.

Graphs like Figure 4-3 represeut the change in parameter estimate calculated by the
method of differences. A similar presentation in the two-parameter case would entail a
four-dimensional graph. Nevertheless, the two-parameter data can be presented in a useful
form on a two-dimensional graph. Imagine a grid of equally spaced points; each point,
used as an initial estimate for two parameters, is carried to a new point by the method of
differences. Ideally, each point would be carried to the point representing the correct values
of the parameters, and so the original grid would be squeezed down to a single point. In
reality, each point is carried to some position that is generally closer to the correct point
than its initial position, and so the original grid gets distorted to a new irregular grid. Since
this grid is usually too irregular to make any sense to the eye, we in fact graph the grid that
results from moving each point halfway from its starting position to its position as updated
by the method of differences. Thus, in the ideal case, the initial grid is transformed into a
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grid half the initial size, i.e. halfway betwecn the initial grid and a single point. In addition,
we can examine the transformation of the grid after some number of iterations, to get an
idea of the convergence behavior.

. Three examples of such grids are shown in Figures 4-33, 4-34, and 4-35. The pluses in

these figures represent the corners of the starting grid; the solid curves are the grids after
one iteration; and the dotted curves are the grids after five iterations. Because many of
the points have nearly converged after five iterations, the dotted grids roughly outline the
correct answer in which every point is carried to the correct value. In Figure 4-33, the
fourth point from the left in the bottom row shows over-correction on the first iteration: its
position inside the ideal grid roughly outlined by the dotted lines reveals the over-correction.
Note that the bottom right-hand point has still not approached its correct position after 5
iterations, and thus seems unlikely to converge. Figure 4-34 shows that the House £ scene
displays a larger convergence range, as one would expect due to the wider angle of the lens.
The top row of points however appear not to converge. Finally, Figure 4-35 shows a range
of convergence that is somewhat elliptical in shape. This is because of the confusion that
exists between the two parameters being investigated. For example, a large pan to the right
can be tolerated if it is “compensated” for by an z motion to the left; of course the z motion
can’t completely nullify the effect of the pan (otherwise they would be indistinguishable and
the matrix would be singular). The net result of the combined motions is a relatively small
motion on the test image of the points corresponding to the reference points, and it is
the total error in position on the test image plane that determines whether convergence is
possible.

This method of presentation shows the trends exhibited by the method of differences,
but it doesn’t clearly show over what region the algerithm will converge. To this end, we
introduce diagrams like Figure 4-36. This diagram shows for each point on a grid whether
that point converged to the right value (square), to the wrong value (circle), or didn’t
converge at all (plus). The convergence test was based on the size of the adjustment at
each step; if the adjustment ever fell below a certain threshold, the point was deemed to
have converged. In each diagram the large box shows the convergence range predicted if
each parameter were operating independently as in Table 4-4.

Figure 4-36 shows convergence for the House 2 pair for the largest smoothing window
used; 4-37 shows the equivalent information for the Cart L pair. Note that while not every
point in the box converges to the correct value, there are in addition some points outside the
box that do converge to the correct value. The box based on the independent parameters
serves as a rough prediction of the two-parameter case.

It should be emphasized that it is not necessary that the algorithm converge at every
possible point representing a possible initial guess. In particular, the method of differences
can be coupled with a search; all that is required is that one of the initial guesses lie inside
the region of convergence. Thus the grid on which the search is done must be guaranteed
to have a point inside the region of convergence.
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Figures 4-38 and 4-39 illustrate the relationship between the various convergence val-
ues. In Figure 4-38, the large symbols are represent points that converge to the correct
value; in Figure 4-39, the large symbols are those converging to one particular incorrect
value, namely the one represented by the dot. This shows that the plane (i.e. the two-
parameter space) is divided up essentially contiguous regions of points all converging to the
same value. Between these regions, representing local maxima or false “peaks”, are “rivers”
where no convergence cccurs.

Finally, Figure 4-40 further illustrates the elongated shape of the region of convergence
for two similar parameters, apa vs. r; in this case. This point was also mentioned previ-
ously. The line running roughly through the middle of the region might be called a “locus of
confusion” for the parameters, and the correlation coefficient of the set of points represents
some sort of measure of the confusibility of the two parameters.

Multi-parameter case. Now we turn to the more difficult problem of examining the
range of convergence for the multi-parameter case. Let us assume that the regions of conver-
gence in a multi-parameter space are multi-dimensional blobs akin to the two-dimensional
regions in the two-dimensional parameter spaces examined previously. The approach is to
look at two-dimensional slices of these blobs. This is accomplished by examining the conver-
gence given initial values of the parameters lying on a grid in a two-dimensional parameter
space, as before, but in addition the algorithm is allowed to adjust the value of one or more
additional parameters.

For example, compare Figure 4-37, in which apa and ayq are investigated, with Figure
4-41; in the latter figure, three parameters apa, ary, and r; are adjusted by the algorithm;
but the initial values of this three-dimensional parameter space that are investigated (i.e.
used as input to the algorithm) are only those lying in the same grid in apa-ay space as
those in 4-37. Thus, Figure 4-41 shows a two-dimensional slice of a three-dimensional blob
of convergences. Note that this cross-section has a shape roughly similar to the shape in
the two-parameters case, but it is smaller. The six-parameter case is shown in Figure 4-42.
The region of convergence is smaller still, but of similar shape.

Finally, another approach is illustrated in Tables 4-43 and 4-44. In these tables we
examine each corner of a six-dimensional hypercube in camera-parameter space. The second
of these tables uses a hypercube that is 50 percent larger than the first. The tables show
that in the first case convergence is attained at nearly all values, while in the second case
some of the corners of the hypercube lie outside of the region of convergence.

The primary conclusion to draw from all of this is that while convergenceis not attained
at all of the points that would be implied by considerations of one-dimensional convergence
alone, a substantial portion of them do converge.
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‘4.5. Accuracy

The accuracy of the method was assessed by giving the parameters the known correct
value and allowing the method of differences to adjust one or more of them. The difference
between the initial correct value and the final value was taken to be the error. The correct
values were obtained as follows. Since the cart pictures were taken by a single camera
moving on an accurate slider, the distance between the origins of the coordinate systems
for the images is accurately known: it is 26cm between the left and middle images, and
52cm between the left and right images. The other five parameters (azimuth, elevation,
pan, tilt, and roll) are not as accurately known; the values calculated by Gennery’s program
from the matching points are used. For example, when the long-baseline training pair Cart
L is used, the five parameters obtained using the right-hand image as the training image
together with a range of 26cm (expressed as apa, @T1, QRO; Tz: Ty, and r.) are used as
the correct values for the position of the middle test image, to be compared with the values
obtained by the program; and vice-versa for the short-baseline training pair Cart .

In addition, for comparison with the house scenes, the accuracy is tested using the
same image as both the training and test images: the right image is used as the test image
on points obtained using the Cart L pair, and the middle image on points using the Cart §

- pair. Let us refer to this as the homogeneous case, because the same image serves as both
the test and training image; the house experiments were all homogeneous. By contrast, let
us refer to the case in which the training and test images are different as the heterogeneous
case. Both the procedure described in the preceding paragraph and most real applications
are heterogeneous cases.

Thus six variables are to be investigated: long- vs. short-baseline training pair; ho-
mogeneous vs. heterogeneous application; adjusted vs. non-adjusted distance values; the
source of the reference points: hand-picked, interest operator-picked, or the union of these
two sets; the size of the smoothing window; and the number of parameters to be solved
for. As for the last variable, two sets of parameters are used: one of all six parameters
(the robot arm case), and of three variables (the rover case: apa, rz, and r;). In addition,
the various sources of points and procedures for using them serve to produce a spectrum of
sizes of the reference point set, making for a total of seven factors investigated.

The results of these experiments, one of the cases above per line, for a 9 x 9 smoothing
window are displayed in Table 4-5. In each case, all six parameters were given the correct
value as their initial value; then the three or six under investigation were adjusted by the
method of differences for 20 iterations, or until convergence was reached (as determined by
the size of the adjustment), whichever came first. One conclusion can be drawn immediately
from this data: for all practical purposes the accuracy in the angles was perfect, in all cases.
Further conclusions are more easily drawn by presenting part of this same data in a graphical
form, as in Figure 4-6. This figure shows the error in the z position for the various cases,
and thus represents only one column of Table 4-5.

Several conclusions can be drawn from this figure. First, the homogeneous case (indi-
cated by dotted lines) is generally better than the heterogeneous case. This fact is neither
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Table 4-5. Table shows the error between the value after 20 iterations and the
correct value, for each parameter. A 9 X 9 smoothing window was used. Angles are
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Figure 4-6. Graph shows the absolute error from the r, column of Table 4-5.
Each point represents the result with a set of reference points, distinguished by
resulting error (in cm) on the vertical axis, and by number of reference points on
the horizontal axis. Triangles indicate the case where three parameters were solved
for, circles six. Large circles or triangles represent the long-baseline training pair,
small symbols the short-baseline pair. At the right end of each line is a reference
point set in which the adjustment of the z values by the method of differences
was not carried out; the left end of each line represents the same set in which
the adjustment was done (and thus points were pruned). Finally, dotted lines
correspond to homogeneous experiments in which the test pair was the same as the
training pair; solid lines are the heterogeneous case, in which the test pair was not
the same as the training pair.

rors. That some adjustment is necessary is due to the fact that the camera parameters
were in fact not perfect and a perfect match for each reference point was not attainable
along its epipolar line during the adjustment procedure. This observation is not particularly
useful because in a real application the homogeneous case is never encountered. Thus we
concentrate on the data for the heterogeneous cases from now on.
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Because the adjustment procedure also prunes points, the effects of adjustment and
the effects of the number of points are difficult to separate. But a general trend can be
observed, by looking at the slopes of the lines connecting the corresponding adjusted and
non-adjusted cases: the adjustment procedure increases the accuracy unless it reduces the
number of points by too much, in which cases it decreases the accuracy. This is consistent
with the intuition that adjusting the z values during training should improve the accuracy,
but that on the other hand better accuracy is obtained with more points.

The question of the effect of the number of parameters solved for on the accuracy is
more difficult. There seems to be no consistent pattern, with sometimes three (indicated
by triangle in Figure 4-6) parameters being more accurate and sometimes six (indicated by
circle). However, the best accuracy with point set with the most points was obtained by
the three parameter case. In any case, solving for six parameters simultaneously does not
seem to be impractical, from the standpoint of accuracy.

The long vs. short baseline comparison is made by looking at the large vs. smali
symbols (connected to the solid lines, for the heterogeneous case) The long baseline seems
to give somewhat more accurate results; in most (heterogeneous) cases, it provided the best
accuracy.

It is important to realize that the error is relative not to length of the stereo baseline but
to the distances to the reference points in three-space. That is, making the baseline longer
while maintaining the same scene if anything should decrease the error in the parameter
determination; on the other hand, scaling the whole scene up or down should scale the error
with it. The point is that the error of a centimeter or so should not be compared with the
baseline of 52cm but rather with the distance to the reference points in the room-sized
scene of several meters.

Refer to the table in Figure 4-10, which shows the relationship between a small change
in each of the six parameters and the position on the test image of each matching point.
Taking one example, the matching positions change at about 5 pixels per degree for apa
and aTj, % pixel per centimeter for r; and r,, and % pixel per centimeter for r,. This means
that a one pixel error in position on the screen means, on the average, a two-centimeter error
in the z and y directions and a seven-centimeter error in the z direction. Thus, the error
in z and y positions would be explained by an approximate one-pixel error in matching.
Furthermore, this also explains the observed larger z error and very small angular error.
Thus, these data support the following rule of thumb: the expected accuracy of parameter
estimation is that obtained by assuming a one-pixel matching error.

4.6. Summary

This chapter has examined the conditioning of the method of differences as applied to
optical navigation, the range of initial parameter value estimates over which the algorithm
could be expected to converge to the correct parameter values, and the accuracy of the
computed parameter values. This section summarizes the contributions of this chapter.
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Table 4-1 shows that the geometric condition number was a good estimate of the
actual (photometric) condition number. Theoretical investigation of the geometric condition
number predicted that the matrices to be inverted are better conditioned when the three-
space reference points are more “three-dimensionai”, for example when they are viewed
from a closer, wider angle point of view than from a view that approximates orthography.
This was verified by the comparison of the condition numbers associated with the three
scenes in Table 4-1. Experiments were done in which substantial amounts of noise were
added to the images. The conditioning of the matrices, shown in Table 4-1, was sufficiently
good that the error in the matrices induced by the noise in the images, shown in Table 4-2,
did not result in intolerably large error in the computed parameter values, especially when
the method was used in an iterative scheme.

The range of convergence in the one-, two-, and multi-parameter cases was investigated.
The results obtained in the one parameter case, shown in Table 4-4 were quite promising.
They showed, for example, that method of differences could compute the actual position
after a move of an autonomous rover even when the new position was in error by 10 to 50 of
pan or tilt, depending on the scene, or 30 degrees of roll, independent of the scene. Position
errors of 100 centimeters or more were tolerable. Solving for more than one parameter
simultaneously reduced this range, but not excessively, as seen in Figures 4-36 and following.

These ranges depend on the degree of smoothing, as demonstrated in Table 4-4.
Smoothing windows up to about % the image size were used. Larger smoothing windows
would increase the range of convergence up to a point, limited by the number of reference
points still within the view of the other camera and by edge effects of smoothing. Increasing
the angle of view of the camera would increase the allowable smoothing window and thus
the range of convergence, but would decrease the accuracy if the number of pixels in the
retina remained constant. This is because the parameter accuracy is ultimately limited by
the approximate one pixel match accuracy provided by the method.

If a larger convergence range is needed, a search technique can be added; because of
the relatively large region of convergence, the search can be fairly coarse. If the technique
could be implemented in hardware to provide essentially continuous feedback, no search
should be needed. This is especially promising for the robot arm scenario. The high speed
of the algorithm on a VAX 11/780 suggests that real-time performance is obtainable on
special-purpose hardware. i

Finally, the accuracy, even on relatively poor data from the Stanford cart, was found to
be quite good, as seen in Table 4-5 and Figure 4-6. This accuracy was attained even though
the photometric parameters § and v were not used. This is because the reference points
were chosen to be near edges, where photometric error affects the match accuracy less.
Positioning errors in the z and y directions of 1 or 2 centimeters in a room-sized scene were
common, given about 50 reference points. Positioning errors in the z direction were larger.
This suggests the possibility of a side-looking camera to obtain accuracy in the z direction.
The angular parameters were estimated with extremely high accuracy. Experiments verify
what one’s intuition suspects: the more reference points, the more accurate the answer;
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this is shown in Figure 4-6. Of secondary importance were such factors as the length of
the baseline, whether adjustment of the z values of the reference points was done (by the
method of differences), and the number of parameters solved for. The method seems to
provide the parameter estimation accuracy expected with a one-pixel matching accuracy.
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Picture size: 250 x 250 pixels (both images). ParamecterValue Min Max RMS
Focal length: 415 pixels (both images).
apa 0.0 7.24 7.60 7.33
aTy 00 724 765 1732
aRro 00 034 180 1.09
r; 20 2009 248 2299
ry, 0.0 20.09 24.85 2299
r; 0.0 106 565 3.46

Figure 4-7. House 1. Both images of stereo pair are shown.. Sizes of pictures
and focal lengths are given. For each parameter, the value of that parameter is
given; angles are in degrees, others in arbitrary units. The relationship between
cach parameter and pixcls on the image is given, in pixels/degree for the angles,
pixels/unit for the others. Since this relationship varies over the image (for example,
for rotation and r. translation it is zcro at the center of rotation and focus of
expansion respectively, larger further out), its minimum, maximum, and root mcan

square values are given.
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Picture size: 250 x 250 pixels (both images). = Paramecter Value Min Max RMS

Focal length: 125 pixels (both images).

apa -11.3 218 . 3.55 2.46
ary 0.0 2.18 3.52 2.39
aRO 00 010 192 099
1.0 23.09 60.43 45.92
Ty 0.0 23.79 63.61 48.07
r: 00 660 29.85 23.23

Figure 4-8. House 2. Both images of stereo pair are shown.. Sizes of pictures
and focal lengths are given. For cach parameter, the value of that parameter is
given; angles are in degrees, others in arbitrary units. The relationship between
each parameter and pixels on the image is given, in pixels/degree for the angles,
pixels/unit for the others. Since this relationship varies over the image (for example,
for rotation and r. translation it is zero at the center of rotation and focus of
cxpansion respectively, larger further out), its minimum, maximum, and root mean
square values are given.
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Picture size: 250 x 250 pixels (both images). Parameter Value Min Max RMS
Focal length: 307 pixels (both images).

apa -0.16 5.36 6.11 5.52

aTy -0.13 5.37 6.12 5.55

aRrRO -0.19 020 226 135

ry 25.70 031 130 0.71

ry 143 031 130 0.71

r, —-366 0.03 0.50 0.18

Figure 4-9. Cart S. Both images of stereo pair are shown.. Sizes of pictures
and focal lengths are given. For each parameter, the value of that paramecter is
given; angles are in degrecs, others in arbitrary units. The relationship between
each parameter and pixels on the image is given, in pixels/degree for the angles,
pixels/cm for the others. Since this relationship varies over the image (for example,
for rotation and r, translation it is zero at the center of rotation and focus of
expansion respectively, larger further out), its minimnum, maximum, and root mean

square values are given.
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Picture size: 250 x 250 pixels (both images). Parameter Value Min Max RMS
Focal length: 307 pixels (both images).

apa 0.76 536 6.27 5.58

a1 0.00 536 5.98 5.53

aRro 0.07 028 2.79 1.42

5192 023 1.14 0.57

ry 124 023 L14 057

8 -2.52 003 037 0.14

Figure 4-10. Cart L. Both images of stereo pair are chown.. Sizes of pictures
and focal lengths are given. For each parameter. the value of that parameter is
given; angles are in degrees, others in arbitrary units. The rclationship between
each parameter and pixels on the image is given. in pixels/degree for the angles,
pixels/cm for the others. Since this relationship varies over the image (for example,
for rotation and r. translation it is zero at the center of rotation and focus of
expansion respectively, larger further out), its minimum, maximum, and root mean
square values are given.
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sl

Figure 4-11. House 1 pair, apa. See Figure 4-3 for interpretation.

=-10L

Figure 4-12. House 1 pair, ati. See Figure 4-3 for interpretation.
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-20L

Figure 4-13. House 1 pair, ago. See Figure 4-3 for interpretation.
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Figure 4-14. House 1 pair, r,. See Figure 4-3 for interpretation.
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Figure 4-15. House 1 pair, r,. See Figure 4-3 for interpretation.
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Figure 4-16. House 1 pair, r,.

See Figure 4-3 for interpretation.
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30,

- 60
-30L
Figure 4-17. House 2 pair, aps. See Fig.ure 4-3 for interpretation.
10,
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-40

Figure 4-18. House 2 pair, at;. See Figure 4-3 for interpretation.
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30,
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Figure 4-19. House 2 pair, aro. See Figure 4-3 for interpretation.
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Figure 4-20. House 2 pair, r.. See Figure 4-3 for interpretation.
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Figure 4-21. House 2 pair, r,. See Figure 4-3 for interpretation.

2.

=1L

Figure 4-22. House 2 pair, r,. See Figure 4-3 for interpretation.
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- 30,

-30L

Figure 4-23. House 2 pair, 10db S/N, apa. See Figure 4-3.
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Figure 4-24. House 2 pair, 10db §/N, at. See Figure 4-3.
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-20l e

Figure 4-25. House 2 pair, 0db S/N, aps. See Figure 4-3.

Figure 4-26. House 2 pair, 0db S/N, ar;. See Figure 4-3.
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Figure 4-28. Cart L pair, aty. See Figure 4-3 for interpretation.
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15,

Figure 4-29. Cart L pair, arg. See Fig(xre 4-3 for interpretation.
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150

-60t

Figure 4-30. Cart L pair, r;. See Figure 4-3 for interpretation.




Chapter 4 Optical Navigation: Experiments 93

-1'50 1J50

-6ol

-200L

Figure 4-32. Cart L pair, r,. See Figure 4-3 for interpretation.




94

Figures Section 4.7

tilt

3 2 1 0 1 2 3 4

tilt

12¢ TV

+ +
8} . :
ot N AT
.............. 1
o} . + .
- L...¥ ..
N AR SO R &
-4} :
.8-
+ +

-12 . . , . . . ,
-30 -25 -20 -15 -10 -5 (o) 5
pan

Figure 4-34. House 2 pair, apa Vs. aTI.
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Figure 4-35. House 2 pair, apa vs. Iz.
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Figure 4-36. Convergence, apa vs. ar1, 65 X 65 smoothing, House 2 pair.
Squares: convergence to right value; circles: convergence to wrong value; pluses: no
convergence; dot: convergence value. Big box shows region predicted by the single
parameters independently, as per Table 4-4.
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Figure 4-37. Convergence, apa Vs. afi, 65 X 65 sm oothing, Cart L pair.
Squares: convergence to right val ue; ci rcles: convergence t o w rong value; pluses: no
convergence; dot: convergence va lue. I3ig box shows regio n predicted by the single
parameters independently, as per Tabl e 4-4.
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Figure 4-38. Convergence, aps vs. ary, 33 X 33 smoothing, House 2 pair.
Squares: convergence to right value; circles: convergence to wrong value; pluses: no
convergence; dot: convergence value. Big box shows region predicted by the single
parameters independently, as per Table 4—4.
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Figure 4-39. Convergence, aps Vs. aTI, 33 x 33 smoothing, House 2 pair.
Squares: convergence to right value; circles: convergence to wrong value; pluses: no
convergence; dot: convergence value. Big box shows region predicted by the single
parameters independently, as per Table 4-4.
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Figure 4-40. Convergence, apa Vs. Ty, 33 X 33 smoothing, House 2 pair.
Squares: convergence to right value; circles: convergence to wrong value; pluses: no
convergence; dot: convergence value
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Figure 4-41.

Convergence, aps vs. aty with r; sol ved for also, 65 x 65
smoothing, Cart L pair. Squares: convergence to right valu e; circles: convergence
to wrong value; pluses: no convergence; dot: convergence value. Big box shows
region predicted by the single parameters independently, as ;per Table 44.
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Figure 4-42. Convergence, apa Vs. aTi with the other f our parameters solved
for also, 65 x65 smoothing, Cart L pair. Squares: convergence-to right value; circles:
convergence to wrong value; pluses: no convergence; dot: c onvergence value. Big
box shows region predicted by the single parameters indepe ndently, as per Table
4-4.
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air, no noise.

Left columns are initial values of six parameters, right columns

values after ten iterations. House 2 p

Table 4-43.
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apy, ary QRO Tz Ty Ty QpA aT &RO rz Ty rs
-14.30 -3.000 -3.000 0.850 -0.150 -0.150 35.28  0.679 -12.511 -2.665 0.598 -0.041
-14.30 —3.000 -3.000 0.850 —0.150 0.150 —12.38 —0.442 —0.653 1.061 0.030 -—0.059
-14.30 -3.000 -3.000 0.850 0.150 -0.150 -12.41 -0.416 -0.637 1.063 0.028 -—0.060
-14.30 —-3.000 -3.000 0.850 0.150 0.150 -12.40 -0.427 -0.642 1.062 0.029 -—0.059
-14.30 -3.000 -3.000 1.150 -0.150 -0.150 -12.41 -0.418 -0.635 1.063 0.029 -0.060
-14.30 -3.000 -3.000 1.150 —0.150 0.150 -12.41 -0.419 -0.637 1.063 0.029 -—0.060
-14.30 -3.000 -3.000 1.150. 0.150 —-0.150 -12.37 -0.442 -0.655 1.061 0.020 -0.058
-14.30 -3.000 -3.000 1.150 0.150 0.150 -12.39 -0.430 -0.644 1.062 0.029 -0.059
-14.30 -3.000 3.000 0.850 —0.150 —0.150 —12.44 —-0.056 —0.674 1.064 0.014 —0.061
-14.30 -3.000 3.000 0.850 -0.150 0.150 6.67 -19.424 -35.186 1.146 1910 -1.272
-14.30 -3.000 3.000 0.850 0.150 —0.150 —12.39 -0.430 -0.644 1.062 0.029 -—0.059
-14.30 -3.000 3.000 0.850 0.150 0.150 -12.40 -0.424 -0.642 1.062 0.029 —0.060
-14.30 -3.000 3.000 1.150 -0.150 —0.150 -12.38 -0.473 -0.646 1.061 0.031 -0.058
-14.30 -3.000 3.000 1.150 -0.150 0.150 -12.38 -0.481 -0.649 1.061 0.031 -0.058
~14.30 -3.000 3.000 1.150 0.150 —0.150 -12.37 -0.442 -0.655 1.061 0.020 -0.058
-14.30 -3.000 3.000 1.150 0.150 0.150 -12.39 -0.427 -0.645 1.062 0.029 -—0.059
-14.30 3.000 -3.000 0.850 —0.150 —0.150 -12.40 -0.427 -0.641 1.062 0.029 -0.060
-14.30 3.000 -3.000 0.850 —0.150 0.150 -12.40 -0.424 —0.642 1.062 0.029 -0.060
~14.30 3.000 -3.000 0.850 0.150 —0.150 6.49 -24.303 -25.886 -0.1908 2.117 0.116
-14.30 3.000 -3.000 0.850 0.150 0.150 7.18 -24.142 -26.968 -0.181 1.992 0.185
-14.30 3.000 —3.000 1.150 —0.150 —0.150 -12.43 —-0.402 -0.624 1.064 0.028 -0.060
-14.30 3.000 -3.000 1.150 —0.150 0.150 -12.38 —0.445 —0.655 1.061 0.030 -—0.058
~14.30 3.000 -3.000 1.150 0.150 -0.150 -12.38 -0.453 —0.651 1.061 0.030 —0.059
—14.30 3.000 -3.000 1.150 0.150 0.150 —12.40 —0.427 -0.643 1.063 0.029 -0.060
—-14.30 3.000 3.000 0.850 —0.150 —0.150 —12.43 —0. -0.623 1.0685 0.028 -—0.060
—14.30 S.000 3.000 0.850 —0.150 0.150 -12.40 —0.424 -0642 1.062 0.029 -0.060
-14.30 3.000 3.000 0.850 0.150 —0.150 6.10 -23.507 —25.470 -0.136 1.941 0.169
~14.30 3.000 3.000 0.850 0.150 0.150 -12.39 -0.716 -0.603 1.058 0.039 -0.048
~14.30 3.000 3000 1.150 —0.150 —-0.150 —12.42 -0.3890 -0.616 1.065 0.027 -0.062
-14.50 3.000 3.000 1.150 -0.150 0.150 -12.41 -0.415 -0.636 1.063 0.028 —0.060
-14.30 3.000 S3.000 1.150 0.150 —0.150 —12.43 -0.397 -0.622 1.064 0.028 -—0.061
-14.30 3.000 3.000 1.150 0.150 0.150 -1243 -0.276 -0.619 1.065 0.023 -—0.064
~8.30 —3.000 -3.000 0.850 -0.150 -0.150 -12.42 -0.389 -0.616 1.065 0.027 -0.062
-8.30 —3.000 —3.000 0.850 —0.150 0.150 —12.38 -0.445 -0.655 1.061 0.030 -0.058
-8.30 —-3.000 -3.000 0.850 0.150 —0.150 —12.40 —0.420 -0.640 1062 0.029 -0.059
~8.30 —3.000 -3.000 0.850 0.150 0.150 -12.41 -0.418 -0.635 1.063 0.029 —0.060
-8.30 -3.000 -3.000 .i50 —0.150 -0.150 —-12.43 —0.395 -0.621 1.065 0.028 -—0.061
-8.30 —-3.000 -3.000 1.150 —0.150 0.160 -12.41 -0.416 -0.637 1.063 0.028 -—0.060
—-8.30 —3.000 -3.000 1.150 0.150 —0.150 —-12.43 -0.402 -0.624 1.064 0.028 -0.060
—-8.30 -3.000 -3.000 1.150 0.150 0.150 -12.50 -0.059 -0.537 1.067 0.019 -0.056
—-8.30 -3.000 3.000 0.850 -0.150 -0.150 -12.37 -0.524 -0.640 1.061 0.033 -—0.058
—8.30 -3.000 3.000 0.850 —0.150 0.150 -12.38 -0.478 -0.647 1.061 0.031 —0.058
—8.30 -3.000 3.000 0.850 0.150 —0.150 -12.42 -0.389 -0.616 1.065 0.027 -0.062
—-8.30 -3.000 3.000 0.850 0.150 0.150 -12.41 —0.418 -0.635 1.063 0.029 -0.060
~-8.30 -3.000 3.000 1.150 —0.150 —0.150 7.38 —24.257 -27.218 -0.193 2.004 0.187
-8.30 -3.000 3.000 1.150 -0.150 0.150 775 -34.505 -27.624 -0.217 2.030 0.192
-8.30 -3.000 3.000 1.150 0.150 —0.150 —12.39 —0.432 -0.646 1.062 0.029 -0.059
-8.30 -3.000 3.000 1.150 0.150 0.150 -12.39 —0.427 -0.645 1.062 0.029 -0.059
-8.30 3.000 -3.000 0.850 —0.150 -0.150 -12.42 -0.405 -0.626 1.064 0.028 -0.060
-8.30 3.000 -3.000 0.850 -0.150 0.150 -12.37 —0.442 -0.655 1.061 0.020 -0.058
-8.30 3.000 -3.000 0.850 0.150 -0.150 -12.38 —0.455 -0.652 1.061 0.030 -0.059
-8.30 3.000 —3.000 0.850 0.150 0.150 —12.38 -0.224 -0.674 1.062 0.021 -0.061
-8.30 3.000 -3.000 1.150 -0.150 -0.150 -—12.39 -0.427 -0.645 1.062 0.029 -0.050
~8.30 3.000 -3.000 1.150 -0.150 0.150 —12.38 -0.481 -0.649 1.061 0.031 -0.058
-8.30 3.000 -3.000 1.15¢ 0.150 -0.150 - - - - - -
-8.30 3.000 -3.000 1.150 0.150 0.150 -12.42 -0.405 -0.626 1.064 0.028 -0.060
-8.30 3.000 3.000 0.850 —-0.150 -0.150 —12.43 -0.402 -0.624 1.064 0.038 -0.060
-8.30 3.000 3.000 0.850 -0.150 0.150 -12.48 -0.3904 -0.618 1.065 0.028 -0.061
-8.30 3.000 3.000 0.850 0.150 -0.150 -12.39 -0.475 -0.642 1.061 0.031 -0.058
-8.30 3.000 3.000 0.850 0.150 0.150 -12.44 -0.390 -0.617 1.065 0.027 -0.061
-8.30 3.000 3.000 1.150 —0.150 -0.150 -12.43 ~-0.399 -0.622 1.065 0.028 -0.061
-8.30 $.000 3.000 1.150 —0.150 0.150 -12.38 -0.446 -0.655 1.061 0.030 -0.059
-8.30 3.000 $.000 1.150 0.150 -0.150 -12.44 -0.372 -0.629 1.064 0.027 -0.059
-8.30 3.000 3.000 1.150 0.150 0.150 -12.40 -0.555 —0.631 1.061 0.034 -0.057
Table 4-44. Left columns are initial values of six parameters, right columns

values after ten iterations. House £ pair, no noise.




Chapter 5

Stereo:
Theory

5.1. Introduction

This chapter discusses in detail the theory behind the application of the method of
differences to stereo vision. The most familiar example of stereo vision is of course the
human visual system, in which binocular vision is used to determine the distance of objects
from the viewer. Stereo vision requires matching points between two images, typically a
left and a right image. But to avoid such bias, and to acknowledge the fact that points
are chosen from one image and matched in the other, these images will be referred to as
the reference and fest images, respectively. In stereo vision, the known camera parameters
¢ relating the reference and test cameras together with information about which points in
the test image match various points p in the reference image are used to determine the
distances z(p) of the objects seen.

A review of the geometry of stereo vision is in order. Please refer to Figure 5-1. For
any point p in the reference image, the object which generated the image at that point must
lie at a three-space point q that is somewhere on the ray extending from the origin of the
camera coordinate system through p. Thus the image of the same object in the test picture
must lie somewhere on the projection of that ray onto the test picture (line CD in the
figure). This line in the test picture is known as the epipolar line corresponding to the point
p in the reference picture. The epipolar line is determined purely by the geometry of the
cameras and is independent of the scene being viewed. Furthermore, consider the family of
planes that contain the origins of the two camera systems; each such plane intersects each
picture plane in a line. Each such pair of lines (for example, AB and CD in the figure) are
known as corresponding epipolar lines, because each point on an epipolar line in either image
finds its match on the corresponding epipolar line in the other image. Of course this family
of planes covers all of three-space and the two families of epipolar lines thereby generated
cover all of each image, so the preceding statement applies to any point in either image.
Thus the stereo matching problem is really a family of one-dimensional matching problems,

105
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Camera 1 Camera 2

Figure 5-1. Camera model for stereo. Camera 1 defines the reference picture
and coordinate system, with the origin at the “pinhole” Camera 2 defines the test
picture and coordinate system. For any point p = [p; Py| in the image there
is apoint q = [q: gy Qq.] in three-space which produced the image, at depth
z(p) = q.- The point q lies somewhere on the ray from the origin of the Camera
1 coordinate system through the point p. Its matching point v =[v; v,]lieson
the corresponding epipolar line CD. Lines AB and CD are corresponding epipolar
lines, as discussed in the text.

although to treat it as a family of independent one-dimensional matching problems would
be to ignore valuable constraints between the matchings for neighboring epipolar lines.

Nevertheless, stereo is essentially a problem of determining one parameter, the distance
(or depth) z(p), at each of some set of points p. Stereo problems fall into two (ill-defined)
classes: the set of points p at which the distance is to be determined may be either sparse
or dense. The sparse case might arise for example when a number of points, for example
points near edges or corners, have been picked out of the reference image by an interest
operator as useful to a higher level process and likely to be unambiguously matched in the
test image. The dense case typically involves finding a depth map, that is the depth at
every point in an image, or at least at every point which is not occluded. The mathematics
of these two cases is essentially identical, but the implementation is different, as discussed
below.

A special case of the camera geometry occurs when the cameras are fully parallel, i.e.
when the coordinate system of the test camera is related to the coordinate system of the
reference camera by a simple translation in the z direction. In this case, the epipolar lines
correspond to scan lines. This is a considerable simplification of the geometry, and allows the
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algorithms to be implemented more efficiently. Under carefully controlled conditions, this
condition can be met. Where the cameras were not in fact parallel, a resampling technique
can be used to produce a stereo pair of the same scene viewed from parallel cameras. This
was in fact done with the natural images used in the next chapter. While this may or may
not be advantageous in a real application, investing the time to resample the images pays
off in increased speed in running the subsequent experiments. Thus, all the mathematics
presented in subsequeni”sections assumes the cameras are parallel. The non-parallel case
requires straightforward but tedious modifications of the following equations.

Using parallel cameras allows the distance z(p) to be expressed naturaily as a disparity
h(p). This disparity is closely related to the disparity definition used earlier because it
measures the distance on the image plane in (say) pixels between the object’s actual position
and some reference position. In particular, it measures the distance between the object’s
actual position in the test picture and the position it would be at in the test picture if the
object were moved away from the reference camera origin to infinity. Referring to Figure
5-1, the disparity measures the position of the object on the epipolar line C D as the object
is moved along the ray proceeding from the camera 1 origin. The disparity is 0 for objects at
infinity and gets larger as the object gets nearer. There is of course a one-to-one relationship
between the disparity and the distance. For parallel cameras, the disparity representation is
particularly natural because it measures the distance along a scan line between the object’s
position in the reference image and its position in the test image, since for parallel cameras
an object at infinity appears at the same position in both the reference and test views.
Furthermore, representing the distance as a disparity rather than a z value makes the best
use of limited precision available for representing the distance. This is because the accuracy
to which the distance can be determined is ultimately limited by the pixel size; the absolute
error in the z value estimate for a match error of, say, 1 pixel is larger for large = values than
for small ones, so representing the distance as a z value wastes precision at far distances.
Using the disparity representation avoids this problem.

Finally, all of the algorithms that will be presented in this chapter are, like the naviga-
tion algorithm, iterative. This means that one starts out with a field of disparity estimates
ho(p), and at each step computes a field of increments Ah;(p), so that

his1(p) = hi(p) + Ahi(p).

The algorithms that described here will be concerned with computing the increments
Ahi(p). In each case we will assume that we have a set of current disparity estimates
h(p) and we wish to compute the increments Ah(p). For convenience, let us define

h(p) = [h(p) 0]

This is just the disparity represented as a vector in the picture plane, which allows us to
write such things as p -+ h(p) conveniently.



108 Single-point algorithm Section 5.2

5.2. Single-point algorithm

The simplest algorithm is the one-point algorithm mentioned in Section 4.2 for adjust-
ing the z(p) values in the optical navigation experiments. Expressed in disparity notation,
itis

__ L{p+h(p)) - Lip)
Ah(p) = = D.L(p + h(p;)

This of course suffers from the problems of any single-point algorithm, namely that it
depends very heavily on the linearity of the image intensities, and that it incorporates
information from only a single pixel in each disparity estimate. It was used in the previous
chapter for adjusting the z values for four reasons: First, in that case the z estimates
were presumably very accurate to start with, which means that the disparity error was
smaller and so the linearity assumption was less important. Second, because of the way
they were chosen, the reference points were in regions of large intensity gradient, and so
the linearity assumption tended to be accurate. Third, because the points were in regions
of high intensity gradient, a given photometric error results in less geometric error; this
is just another way of saying that edges provide more accurate matches. Finally, using a
method that is sensitive to problems that the method of differences might encounter made it
possible to weed out those points that were not robust with respect to the method. That is,
by monitoring whether each point did well in this simple version of the method of differences,
it was possible to eliminate those points that would not provide good information in a more
complex version of the method of differences, namely the navigation algorithm.

5.3. Average and least-squares algorithms
An averaging algorithm analogous to that in equation (2-7) is possible. The corre-
sponding equation, modified for stereo, is

_ L(p' +h(p")) - L(p")
Ah(p) = ,,.f\:";,,, 2 D. Iz(p'+h(po1)) )

(5-1)

This is presented here for completeness and for comparison with the least-squares algorithm,
which is the basis for all the experiments reported here.

The least-squares equation is derived from the formula for the error that is to be
minimized at every point p:

Ep= Y (h('+h(p)+2h(p)) - h(p)" (5-2)

p’ near p
That is, given a disparity field h(p), we wish to calculate a change Ah(p). This change
should be such that, for each point p, adding the change Ah(p) at each point p'ina
neighborhood of p minimizes the error over that neighborhood. This formulation has two
important consequences. First, requiring that the change in disparity at p be arrived at by
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asking each point p' in the neighborhood of p what it thinks about that change imposes
a sort of smoothness constraint on the change, and thus on the disparity field. This is an
mpﬁdt smoothness constraint, to be contrasted with the explicit smoothness constraint
used by Horn & Schunck (1981). Second, this formulation results in a very efficient im-
plementation in the case of a dense field of disparities and a rectangular neighborhood, as
discussed below.
The error E, from equation (5-2) is minimized by using the usual linear approximation,
L(p' +h(p') + Ah(p)) ~ L(p' +h(p')) + Ah(p)D.L(p' + h(p')) (5-3)
Note that D, I, is just the £ component of the intensity gradient of the test image I5; only
the = component is used because the epipolar lines correspond to scan lines. Plugging this
into equation (5-2) and minimizing yields

Y. (L(p) - B(p' +h(p")) D:L(p’ +h(p')

P’ nearp

Ah(p) = (5-4)

> D:k(p' +h(p")?
p'nearp
This equation shows even more clearly the implicit smoothness constraint: the change in
disparity is computed as the ratio of two quantities each of which is essentially an “image”
smoothed over the neighborhood defined by “near?

5.4. Weighting
As mentioned in Chapter 2, equation (5-4) can in fact be considered a weighted version
of (5-1), where each term in the sum in (5-1) is multiplied by a weighting function w(p'),
in this case given by
w(p') = D.L(p' +h(p")?, (5-5)
and then the result is divided by the sun of the weights 3 ,csr p w(p'). In this case the
weighting fanction serves to give more credibility to those points where the gradient is large,
which are points near edges from which the most information can be obtained.
A more general weighting formulation is possible; this was presented in equation (2-14)
on page 20. Reformulated for the stereo case, this equation becomes
Y. (h(p') - (' +h(p")) D:I(p' +h(p"))uw(p')
Ah(p) = B2=2P : 5-6
(®) Y D.L(p' +h(p') u(p) &-6)
Pp’ nearp
One subtle point to notice is that the w(p') in (5-5) might more properly have been written
as w(p' +h(p)), because it is a property of the point p’ +h(p) that we are trying to match
against in the test image. However, it is not written in this form in (5-6), so as to leave
its form less constrained. For example, it may depend on the difference between the image
intensity gradients at p’ in the reference image and at p’ + h(p') in the right image. Some
examples of such weighting functions, among others, are given in starting at equation (2-15)
on page 20.
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5.5. Stability

The question of the stability of algorithms for stereo analysis derived from the method
of differences is much more easily resolved than for optical navigation. This is because
the method of differences involves only one division at each point in the image; thus the
question of stability revolves around the size of the denominator,

3" D.h(p' +h(p)* (5-7)
p'nearp

If this denominator is zero, the result is undefined; if the denominator is small, the result
is unstable, in that small amounts of noise will cause large changes in the answer. The
denominator in turn is small if the neighborhood near the point p + h(p) in the test image
that matches the point p in the reference image is “bland? that is nearly uniform. But since
we expect the neighborhood around p + h(p) in the test image to be very similar to the
neighborhood around p in the reference image (indeed, this supposition is the entire basis
of the algorithm), this is equivalent to the whether the region around p is uniform. This
supports the intuitive idea that matching is best done in the neighborhood of edges, corners,
etc. Indeed, the match for a bland region is inherently ambiguous, and no technique can
be expected to do well in this case.

This also suggests that we can detect whether the method of differences is giving us
good results in matching. The idea is to take the size of the denominator in (5-7) as
an indicator of the reliability of the match. However, a more general formulation of this
idea is possible. As discussed in the previous section, (5-4) can in fact be considered a
weighted average algorithm, with the weight given by w(p’) = D:I (p' + h(p'))®. Thus,
the denominator proposed as a measure of the reliability is just the sum of the weights in
the neighborhood of p! This provides us with another line of reasoning confirming that size
of the denominator represents the reliability of the resuit.

Interestingly, information about whether an image is being matched well is in itself
useful to higher level processes. Mismatch between two images constitutes evidence of oc-
clusion or of specular reflections. For example, knowledge of occlusions provides evidence for
the three-dimensional structure of an object. Furthermore, humans observing stereograms
of scenes with shiny surfaces report that those surfaces have a shiny appearance just from
the cue provided by the difference in intensities perceived by the two eyes for the surfaces.
Thus, the reliability measure proposed here can provide additional information about the
three-dimensional structure of a scene and about the surface properties of the objects in
the scene.

5.6. Solving for brightness and contrast

These results might be improved in some cases by including in the camera model some
photometric parameters as well as the geometric ones. This is because two cameras viewing
the same scene, or the same camera viewing the same scene at two different times, will
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not necessarily report the same intensity values for each corresponding point. This error
has two sources: first, the cameras will not necessarily produce the same response to the
same input; second, the specular component of reflection can cause an object to have a
different apparent brightness from different viewpoints. This can result in not only the
familiar specular reflections, but also in more subtle intensity differences. While it seems
feasible to control the geometric parameters relating the two cameras adeguately so that
the epipolar lines correspond to scan lines, similarly controlling the photometric parameters
so that equal intensities produce equal pixel values seems impractical. Moreover, this does
not address the problem of specular reflections.

This leaves the question of how to model the intensity differences. Since we want
to be able to handle specular reflections, we need a field of parameters rather than global
parameters. But individual pixels, or small collections of pixels, generally lie entirely within
a region or lie at the border of two regions. This means that a model with two parameters
will be able to locally model any image intensity transformation. This naturally leads to
the choice of the two parameters S(p) (brightness, bias) and 4(p) (contrast, gain). The
camera model now becomes

1(p)M1(p) + B(p) = L(p + h(p))-

The intention is that while the § and « fields vary with each pixel, they will in general
do so smoothly because they will be calculated using information from a neighborhood of
pixels. This is in much the same way that the computed disparity fields are expected to
vary smoothly, due to the implicit smoothness constraint, as discussed above.

The error after a change Ah(p) in the disparity field h(p), corresponding to equation

(5-2), is now

E=( Y B +h@)+2k)-1@)hE) - @)

p’ nearp

This is solved by again using the linear approximation of equation (5-3), and minimizing
with respect to Ah(p), f(p), and 7(p); this yields three linear equations in the three
unknowns for each point p:

BY L+1)_ hl—AkY (B =) kL,
BY L++) I} -ARY Ll =) kL, (5-8)
BY 1 +4Y. 0L —ARY L, =) b

Here the obvious abbreviations are used. The solution is straightforward.



112 Implementation Section 5.7

5.7. Implementation
It may seem expensive to calculate the sums in (5-6) or (5-8) for every point p of an

image, because these sums are over potentially large neighborhoods and because they must
be computed for every point in the image. However, given the right definition of “near” in
these sums, the stereo map can be calculated very efficiently, in time essentially independent
of the size of the ncighborhood. The definition of “near” that we have in mind is that of a
rectangular neighborhood around p; that is p’ is “near” p if

P:—8:<p,<pP:+6;, and

Py — 0y SPL <pyt+b,
for a given §, and §,. Now computation of equation (5-6) amounts to uniform smoothing
of the “images”

(I1(p) — Iz(p + h{p))) D:I2(p + h(p))w(p), and
D.L(p +h(p))*w(p),

over a rectangular neighborhood. But by a well-known technique, reviewed in Appendix B,
this can be accomplished in time essentially independent of the size of the neighborhood.

This optimization applies only to calculating a disparity for each point p. If we are cal-
culating a disparity only for a small number of points, the incremental smoothing technique
is not applicable. However, as the number of points increases, a point should be reached
where it would be better to use the technique described above to compute a full disparity
map, even if we are not interested in its value at all points.

5.8. Summary

This chapter has shown how the method of differences can be used to compute a dis-
parity map. This primary contribution of this chapter was to show how, by careful design
of the algorithm, we can allow each point to include information from a large neighborhood
of points in running time which is essentially independent of the size of the neighborhood.
The method requires about 30 sec per iteration for a 250 x 250 image on a VAX 11/780
(independent of smoothing time). Its regular structure makes it quite suitable for imple-
mentation on special-purpose hardware. The resulting algorithm incorporates an implicit
smoothness constraint. That is, the smoothness constraint was not explicitly formulated as
it is in the Horn & Schunck (1981), but the resulting algorithm constrains the disparity to
vary smoothly nonetheless. Not surprisingly, numerical stability considerations show that
the algorithm should do better in the presence of detail than it does in the bland portions
of the image.

This concludes the theoretical development necessary to apply the method of differences
to the computation of a stereo disparity map. The next chapter presents results from
experiments using this algorithm.
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Stereo:
Experiments

6.1. Introduction

This chapter presents the results of experiments testing the stereo algorithms presented
in the last chapter. These experiments were conducted on both synthetic and real data.

The synthetic data consisted of random dot stereograms. The random-dot stereograms
were constructed as follows. First, generate the image I>(p) whose pixel values are assigned
independent uniformly distributed random numbers ranging from 0 to 255. This serves as
the right image of a stereo pair. Next, construct a disparity map h(p) by some method,
as described below. Finally, the left image, I, is assigned pixel values according to the
formula I, (p) = I2(p+h(p)). Since the disparity can be a fractional quantity, this last step
may require interpolation; linear interpolation suffices. The disparity values are actually
represented to eight bits of precision. The images have 250 rows and 250 columns.

Two different disparity maps were used in these experiments. The first generated the
familiar “floating square” random-dot stereogram in which the disparity is constant over
the entire picture, except for a square in the center of the picture, over which the disparity
is a different constant. Such a stereogram is constructed by “sliding” the pixels of square by
the disparity and filling in the resulting empty space with new random values. The empty
space, which is the result of occlusion, is a place where the disparity is not defined. One
question of interest will be what the algorithm does at such locations. This random dot
stereogram is shown in Figure 6-1. The second disparity map was computed by smoothing
a field of random numbers, resulting in gently rolling random hills. This stereogram is
shown in Figure 6-2. The disparity map that generated it is the upper left hand picture of
Figure 6-7.

The natural data consisted of aerial views of downtown Washington, D.C. Hand-
selected points were used to determine the relative camera parameters, using a program
written by Gennery (1980). The images were then rectified by resampling so that they
appeared to have been taken by cameras that were parallel. This allowed a simple disparity
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map to be used rather than a depth map, as discussed in the previous chapter. Two such
stereograms were used; these are shown in Figures 6-3 and 6-4.

In each case, bandpass-filtered images were used in a coarse-fine approach. Bandpass-
filtering was chosen over lowpass-filtering (smoothing) because it tends to eliminate any
shift in pixel values between the images. For example, edges show up in both images
with the same pixel intensity value, namely zero; compare Marr & Poggio’s zero crossing
edge detector {1979). Each bandpass-filtered image is computed as foiiows: the original
image is smoothed some number of times (two or three) with a uniform B X B square
window, using the fast constant-time algorithm described in Appendix B. As discussed in
that appendix, this is equivalent to convolving the image with a good approximation to a
Gaussian function. Then the image is similarly smoothed with a smaller § x § window, and
the result subtracted from the first smoothed image. Since each of the smoothed images
have been low-pass filtered with different cutoff frequencies, the difference is a bandpass
filtered image, using an approximation to the “difference-of-Gaussians” filter. In each case,
B =2%1+1and § = 25! +1, so that the bandpass region is approximately one octave,
and the different resolutions (for different values of k) are separated by about an octave.
Such bandpass-filtered images are shown in Figures 6-6 and 6-9. In both figures the image
on the left was filtered with B = 17 and S = 9, while the image on the right was filtered
with B = 33 and S = 17; thus the images represent bands separated by approximately one
octave.

Finally, the derivative was estimated using a simple difference in the z direction. Only
the z derivative is needed because the images have been rectified so that all disparities are
strictly horizontal.

6.2. Synthetic scenes

This section discusses experimental results on the synthetic random dot stereograms.
Two such stereograms were used: the random-dot square and the random-dot hills.

Random-dot square. Results obtained by using the algorithm described above on Fig-
ure 6-1 are shown in Figure 6-5. This disparity map was coinputed using a multi-resolution
approach. That is, a coarse-resolution disparity map was computed from bandpass-filtered
images, and this disparity map was used as input to the next higher frequency range. A
uniform disparity map was used as input to the first stage. Successive steps were taken at
approximately one octave intervals, using the bandpass-filtered images described above.

Figure 6-5 shows both the computed disparity map and the computed reliability map.
Several points should be noted. First, the disparity has been computed essentially perfectly
both inside and outside the square. However, the disparity has been incorrectly computed
around the boundary of the square, and especially at the right edge where the disparity
is undefined due to occlusion. The border inconsistency is due to the fact that there
is not enough information from neighboring pixels, due to the disparity discontinuity, to



Chapter 6 Stereo: Experiments 115

. disambiguaie the highly ambiguous matchings of random dots. The reliability map flags
both the border and the occluded regions as unrcliable matches. Interestingly, a human
observer locking at such a stereogram will see a similarly “crinkled” edge.

Random-dot Hills. The “Random Hills” stereogram is shown in Figure 6-2. The
correct disparity map is shown at the upper left of Figure 6-7. The hills portrayed are
steep, in that the disparity vasies from —16 to +16 pixels, and the disparity gradient is as
large as 0.9 pixels per pixel. When viewed by a human observer, the hills in this stereogram
appear very steep. .

Figure 6-7 also shows the result of the algorithm applied to this stereogram under sev-
eral slightly different conditions. This was in an attempt to evaluate the various parameters
associated with the algorithm, for example how many iterations to do at each resolution,
what size summing window to use at each step relative to the size of the bandpass filter
window, and so on. In each case, the weighting function used was that of equation (2-17)
on page 20. The result at the upper right was obtained by the simplest algorithm, in which
bandpass-filtered images were used at each step and only one iteration of the algonthm
was done at each resolution. The result at the lower left was obtained by taking an initial
step using a smoothed image, and using bandpass-filtered images at each subsequent step;
moreover, the algorithm was iterated three times 2t each resolution, using slightly different
sized summing windows at each iteration. The result at the lower right also took an initial
step using a smoothed image, but only iterated once on each subsequent bandpass-filtered
image.

The results presented in this figure span the range of quality, as determined by the
root mean squared error between the real disparity and the calculated disparity: from top
to left, bottom to right: 0.0, 1.2, 1.9, and 2.7 pixels. As can be seen, even with the correct
answer in view, it is difficult to judge subjectively the relative quality of the results. To
further show the difference, a scatter plot of calculated disparity against actual disparity
for each of the results is shown in Figure 6-7. These plots are shown in Figure 6-8. The
upper left plot is in fact the “identity scatter plot] corresponding to the upper left picture
of 6-2. The differences between the remaining scatter plots are relatively small, although
not negligible. The conclusion is that the method is robust with respect to the parameters
mentioned above, as demonstrated by the root-mean-square errors and by the scatter plots,
but that some improvement can be obtained by fine-tuning the parameters.

6.3. Washington D.C scenes

This section discusses experiments with the aerial Washington D. C scenes, shown in
Figures 6-3 and 6-4. These stereograms will be referred to as the “Big Washington D.C.”
stereogram and the “Small Washington D.C.” stereogram.

Big Washington D.C. stereogram. As with the other stereograms, bandpass-filtered
images were used. Two such images are shown in Figure 6-9. Results from four experiments
are shown in Figures 6-10 and 6-11.
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In Experiment 1 (Figure 6-10), a relatively simple procedure was used. One iteration
of the algorithm was taken at each resolution, with a window size proportional to the
bandpass filter window size used to obtain that resolution. For example, at the first step
a bandpass-filtered image was constructed as described above with B = 33 and § = 17;
this is the image on the right in Figure 6-9. The algorithm as described by equations (5-8)
on page 111 was run once with a summing window 33 pixels wide by 17 pixels high. This
procedure was repeated three more times, cutting in half both the smoothing and summing
windows each time, yielding the result shown in the figure. (Actually, only half the change
in B and 7 calculated by equation (5-8) was used.) This disparity map shows the buildings
and the streets between them at the top of the picture, but it seems much “rougher” than
the image appears.

In Experiment 2 (Figure 6-10), the summing window used at each step was twice as
large while the same images were used, so that for example the summing window used at
the first step was 65 pixels wide by 33 pixels high, twice as large as in Experiment 1. This
can be seen to yield a smoother disparity map, as expected. This disparity map seems
better, although there is no objective way to judge.

Experiment 3 (Figure 6-11) produced the best results. This experiment was a sort
of hybrid between Experiments 1 and 2, in that at each resolution two iterations were
taken, the first with the larger summing window of Experiment 2 and the second with the
smaller window of Experiment 1. Morcover, it was determined that the 7y (gain) values
being calculated were “wild? so only the S (bias) values were calculated while ¥ was held
constant (with y = 1). Three steps of this experiment are shown in the figure. Interestingly,
the final step is actually worse than the preceding two! This is presumably because a too
small summing window is being used at this step. Note that the algorithm has quite clearly
picked out the courtyards in the building at the bottom left.

Finally, Experiment 4 (Figure 6-11) was an attempt to use hand-selected initial values
for the disparity map. A number of matching points were selected by hand, and at each
step the calculated disparity was averaged with a smoothed version of the hand-selected
disparity. The procedure followed was like that in Experiment 2. The result of Experiment
4 is very little different than that of Experiment 2, suggesting either that hand-selected
initial values are of little help or that they were not incorporated into the method in the
right way.

This stereogram has shown that the exact formulation of the method used seems to
be more important than it was in the case of the “Random Hills” stereogram. This is
presumably because the natural scene presents a more difficult problem, because of a greater
amount of detail, scine occlusion, and more likelihood that the intensity values for matching
features not match. Nevertheless, some promising results have been obtained.

Small Washington D.C. stereogram. The “Small Washington D.C.” stereogram (Fig-
ure 6-4) was used in a further attempt to incorporate external depth information into the
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procedure. In this case, the initial depth values were provided by accurate edge-matchings
derived from junction-matchings obtained by the 3D MOSAIC image understanding system
(Herman & Kanade, 1984). In particular, the edge matchings provided a number of lines of
disparity values in the disparity map; a smoothing operation provided disparity values for
points near the lines. The edge matchings all consisted of edges of the buildings near the
top of the image.

Figure 6-12 shows two results; the procedures used were identical in the two cases,
with the exception that in the left image, initial disparity values provided by Herman were
used, and in the right value a uniform field of initial disparity values was used. The results
are nearly identical; in each case, the buildings and the streets were picked out. Without
accurate ground truth data an objective comparison is impossible. Nevertheless, this result
taken together with Experiment 4 of the previous section suggest that externally supplied
initial values do not improve the results.

6.4. Summary

This chapter explored by experiment the stereo algorithm developed in the previous
chapter. This section summarizes the contributions of this chapter.

It was shown that the method of differences produces excellent results on the “Floating
Square” random-dot stereogram. A reliability map was produced in this case that accurately
showed the uncertainty in the match at disparity jumps and at occlusions. Good results were -
also obtained on the “Random Hills” stereogram. This stereogram proved to be relatively
insensitive to minor variations in the exact details of the procedure. Promising results on
the real data were obtained, although these are difficult to evaluate because of the lack
of ground truth data. The real stereograms seemed more sensitive to the exact procedure
used; in particular, solving for a field of gain () values seemed to be detrimental. Finally,
attempts to improve the results by using independently obtained matches to provide initial
disparity estimates didn’t seem to help.
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Figure 6-3. “Big Washington D.C.” stereogram.

Figure 6-4. “Small Washington D.C.” stereogram.
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Figure 6-5. Results on “Floating Square” stereogram. Left image is disparity
map, right image is reliability map.

Figure 6-6. Baadpass-filtered version of “Random Hills
frequency ranges. (See text).

stercogram at two
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Figure 6-7. Upper left is correct disparity map for “Random Hills” stercogram;
the other three are results computed by the method of differences. as discussed in
the text.
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Figure 6-8. Scatter plots for each of the disparity maps in Figure 6-7. In
each case, the horizontal axis is the actual disparity, and the v-ertical axis is the
calculated disparity. Unit is 1 pixel. Upper left plot is “identity " scatter plot.
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Figure 6-9. Bandpass-filtcred version of “Big Washington D.C.” stereogram at
two frequency ranges. (See text.) ’
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Figure 6-10. Results on “Big Washington D.C.” stercogram: Experiment 1
(left) and Experiment 2 (right).
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Figure 6-11. More results on “Big Washington D.C.” stereogram: three stages
of Experiment 3 (top and lower left), and Experiment 4 (lower right).
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Figure 6-12. Two results on “Small Washington D.C.” stereogram. Left dispar-
ity used cxternally gencrated initial values; right disparity map used uniform initial
values.
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Chapter 7

Summary and Conclusion

7.1. Introduction

This thesis set out to demonstrate that the method of differences is a useful tech-
nique for image registration. This was demonstrated by applying it to two important image
matching tasks, namely optical navigation and stereo interpretation. This chapter sum-
marizes what has been shown, discusses its implications, and suggests directions for future
research.

7.2. Thesis summary

The first chapter laid the groundwork by defining the traditional image registration
problem and characterizing it as a parameter estimation problem, where the parameters are
the z and y offsets of the matching parts of the two images. Such a characterization opens
the door to generalization. For example, we could characterize the transformation between
the images as an affine transformation of coordinates rather than a simple translation. But
more importantly, the optical navigation and the stereo interpretation problems can be
cast as parameter estimation problems. Thus, they can be solved directly by the method
of differences without first solving an intermediate matching problem.

The theory of image matching by the method of differences in a general context was
developed in Chapter 2. There we found that each reference point provides one linear con-
straint on the parameters being solved for. This allows for direct solution of the parameters
only where the number of reference points is exactly equal to the number of parawmeiers.
In general one will want to use as many reference points as possible to reduce the effect .of
noise and error. This leads naturally to a least-squares approach. The constraint on the
parameters provided by each reference point allows us to estimate the total error resulting
from any given change; this estimated error can be minimized by differentiating and setting
equal to zero. In the second part of the chapter, a theoretical analysis gave support to the
intuitive ideas that smoothing and iteration improve the performance of the algorithm. In
particular, the theory shows that behavior of the algorithm depends only on power spec-
trum of the image, and is independent of phase spectrum. This has two implications. First,
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the power spectra of images tend to be similar from image to image: they fall off witn
an approximately exponential decrease as frequency increases, characterized by one or two
parameters. This means that the results obtained with the experimental images will be in-
dicative of results obtained with other similar images. Second, it allows general predictions
about how smoothing will affect the performance of the algorithm; the prediction is that
it will increase the range of convergence. In addition the theoretical analysis provides a
prediction of the range and speed of convergence.

In Chapter 3, the theory specifically related to optical navigation by the method of
differences was developed. Application of the method requires calculating a matrix repre-
senting a system of linear eguations in the camera parameters. The computation of this
matrix is by far the most time-consuming part of the algorithm, and would be the place
where special-purpose hardware could best be put to use. The other main issue to be re-
solved here was the conditions under which the resulting linear system of equations (in the
camera parameters) were numerically stable. The first step was to separate the geometric
from the photometric effects: the intuition is that there are certain geometric conditions
on the points under which it should be impossible to determine the camera parameters.
A measure of geometric stability was developed that satisfied our intuition in two ways:
first, it is closely related to the stability of the actual matrix to be inverted, and indeed
experiment shows it is a reasonable predictor of that stability. Second, it can be interpreted
as a measure of the correlation of the geometric behavior of the parameters being solved for.
If two geometric parameters are highly correlated, it should be difficult to solve for them.
Analysis of this measure leads to the conclusion that the equations will be numerically un-
stable when the reference points have a “flat” distribution in three-space. This can occur
because the points are in fact on a flat surface, or are well-distributed in three-space but
the scene is viewed from a distance with a long-focal length lens. This geometric criterion
for the numerical stability of the problem is applicable not only to the method of differences
but to any match-based navigation technique.

With this theoretical foundation, Chapter 4 set out to verify the theory by experiment.
These experiments were conducted on both real and synthetic data. The main results
of these experiments are as follows. First, it was verified that the geometric correlation
measure was a good predictor of the the stability of the actual equations. Its advantage
of course is that it is independent of the actual scene. The experiments were in agreement
with our prediction that “flat” point distributions or scenes viewed from far away resulted in
ill-conditioned equations. The adequacy of the condition measure depends on the expected
effect of noise on the equations; experiments in which random noise was added to the
pictures shows that the observed conditioning was satisfactory. The range of convergence
for one-parameter estimation was determined to be as follows: for pan and tilt, anywhere
from +10 degrees to +50 degrees, depending on the scene; for roll, up to + 30 degrees
independent of the scene. For the position parameters (z, y, and 2) the tolerance was as
much as +1 meter in a room-sized scene. These ranges of course depend on the degree
of smoothing; the amounts mentioned here correspond to very large smoothing windows,
as much as ;1; the image size. A wider angle view allows larger smoothing windows and
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thus more tolerance, but decreases accuracy for a given retina. In the multi-parameter
case the range of convergence became smaller as the number of parameters was increased,
but retained a useful range even in the six-parameter case. The accuracy observed was
essentially that expected for one-pixel accuracy in the individual matches. For typical
images, accuracy was about %1 or 2 cm in z and y. Less accuracy was obtained in z, which
suggests the possibility of side-looking cameras to obtain accuracy in this direction. Angular
accuracy was extremely high. This accuracy is due in part to using reference points near
edges that are unaffected by photometric error. Finally, the method involves accumulating a
few dozen quantities per reference point per iteration, and so is quite fast. These properties
also make it suitable for future implementation on special-purpose hardware. This does not
include the time required to smooth the images, but hardware techniques for doing so are
well-understood and available in commercial units.

Chapter 5 discussed the version of the algorithm to be used for computing a stereo
disparity map. While a navigation algorithm seeks to estimate a few global parameters, a
stereo algorithm computes a field of local parameters; each parameter is the local displace-
ment of the image due to binocular disparity, and is a direct measure of the distance to
the point. The approach taken is to use the method of differences to match a small image
patch around each given point against the other image. This process is repeated iteratively,
yielding better and better disparity estimates. Actually, the match is at each iteration is
dore against the other image as distorted by the current disparity field estimate. As the
process is iterated, successively less smooth images and smaller matching windows are used.
This allows correct matching to take place even though the images may distorted relative
to each other due to perspective. An algorithm based on an efficient technique for image
smoothing (described in Appendix B) allows this to be done efficiently and in time inde-
pendent of the window size. The method requires about 30 sec per iteration for a 250 x 250
image on a VAX 11/780 (independent of smoothing time). Its regular structure makes it
quite suitable for implementation on special-purpose hardware.

Finally, Chapter 6 presents the results of experiments designed to test the stereo al-
gorithm. Again, both synthetic and real data were used. The synthetic data consisted
of random-dot stereograms, of both the “floating-square” type and of the “rolling-hills®
type. Excellent disparity maps were obtained in both cases. The performance of the al-
gorithm seems to % fairly robust with respect to the details of the algorithm, such as the
size of smoothing window used. The real data consisted of aerial views of Washington,
D.C. Promising results were obtained: buildings and streets were detected. An experiment
to determine whether matches provided by an independent source (another stereo match-
ing program) could improve the performance of the method-of-differences algorithm were
inconclusive. The problem with evaluating the results on the real images was the lack of
ground-truth data against which to judge them, or of a vision system to take disparity maps
as input for some image understanding task. Nevertheless, the results seem promising.

7.3. Conclusions
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This thesis has investigated the usefulness of the method of differences as an image
matching technique. In particular the method has been applied to two problems: optical
pavigation and stereo vision. We have seen that the technique is applicable in any situation
where a (very) rough estimate of the match is available, but an accurate answer is desired.
A substantial part of the research has been directed toward determiring how rough the
estimate may be and how accurate the final answer is. It has been demonstrated that that
the method has adequate range and accuracy for many robotic tasks, particularly as appled
to optical navigation.

This research has revealed several factors that are essential to making the method
of differences work. We have seen the importance of smoothing and of iteration to the
method. Roughly speaking, without smoothing the technique has too little range and
without iteration it has too little accuracy to be useful in most applications. Because
smoothing reduces the accuracy of the method, different degrees of smoothing can be used
at each iteration, to yield a coarse-fine method. Moreover, the thesis has recognized the
the importance of using points near intensity edges because of the relative unambiguity of
matches for such points. This fact has long been recognized by advocates of edge-based
processing techniques. However, as this research has shown, the importance of points near
edges does not demand edge-based algorithms.

The method provides several advantages over other matching techniques. It is free
of search, which can be impractical because of its expense in multi-dimensional parameter
spaces. With a standard search, the expense goes up like the size of the volume to be
searched, which is as the power of the dimensionality of the parameter space; whereas the
expense of the method of differences is roughly a function only of the distance of the initial
estimate from the actual answer. Thus, the method of differences has its greatest advantage
in high-dimensional parameter problems, such as navigation. However, it provides an ad-
vantage even in low-dimensional spaces, such as the disparity in a stereo depth map. This
is because the structure of the algorithm allows for an efficient implementation, as we saw
in the computation of the depth map. Furthermore, for parameter estimation problems it
computes exactly what is needed without proceeding through intermediate results, such as
point matches or an optical flow field. Finally, its regular and simple structure make it
quite suitable for implementation on special-purpose hardware, as we will see in the next
section.

These advantages are balanced by a few restrictions on the use of the method of differ-
ences. The primary restriction is that an initial estimate of the match parameters must be
available. However, in the optical navigation application this restriction is generally not a
problem,; it also did not seem to present difficulties in the stereo case. Another restriction
is that the navigation application requires reference points with known z values. In the
manufacturing scenario, these can be obtained as part of a training step.

7.4. Future research
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The research described here can be carried forward in four ways: the algorithms them-
selves can be improved, our theoretical understanding of them can be improved, they can
be implemented on special-purpose hardware, and the method can be tried on new appli-
cations.

There is still room for improvement in the algorithms themselves. Chapter 2 suggested
weighting the contributions of the points, but this was not actually carried out in the
navigation case. Experiments are in order to determine whether weighting helps and what
the besi function to use is, and whether using the photometric bias and gain parameters
would improve the results. Other ideas such as use of multiple cameras and decoupling the
solution of the parameters have been suggested but not tried. Much tuning of the stereo
algorithms is needed. For example, the proper relationship between the iteration number
and the sizes of smoothing window and of the matching window is not understood; this
could be determined by experiment. Also, the experiment that used externally provided
matches for the initial guess suggested that they did not help; this is counter-intuitive, and
may be due to the stereo algorithm’s not being tuned properly.

The theory discussed here remains to be improved in several ways, all revolving around
the analysis of the method in terms of the power spectrum given in equation (2-44). This
equation could be used to make more precise predictions than the general ones made in
Chapter 2, if the theory could be developed further. Furthermore, a similar equation that
would take weights into account would advance our understanding of whether the weights
help. Finally, an understanding of the relationship between the power spectrum of the
disparity map and the performance of the stereo algorithm might be forthcoming from a
more advanced form of the equation.

The third area of research was suggested above when it was mentioned that the al-
gorithm is suitable for implementation in special-purpose hardware. This remains to be
shown by doing such an implementation. Two types of architectures could be envisioned:
in a picture-parallel design, each component is capable of performing all the operations of
the algorithm on its portion of the picture; in an operation-parallel design, each component
does some subset of the operations on all of the data, and passes its results on to other
components. In either case, an algorithm that is free of decisions in the inner loop is espe-
cially suitable: in the first case because this allows the use of a single instruction stream,
and in the second case because decisions can interrupt the flow of data in the pipeline and
reduce throughput. A sufficiently fast hardware design raises the fascinating possibility of
a real-time optical feedback for a robotic device, such as an arm. By reparameterizing the
algorithm, it could be modified to directly calculate the joint rotation parameters instead
of the six position parameters. The acid test here would be to move an object around in
three space while a robot arm equipped with a camera follows it in real time.

Finally, as was mentioned in the introduction there are many computer vision problems
besides the two considered in this thesis in which matching plays an important role. These
include object identification, motion understanding, and many others. Any problem which
can be characterized as one of finding parameters of transformation between two images
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is a candidate for the method of differences. Some problems which have not traditionally
been treated as matching problems can in fact be cast as such. For example, finding axes
of symmetry in an image is essentially a self-matching problem; cast in the more general
terms of finding parameters of transformations of symmetry, this suggests that the method
of differences could be fruitfully applied to very general symmetry transformation problems.
The missing element is a method for finding a reasonable approximation to the symmetry
transformation.

This thesis set forth to demonstrate the value of the method of differences as a matching
technique. If the theory and experiments described here provide the inspiration for others
to apply the method to their own vision problems, then it will have succeeded in its goal.



Appendix A

Notation

Vector notation.  Vectors are indicated by bold-face letters, such as p. Two- and
three-space points are represented by row vectors with subscript z, ¥, and z used to select
components, for example

P= [Pz Py Pz] -
Numerical subscripts are used to select components of vectors in other cases. Row vectors,
while contrary to customary usage, allow the differentiation operator described below to be
a prefix operator.

The differentiation operator D and the chain rule. The familiar notions of a
derivative of a scalar with respect to another scalar and the chain rule can be extended to
the “derivative” of a vector-valued function with respect to a vector-valued argument and
a corresponding chain rule. Consider the vectors

x=[x; x2 -+ x],

y=y(x)=[y1 y2 -~ ¥m], and

s=x(y)=[5 32 - 3]
These are row vectors so that we can define a prefix operator Dx by

Dx=|Dx, Dx, -+ Dx].
Here D, denotes the familiar operator of partial differentiation 3/8t with respect to the
scalar £. Note that while x is a row vector, Dx is a column vector; think of the x in Dy
as being in the denominator like the ¢ in D; = 3/3t. Dy is also known as the gradient
operator with respect to x. By defining it in this way we can write

[ Dx, [ Dx, ¥1 Dx,y2 --- Dx;Ym )
DX: sz)'l Dx:Y2 b Dx,Ym
ny = [YI y2 cee ym] —_
LDXI 4 .DX|YI Dx;YZ ter DmYm.
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This | X m matrix is also known as the Jacobian. Its primary use is in the chain rule:

Dyz = (Dxy)(Dys).

The left-hand side is an [ X n matrix, and the right-hand side is a product of an I X m and
an m X n matrix. Moreover, by virtue of the Taylor series, we can write

Ay =~ AxDyy,

where of course Ay = y(x + Ax) — y(x).

The rotation matrices.

define the sense and meaning of the rotation angles.

cos(apa) O sin(apa)
Apa = 0 1 0
—sin(aps) 0 cos{apa)
1 0 0 N
Ap= |0 cos(ati) + sin(a1)
0 -sin(atr) cos(ar) |
cos(aro) sin(aro) 0]
Aro = | —sin(ero) cos(aro) 0
0 0 1-
'COS(aAz) 0 - sin(aAz) b
Aaz = 0 1 0
| sin(aaz) 0 cos(aaz) .
g! 0 0 ]
Agp = 0 cos{egL) - sin(am,)
|0 sin(agL) cos(asL) .

b

2

b

LA
PA —

Apo =

The rotation matrices are written out here in full. They

COS(apA)

0

" — sin(apA) 0
0 0

| —cos{apa) 0 —sin(apa)

[0 0 0

0 —Sin(a'n) + cos(aty)

L 0 - cos(avn) - sin(a-n)
—sin(aro) cos(aro) 0O
—cos{aro) —sin{aro) 0

0 0 0

[ —sin{aaz) 0 -—cos(aaz) 'I

0 0 0
| cos(apz) 0 -—sin{aaz) j
0 0 0
0 - sin(aEL) - cos(am,)
|0 cos(epr) —sin(agL)



Appendix B

Smoothing the Image and
Computing the Gradient

The techniques discussed in this thesis require that the images be smoothed, and that
the image gradient be computed. This appendix shows how these operations can be accom-
plished efficiently. The first section discusses image smoothing; the second section presents
a method of computing the gradient based on the smoothing technique.

Smoothing the imege.  The basis of a number of fast smoothing techniques is a
technique for uniform smoothing, that is replacing each pixel by the average of the pixels
in a square window around it, in time essentially independent of the size of the window.
This technique has been described elsewhere (Price, 1976), but it bears repeating here. The
following equations actually describe how to compute the sum over a (2n + 1) x (2n + 1)
window centered on each pixel; the average is of course 1/(2n + 1)? times the sum.

First consider the one-dimensional problem: given an array of numbers I.. compute
the local sum:

k+n
Se= Y, L (B-1)
k'=k-n
Observe that
Sk = Sk-1 = Ik-n-1 + Ii4n. (B-2)

Thus, if we compute Sp using (B-1), the rest of the S; can be computed using (B-2) with
only one addition and one subtraction per step, regardless of the size of n.

In two dimensions, we wish to compute

+n k+n
Su= 3 3 low
UV=l-nk'=k-n
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—— =
B

F]

Figure B-1. Two additions and two subtractions per pixel suffice to compute
the sum of pixels in a square window around cach pixel in the image, independent of
size of window. Left: solid lines indicate area to be summed around pixel A; dashed
lines indicate area to be summed around pixel B. Sum for B can be obtained from
sum for A by subtracting “column sum” indicated by C and adding column sum
indicated by D. An array of column sums is maintained, one for each column,
centered about the current row. Right: column sum needed for current row (solid
line) is updated to column sum for next row (dashed line) by subtracting pixel E
and adding pixel F.

This can be written as

I+n

Sk,z = Z Rk’p, where

I'=l-n

k+n

Ry = E Iie g,
kK'=k-n

Then
Rig=Ri_10—Ix-n-11+ It4n1, and

Skt = Skjg-1— Rki—n-1+ Rilin-

Thus, the two-dimensional sum can be computed with only two additions and two subtrac-
tions per pixel, independent of n. Temporary storage of one row of elements is required to
hold Ry, for a given k while the Sy for that k are being computed. The operation of this
algorithm is illustrated in Figure B-1.

The uniform average is useful in itself, but is also useful for computing an approximation
to Gaussian smoothing. This is accomplished by taking advantage of the central limit

theorem: a function convolved with itself N times approaches a Gaussian curve as N goes
to infinity. Thus, convolution with a Gaussian can be accomplished by repeated convolution



Appendix B Smoothing the Image and Computing the Gradient 137

- — Once
-—-~ Twice
- .-~ Threetimes
----- Four times
—— Best-fit Gaussian
to four times

Figure B-2. Averaging with uniform mask once, twice, three and four times
is equivalent to convolving with functions shown. These functions converge to a
Gaussian. The best-fit Gaussian to the fourth case is shown.

with a uniform window, that is, by repeated uniform averaging. For practical purposes,
convolution with a uniform window three or four times suffices. The result of convolving a
uniform window with itself, one, two, three, and four times is compared with a Gaussian in
Figure B-2.

Computing the image gradient. In addition to smoothing, the algorithms discussed in
this thesis require a technique for computing the image gradient. Computing the gradient is
typically done by looking at a few pixels surrounding each pixel in the image. Unfortunately,
this only takes account of information near the given pixel, and thus does not necessarily
serve as a good estimate of the behavior of the image further away than the support of the
gradient function. This problem could be alleviated by taking the gradient of the smoothed
images. To avoid round-off error, this must be done at high precision. For example, we
can replace the average with the sum and only divide by the size of the window at the
very last step. But this technique has pitfalls as well. For example, if we use the uniform
averaging window, and compute the gradient by taking the difference between the average
at two adjacent pixels, then the contributions of all pixels except those at a distance of n
from the given pixel cancel, so the estimate of the derivative at k is (Ik+n — Ik-n)/(2n).
But a gradient estimate that depends only on pixels far away from the given pixel doesn’t
seem right either. One is also left with the problem of interpolating the image value and
gradient between pixels for subpixel accuracy.

Instead, this thesis adopts an approach based on an understanding of what purpose
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p pte

Figure B-3. Smoothing and gradient estimation can be accomplished by fitting
a straight line (dashed line) to the intensity values (solid line). To obtain intensity
value and gradient at p-+¢ (dotted line}, a line s fitted to points centered on p. Slope
is gradient estimate, height at p + € is interpolated intensity. The text describes
how to compute this in time independent of size of neighborhood.

the gradient serves: the gradient at a given point is a first-order estimate of the behavior
of the image as the matching point is moved around near the given point. Thus, it would
seem natural to fit a plane to the points in the vicinity of the given point, and to use its
height as an estimate of the value of the image at the given point, and its gradient as an
estimate of the image gradient. Note that this gives us a natural solution to the problem of
interpolating the intensity and gradient, since the fitted plane gives an intensity value and
gradient at every point, even those between pixels. The size of the neighborhood over which
the plane is fitted depends on the size of movement to be accommodated in the estimate of
the matching position. See Figure B-3.

Fortunately, the gradient field can be computed in this manner independent of the size
of the support for the plane. Suppose we wish to compute the interpolated intensity value
and gradient of an image I at a point (z +€;,¥ + €,), whose nearest integer pixel is (z,v)-
Thus, we wish to fit a plane to the square of points (2’,") in a square neighborhood of
points centered on the pixel (z,y). Then the z and y components of the gradient of the
fitted plane are respectively

z+n y+n
> Y @ -a)Iy) s .
i== ===-zv; :‘ =v-vr;- _ — = (2, y);:' (z,9) , (B-3)

Z E (z' — z)?

=z-ny'=y-n
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z4n ytn
>3 v -viEhy)
iy _ d:z—zr;:'=v-;;n = Sy (:l:, y);vys(z’ y) , (3_4)

oY -2

’'=z—-ny'=y-n

where

z4n y+n

Sizy)= Y, Y IE.¥)

r'=z-ny' =y-n

z+n y+n

S:(z,y) = Z Z ZI(z',y),

’'=z-ny'=y—n

z+4+n y+n

Sz = Y, Y vIE.y)

g'=z—ny'=y—-n

z4n

D= ), v§ 1=1/(2n+1)%,

'=z-ny =y-n

z+n

y+n
D= z z (z' - 3)2,

P'=z—ny' =y-n

z4n

y+n
D, = Z Z (1!"‘!!)2-

’=z-ny'=y-n

Moreover, the estimated (interpolated) value of intensity at the point (z,y) is just the
average over the square neighborhood around (z,y), so that the estimated intensity at
I(z+ €,y +€) i8

S(’By) + &1 + 1, (B-5)
Now, the denominators D, D,, and D, are constants independent of z and y, and so can
be precomputed. Moreover, since the range of (z',4') near (z,y) is the same rectangular
neighborhood for each (z,y), the fields of sums §(z,y), Sz(,y), and S,(z,y) can be pre-
computed using the incremental techniques described previously the in time independent
of the size of the support. Then, when we need to compute I, I, and f,,, we can plug these
sums into equations (B-3), (B—4), and (B-5).

I=
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Thesis Summary

1. Introduction

Image matching (or registration) is, in general terms, aligning two identical or similar
images or parts of images. The subject of this thesis is a class of techniques for doing image
registration by the method of differences. The method of differences is a matching technique
that uses the image intensity gradicnt together with the intensity differences between the
images in a procedure that iteratively improves an initial estimate. The thesis will develop
a number of algorithms for various kinds of matching based on this method, and show how
they can be applied to optical navigation and stereo image interpretation, both in theory
and by experiment. This summary discusses the importance of image registration, formally
defines it and generalizes that definition, describes the method of differences, and finally
summarizes the thesis chapter by chapter.

2. Motivation

Image matching is basic to a number of vision problems. These include optical naviga-
tion (also known as motion analysis), sterco image interpretation, object analysis, change
detection, and others. The first two, optical navigation and stereo image interpretation, are
two of the most important; they are the two applications considered in this thesis.

Optical navigation refers to the guidance of a robot, such as a robot arm or an au-
tonomous roving vehicle, by means of input from an optical sensor such as a camera. Robots
need navigational feedback from their environment because the environment is not perfectly
predictable, and because the robot’s response to a command to move in a certain way is not
perfectly predictable. Optical navigation is one of many ways of providing that feedback.
The optical domain is particularly rich in information, but therefore correspondingly diffi-
cult for computer analysis. It is the aim of the method of differences to provide a relatively
inexpensive way to do optical navigation.

The primary problem of optical navigation is this: given two views of the same scene
from two different cameras, determine the parameters describing the relationship between
the coordinate systems of the cameras. This problem has two essential characteristics: it
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is a parameter estimation problem, and in most applications a reasonable estimate of those
parameters is available at the outset. As we will see, these two characteristics make this
problem particularly suited to solution by the method of differences.

The objective of stereo vision (or miore precisely, binocular vision) is to obtain infor-
mation about the three-dimensionai form of an object or a scene from two camera views.
Binocular vision is one of many sources of information available about the three-dimensional
form of the world. The nced for reconstructing this information from camera views arises
essentially due to a shortcoming in the sensors used: cameras record only a two-dimensional
projection of a three-dimensional world. Thus one method of attacking this problem has
been to overcome this deficiency, for example through structured lighting, sonar range de-
tectors, contact sensors, and so on. However, all such attempts so far have not had as
general applicability as vision. In addition to the practical interest in stereo, the desire to
understand the human visual system has led some researchers to propose computational
models of the human stereo vision process. Unfortunately, the stereo correspondence prob-
lem has proven to be extremely difficult—certainly not as easy as the facility of humans in
this problem might suggest. This thesis explores another line of attack, namely the method
of differences.

The difficult part of stereo, as for navigation, is the matching problem. In the case
of navigation, we desire to compute the camera motion given a set of point distances.
The stereo problem is the complement of this in that we wish to compute a set of point
distances given the camera motion. In general, the number of points is much larger than
the number of paramcters of the camera motion. This formulation of the problem shows
(roughly speaking) why stereo is harder than navigation: we are given less input and asked
to compute more output. That is, the amount of constraint on each quantity to be computed
is less.

In addition to navigation and stereo, matching has a number of other applications. For
example, one method of approaching object detection in a scene might be to hypothesize
the existence of an object in the scene and then to check that hypothesis by attempting
to match its known appearance against the picture. In another application, Reddy &
Rubin (1978) report the need to align as nearly as possible adjacent slices in lobster nerve
tissue, for the purpose of mapping the neuronal connections. Finally, some researchers have
looked at the possibility of using object motion detection as a means of compressing the
bandwidth required for the transmission of motion picture sequences (See, for example,
Limb & Murphy, 1975a, b).

3. Definitions

This section gives a precise definition of the image matching problem, and then gener-
alizes that definition. Then the method of differences is described.

Preliminary definitions. A few preliminary definitions are in order. The notation
used in this thesis is discussed in Appendix A.
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An image is a function I(p) of a vector, p. The vector p denotes a position in the
image and I(p) represents the pixel value at that position. For usual images, I(p) is a
scalar-valued function; but we consider some “images” in which I(p) is a vector-valued
function. I is generally only defined over a bounded rectangular region. Often there will
be two images, I) and I», under discussion.

There will frequently be a need to compare two images, so a metric of image difference
will be needed. The symbol E (for error) will denote the difference between two images.
The most common such metric, and the one employed in this thesis, is the L, norm, defined
by

E=) (h(p)- Li(e)*
P

Here p ranges over image points in the regions being compared. Other metrics are used in
practice, but they are typically generalizations of the Ly norm.

Matching. The traditional image registration problem can be defined as follows: given
two images I1(p) and I>(p) related by and I;(p) = I»(p+h), determine the disparity vector
h between them. In many real situations, the stated relationship will not hold exactly, so
a slightly different formulation of the matching problem is needed: find a disparity vector
h such that, as nearly as possible, I;(p) and I2(p + h) match. The degree of match is
measured by some norm, such as the L, norm mentioned above. More formally, we want
to find an h to minimize some measure of the difference between Iy(p) and L (p + h).
This form of registration can be viewed as determining two global parameters, namely the
components h; and h,, of the disparity vector.

This definition of the matching problem can be generalized in two ways: first, one
can model the transformation between the images with more parameters, and solve for
those parameters. For example, we could model the change between the images as a linear
deformation of coordinates, that is

Ii(p) = I(pA +h),
where A is the matrix describing the linear deformation. (As discussed in Appendix A, we
use row vectors, thus we write pA). In this case the parameters being solved for are the
translation components h, and h,, plus the parameters characterizing the matrix A: these
could be simply the entries of A if it is an unconstrained matrix, or perhaps the rotation
angle if A is restricted to be a rotation matrix. In this case one is still solving for a few
global transformation parameters. As a second generalization, we can solve for a field of
local image transformations. In this case the image transformation is

I,(p) = I2(p + h(p)).
This equation allows for a disparity h(p) that is different at every point p of the image. With
the right choice of parameters, the former generalization allows us to do optical navigation,
which is the subject of Chapters 3 and 4 of the thesis. The latter generalization allows us to
compute a “map” of local disparities from a stereo pair, which gives us information about
the three-dimensional form of the scene; this is discussed in Chapters 5 and 6.
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The method of differences. We are now in a position to understand the method
of differences. The method is based on the assumption that the difference between image
intensities I; (p) and Jz(p) at a point p can be explained, to a linear approximation, by the
disparity h between the images and by the image spatial intensity gradient. The relationship
is given by

Ii(p) — I(p) ~ b:D:I2(p) + hy D, Ir(p)- (-1)

Here, h, and h, are the components of the disparity vector b, and D, and D, denote partial
differentiation with respect to z and y. This approximation is discussed further Chapter
2 of the thesis. The method takes its name from the fact that it uses the image intensity
differences together with the intensity gradient (which is approximated by differences) to
obtain a linear constraint on the parameters being solving for, h; and h,,.

As equation (-1) shows, each point p results in one linear constraint. Since in this
case we are solving for the two quantities h; and h,, we will need to combine evidence
from at least two points p to obtain a unique solution. In the generalized case we will
obtain similar linear constraints on the parameters being solved for, for example the camera
motion parameters; we will need as many points as there are parameters. In practice, using
a least-squares technique allows combining evidence from many more points than there are
parameters, thus reducing the effects of noise and somewhat ameliorating the approximate
nature of equation (-1). This is done by minimizing the total squared deviation from the
linear constraint of equation (-1), given by

Y (1i(p) - Ix(p) ~ b=DzLz(p) — by Dy La(p)) "
P

Minimization of this quantity is straightforward. The set of points p that the sum above
ranges over is chosen in one of two ways: if we are solving for global parameters (such as
the motion parameters), we combine the information from a set of feature points selected
from the whole image. These feature points should be selected to be near edges or other
similar features whose position is little affected by photometric error, such as that caused
by noisc and specular effects. If we are solving for a field of local parameters, we combine
the evidence from each point in the neighborhood of a given point to obtain the parameters
at that pont.

The use of the approximation of (-1) has two implications. First, it means that the
computed parameters will only be approximate. This problem is solved by iteration: taking
the computed parameters as initial guesses, use the method of differences to compare the
images as deformed by those parameters to obtain better guesses. This results in a gradient-
based iteration, which under the right circumstances will converge to the correct values of
the parameters. One concern of the thesis is the conditions under which convergence is
achieved. The second problem is that the linear approximation is a good one only over a
certain range. The effect is to limit the range over which the iteration just described will
converge. This problem we solve by smoothing the images; as is shown in the thesis, both
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in theory and by experiment, smoothing increases the range of convergence, but at the
expense of accuracy. Thus we adopt a coarse-fine approach, in which very smooth images
are used in the first iteration, and less smooth images in later iterations. The techniques of
smoothing and iteration are fundamental to the method of differences.

4. Summary

Chapter 1 lays the groundwork by defining the traditional image registration problem
and characterizing it as a parameter estimation problem, where the parameters are the z
and y offsets of the matching parts of the two images. Such a characterization opens the
door to generalization, as shown above. For example, we could characterize the transfor-
mation between the images as an affine transformation of coordinates rather than a simple
translation. But more importantly, the optical navigation and the stereo interpretation
problems can be cast as parameter estimation preblems. Thus, they can be solved directly
by the method of differences without first solving an intermediate matching problem.

The theory of image matching by the method of differences in a general context is
developed in Chapter 2. This chapter introduces the idea of global match parameters (such
as the navigation parameters relating two cameras) and local match parameters (such as
the distance of a point from the camera). In either case, changing one of the parameters
changes the position of the matching point. Thus the chain rule allows us to derive linear
constraints on general match parameters, much like the linear constraint on translation
u-3tch parameters in equation (-1). This means that the method of differences can handle
generalized matching problems; a variety of such problems are discussed in Chapter 2. The
importance of smoothing and iteration to the functioning of the method are discussed. In
the second part of the chapter, a theoretical analysis gives support to the intuitive ideas
that smoothing and iteration improve the performance of the algorithm. In particular,
the theory shows that behavior of the algorithm depends only on power spectrum of the
image, and is independent of phase spectrum. This has two implications. First, the power
spectra of images tend to be similar from image to image: they fall off with something like
and exponential decrease as frequency increases, cheracterized by one or two parameters.
This means that the results obtained with the experimental images will be indicative of
results obtained with other similar images. Second, it allows general predictions about how
smoothing will affect the performance of the algorithm; the prediction is that it will increase
the range of convergence. In addition the theoretical analysis provides a way of predicting
of the range and speed of convergence.

Chapter 3 focuses on issues related to one p: i**~ular type of matching, namely match-
ing for optical navigation. A discussion of the app:’t. ions of optical navigation comes first.
Then a camera model is defined and the parameters relating two cameras are enumerated.
These parameters are both geometric (relating the geometry of the cameras) and photo-
metric (relating the intensity values reported by the cameras). The navigation problem
is to solve for (some subset of) these parameters. This is done by using the method of
differences; the mathematics of this is developed in some detail, and the implementation
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of the operations is described. The net result is a system of linear cquations, one for each
of the unknowns. Of considerable interest is the numerical stability of the lincar system
of equations in the camera parameters derived in the course of applying the method of
differences to this problem. The first step in the analysis of the stability is to separate
the geometric from the photometric effects: our intuition is that there are certain geomet-
ric conditions on the points under which it should be impossible to determine the camera
parameters. A measure of geometric stability is developed that satisfies our intuition in
two ways: first, it is closely related to the stabiiity of the actual matrix to be inverted,
and indeed experiment shows it is a reasonable predictor of that stability. Second, it can
be interpreted as a measure of the correlation of the geometric behavior of the parameters
being solved for. If two geometric parameters are highly correlated, it should be difficult
to solve for them. Analysis of this measure leads to the conclusion that the equations will
be numerically unstable when the reference points have a “fiat” distribution in three-space.
This can occur because the points are in fact on a flat surface, or are well-distributed in
three-space but the scene is viewed from a distance with a long-focal length lens.

With this theoretical foundation, Chapter 4 sets out to verify the theory by experiment.
These experiments were conducted on both real and synthetic data. The main results of
these experiments are as follows. First, it is verified that the geometric correlation measure
is a good predictor of the the stability of the actual equations. :is advantage of course
is that it is independent of the actual scene. The experiments are in agreement with our
prediction that “fat” point distributions or scenes viewed from far away resulted in ill-
conditioned equations. The adequacy of the condition measure depends on the expected
effect of noise on the equations; experiments in which random noise is added to the pictures
shows that the observed conditioning is satisfactory. The range of convergence for one-
parameter estimation is determined to be as follows: for pan and tilt, anywhere from +10
degrees to 350 degrees, depending on the scene; for roll, up to + 30 degrees independent of
the scene. For the position parameters (z, y, and 2) the tolerance is as much as 1 meter
in a room-sized scene. These ranges of course depend on the degree of smoothing; they
amounts mentioned here correspond to very large smoothing windows, as much as % the
image size. A wider angle view allows larger smoothing windows and so more tolerance,
but decreases accuracy. In the multi-parameter case the range of corvergence becomes
smaller as the number of parameters is increased, but retained a useful range even in the
six-parameter case. The accuracy observed is essentially that expected for 1-pixel accuracy
in the individual matches. For typical images, accuracy is about +1 or 2 cm in z and y;
less accuracy is obtained in z. Angular accuracy is extremely high. Finally, the method
involves accumulating a few dozen quantities per reference point per iteration, and so is
quite fast. These properties also make it suitable for implementation on special-purpose
hardware. These times do not include the time required to smooth the images, but hardware
techniques for doing so are well-understood and available in commercial units.

Chapter 5 discusses the version of the algorithm to be used for computing a stereo
disparity map. While a navigation algorithm sceks to estimate a few global parameters, a
stereo algorithm computes a field of local parameters; each parameter is the local displace-
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ment of the image due to binocular disparity, and is a direct measure of the distance to
the point. The approach taken is to use the method of differences to match a small image
patch around each given point against the other image. This process is repeated iteratively,
yielding better and better disparity estimates. Actually, the match is at each iteration is
done against the other image as distorted by the current disparity field estimate. As the
process is iterated, successively less smooth images and smaller matching windows are used.
This allows correct matching to take place even though the images may distorted relative
to each other due to perspective. An algorithm based on an efficient technique for image
smoothing (described in Appendix B) allows this to be done efficiently and in time inde-
pendent ~f the window size. The method requires about 30 sec per iteration for a 250 x 250
image on a VAX 11/780 (independent of smoothing time). Its regular structure makes it
quite suitable for implementation on special-purpose hardware.

Chapter 6 presents the results of cxperiments designed to test the stereo algorithm.
Again, both synthetic and real data are used. The synthetic data consist of random-dot
stercograms, both of the “floating-square” type and of the “rolling-hills” type. Excellent
disparity maps are obtained in both cases. The real data consist of aerial views of Wash-
ington, D.C. Promising results are obtained: buildings and streets are detected. An exper-
iment to determine whether matches provided by an independent source (another stereo
matching program) could improve the performance of the method-of-differences algorithm
are inconclusive. The problem with evaluating the results on the real images is the lack of
ground-truth data against which to judge them, or of a vision system to take disparity maps
as input for some image understanding task. Nevertheless, the results seem promising.

Finally, Chapter 7 summarizes the thesis, discusses its main contributions, and suggests
avenues for further research. In addition, Appendix A discusses the notation used in the
thesis, and Appendix B presents the algorithms used for smoothing and gradient estimation.

5. Conclusions

This thesis investigates the usefulness of the method of differences as an image matching
technique. In particular the method is applied to two problems: optical navigation and
stereo vision. We see that the technique is applicable in any situation where a (very) rough
estimate of the match is available, but an accurate answer is desired. A substantial part
of the research is directed toward determining how rough the estimate may be and how
accurate the final answer is. It is demonstrated that that the method has adequate range
and accuracy for many robotic tasks, particularly as applied to optical navigation.

This research reveals several factors that are essential to making the method of differ-
ences work. We see the importance of smoothing and of iteration to the method. Roughly
speaking, without smoothing the technique has too little range and without iteration it has
too little accuracy to be useful in most applications. Because smoothing reduces the accu-
racy of the method, different degrees of smoothing can be used at each iteration, to yield
a coarse-fine method. Moreover, the thesis recognizes the the importance of using points
near intensity edges because of the relative unambiguity of matches for such points. This



8 Conclusions Section 5

fact has long been recognized by advocates of edge-based processing techniques. However,
as this research shows, the importance of points near edges does not demand edge-based
algorithms.

The method provides several advantages over other matching techniques. It is free
of search, which can be impractical because of its expense in muyjti-dimensional parameter
spaces. With a standard search, the expense goes up like the gize of the volume to be
searched, which is as the power of the dimensionality of thc parameter space; whereas the
expense of the method of differences is roughly a function only of the distance of the initial
estimate from the actual answer. Thus, the method of differences has its greatest advantage
in high-dimensionai parameter problems, such as zavig:.’ion. Eowever, i provides an ad-
vantage even in low-dimensional spaces, such as the disparity in 3 stereo depth map, This
is because the structure of the algorithm allows for an efficient implementation, as we saw
in the computation of the depth map. Furthermore, for parameter estimation problems it
computes exactly what is needed without proceeding through intermediate results, such as
point matches or an optical flow field. Finally, its regular and simple structure make it
quite suitable for future implementation on special-purpose hargware.



