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Abstract

Search-based approaches to scheduling require a mechanism to evaluate alternative scheduling commitments during the scheduling process. This paper is to describe a domain-independent evaluation function to compare alternative commitments during scheduling in both single-agent and distributed scheduling problems based on cost/benefit analysis. Our work extends existing search-based approaches by providing an evaluation function which can (1) measure the global impact of a commitment on the entire schedule, and (2) be translated into operating environments. We present a domain-independent evaluation function in the framework of software manufacturing problem domains which is a representation of a distributed scheduling problem. A program called NEOPRO has been implemented to test the development and reactive environment of software project scheduling using the evaluation function that has been developed.

1. Introduction

Software project planning and scheduling (SPPS) is a distributed problem solving process, involving a set of agents with conflicting interests[12], in which each agent specifies a set of resource requests in order to satisfy his responsibilities. There are several reasons why SPPS is hard:

1. Even idealized formulations of the problem are NP-hard in the general case [7].
2. It involves face-to-face human negotiation between multiple agents to resolve the scheduling conflicts (e.g., unaffordable resource requests) that arise due to differences in goals, technical judgements, etc [5].
3. There is typically considerable uncertainty in budget (i.e., resource requirement) estimates and other project planning/scheduling constraints that must be accounted for [3, 13].
4. Software project planning and scheduling is not a static problem. Schedules must be continually revised over the course of the project as changes in planning/scheduling assumptions become known [6].

Since a project can be developed in more than one way, alternative plans are normally generated and evaluated to choose the best one among them. Project plans are evaluated by studying alternative scheduling that can implement them. A software project schedule is a specification that for each project in the planning includes the names, quantities, and absolute periods of the resources that have to be reserved for its production. Each project has a set of feature requirements that can be met to varying degrees. The resource reservation data can be used to assess how well the project can meet the resource requirements of its plan if that plan is chosen to be implemented. In this paper, we consider both the selection of a project plan (production plan) and the scheduling of that plan, and frequently refer to it as scheduling.

Evaluation functions for preference analysis in manufacturing scheduling have been under investigation by operations research and more recently by artificial intelligence independently. Although the focus of these approaches has been on the shop and factory scheduling, the techniques that they have developed can be applied to SPPS as well. Generally speaking, an evaluation function trades off the cost and benefit of making a scheduling commitment. The cost of making a scheduling commitment refers to the cost of such items as material, machine, and labor which are used in that commitment, while benefit of making a scheduling commitment refers to the effect of the commitment on such items as revenue. Cost and benefit of a scheduling alternative can be quantified in terms of dollars or utility functions[10, 24] depending on the specific case.

Cost/benefit analysis has been widely used by operations research for making scheduling decisions and optimizing shop parameters (e.g., present value of cash flow 1-1) [1, 9, 15, 25]. The main problem with cost/benefit

Figure 1-1: Cash flows due to scheduling a job

Analysis in operations research literature is that their investigation has been limited to the case where all cost and benefit data are provided by a single agent. In SPPS there is a possibility of discrepancy in the perceived costs and benefits of product requirements since they are specified by different decision makers with conflicting interests. [21, 23] have proposed distributed frameworks to represent the utilities of different agents. The problem with these frameworks is that they assume the preferences of agents are on the same scale and therefore can be compared and used directly to prioritize them [18]. We have extended cost/benefit analysis to distributed decision-making environments, and have provided a framework for reconciling the conflicting cost/benefit data by considering the authority structure of the project organization. This framework is domain independent and can be used in other distributed manufacturing scheduling domains as well.

A second problem with cost/benefit analysis in operations research and economics literature is that they evaluate the cost and benefit of a scheduling commitment on a globally relative to the conflict (a resource request that can not be met) that is trying to solve. The problem with this approach is that if the conflict which is being resolved is not significantly important to the project as a whole, then a local measurement of importance of the commitment would depict an inaccurate picture of how important it is to make the commitment. We show how to assess the global impact of a commitment on different project feature requirements. Furthermore, we measure the importance (benefit) of a commitment locally when local preferences provide a good estimator for global preferences; otherwise, the global importance of the commitment is measured.

Artificial intelligence approaches to manufacturing scheduling [4, 16, 21] have relied on utility functions as a means of preference analysis. In these approaches, utility function has been used to specify the preference to reserve one resource over another, to prioritize orders, and to represent the utility after accounting for both cost and benefit. We have identified two problems with this approach: (1) it is difficult to develop a utility function that accounts for both cost and benefit when cost and benefit have a dynamic nature (i.e., their value is subject to specific situation) (2) it is not extensible to a distributed framework because the utilities of different agents relative to the same commitment cannot be compared accurately [19]. More recent work (e.g., [17]) has used constraint propagation and analysis to measure the global impact of a commitment, but this impact is measured only relative to the project deadline (while a project has other feature requirements such as reliability and probability that might be affected by propagation as well).

The organization of the remaining of this paper is as follows. First we provide a formal definition of SPPS. We then describe an evaluation functions for comparing alternative scheduling commitments, or evaluating part (or all) of a schedule. Finally, we present some experimental results obtained with the NEOPRO program. NEOPRO exploits our approach to schedule evaluation within a heuristics search framework to refine and revise software project schedules, at a set of search operators, the evaluation function that has been developed, and further details of the overall heuristic search model can be found in [19].

---
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2 A utility function is normally a [0,1) continuous function utility A - f when A is the set of alternative commitments and f (0) represents the normalized preference for each alternative.
2. Formal Definition of the Problem

The notation used is described in two parts: symbols and constructs.

The symbols will be formally defined as they appear in the formal definition of the problem. The symbols uniquely identify a planning/scheduling concept while constructs are used to manipulate them. Let \( r, p, r^\prime, \) and \( p^m \) be resources, \( F \) be the set of possible product feature requirements of all products, \( \Phi \) denote a set of product feature requirements of a product and \( \Phi_i \) denote the \( i \)-th feature requirement of \( p \), \( F^p \) denote a process plan and \( F^p_i \) denote the \( i \)-th process plan of a product \( p \), \( A \) and \( A^p \) denote the set of all schedules and all process plans of a product respectively, \( A^p_i \) denote an ordered list of objects \( a \) such that \( a \) denote the cardinality of a set or an ordered list \( A \), \( p, h \) functions, membership test for ordered lists be defined and be referred to by the symbol \( a, \ (a, b) \) i.e. \( a, b \) denotes the inclusive set of numbers between \( a \) and \( b \), and \( (a, b, c) \) denote a multi-dimensional domain.

We begin by considering the resources that must be allocated to support a given software project and the specification of the temporal constraints surrounding resource usage.

**Definition 1: Resource**

Let \( R \) be the set of all resources that can be used and produced in an organization \( G \). Then \( R = R^P, R^S \) where \( R^P = \{ r \} \), i.e. \( r \) is the product \( F \), and \( R^S = \{ r \} \) is the complement of \( R^P \) in \( R \).

**Definition 2: Primitive Resource**

Let \( R^P \) be the set of all primitive resources that can be used in an organization \( G \). \( R^P \) denotes the set of shared resources, and include be a predicate such that \( anInclude(c, r, r^\prime, t) \) is true iff the \( t \)-temporal/capacity constraint \( r \) includes the period \( t \).

**Definition 3: if \( r \) is a temporal/capacity constraint for a resource \( p \) by a product \( p^\prime \), then \( r \) is of the form:**

\[
\text{if } r \in \Phi_i \text{ then } \{ (d, g_{d+1}) \} \text{ where } 0 \leq d \leq n \\
\text{else if } r \in \Phi_i \text{ then } \{ (d, g_{d+1}) \} \text{ where } 0 \leq d \leq n \\
\text{else if } r \in \Phi_i \text{ then } r \\
\]

such that \( r \) is a negative offset from the date that \( p \) is expected to be completed (initially mapped to zero) and denotes how early \( r \) has to be available in order to complete \( p \) on schedule. \( g_q \) is the quantity of \( r \) that is requested over \( (d, g_{d+1}) \) and \( (d, g_{d+1}) \) is the period during which \( r \) needs to be reserved where \( d \) and \( g_{d+1} \) are also offsets from the date that \( p \) is expected to be completed and \( 0 \leq d \leq g_{d+1} \).

**Example 1:** Consider the resource requirement specification [15-5-2] (1 1) for a senior programmer. The specification requires 2 senior programmers for the first three months, no senior programmer for the fourth month (therefore the specification of this month is left out) and 1 senior programmer for the last month of development.

**Example 2:** Consider that to develop a debugger (a product) we need a simulator (also a product). Furthermore, suppose that the simulator has to be available at least three months before the debugger can be completed. This resource requirement can be specified in -3. The specification of the upper bound of the interval is redundant because the required resources which are products will remain available once they are produced for the first time.

Given the above formulation of resources and temporal constraints, we are now in a position to formalize the overall software project planning and scheduling problem. A software development organization is an organization that can carry out orders from several clients concurrently.

**Definition 4: Software Development Organization**

\[ G = (\Pi, \rho) \]

This definition implies that all projects within \( G \) compete for resources that are globally shared; \( \rho \) is of the form \( (\rho) \).

For every order, a project is created to undertake that order. However, our definition of a software project is recursive in that every incoming order generated to meet a client order can be considered a project in its own rights. In the following definitions, let \( G \) be a project in \( G \) and let \( p \) be the product of \( G \).

**Definition 5: Software Project**

Then \( \Pi = \rho, \Phi, \alpha, \beta, \alpha \) is the ordered set of feature requirements that \( p \) has to meet, \( \alpha \) is the ordered set of elements that themselves are ordered sets of levels that each feature requirement of \( p \) can be met at i.e. \( \alpha = \{a\} \) where \( a \) is the set of levels at which \( \alpha \) is ordered. \( \beta \) is the set of desired levels of meeting each feature requirement i.e. \( \beta = \{1, 2\} \) and \( \alpha \) and \( \beta \) are a set of heuristic evaluation functions (definition 6).

The above definition implies that each feature requirement \( \Phi_i \) of a product can be satisfied at multiple levels \( \{1, 2\} \) from which one \( \beta \) constitutes the desired level. Of course a schedule can be constructed to satisfy a feature requirement above its desired level but this might be undesirable or incur additional cost without satisfying any new objectives. Modeling the satisfaction of feature requirements at multiple levels allows us to study the consequences of relaxing the desired level of meeting a feature requirement or alternatively the consequences of reserving additional resources to assure that a feature requirement will be met at a level which is chosen to what is desired.

---

3*The software projects, these resources will remain available indefinitely once they are produced.

4*Since our notation allows \( p \), to be used both as a function and as an object, we use the context of usage to determine whether it is a function or an object. More specifically, if it is followed by an argument which is enclosed in parentheses, then it is a function (the function value is a set). Otherwise, it is an object.

5*In this text, \( p \) is a discrete variable that can assume only natural numbers. Furthermore, the elements of \( p \) are assumed to be organized in the increasing order.
Definition 6: Heuristic Evaluation Functions
Let \( \mathcal{H} \) be the set of heuristic evaluation functions of \( \Pi \). Then \( \mathcal{H} = \{ h_1, h_2, \ldots, h_m \} \) where \( h_i \) denotes the project dependent heuristic and \( h_i \) denotes the project independent heuristic. We use \( h_1, h_2, \ldots, h_m \) to evaluate a new commitment at the commitment point \( A \) and \( B \) is the rating of \( A \).

Figure 2-1: Production Dependency Graph of the TMS320C2000 Run Time Environment

Consider a software project to develop a runtime environment for a TMS320C2000 chip. Furthermore, consider that the environment has to provide interactive response time and integrate testing and debugging and assembly functions. Once the project is awarded, the team of developers produces a production dependency graph of the final and intermediate products that need to be developed along with the feature requirements of each product (Figure 2-1). In the production dependency graph of Figure 2-1, products are represented by nodes while activities (productions) are represented by directed arcs. For instance the activity of producing the debugger is denoted by the directed arc that is incident from the simulator on the debugger.

According to definition 5, the project to develop a run-time environment in Figure 2-1 only includes the activity to produce the run-time environment once the assembler and the debugger are completed. In general, the production of every single product (e.g. a simulation in Figure 2-1) is formalized as a project. A complete project of producing a run-time environment is constructed by recursively replacing each intermediate product by its complete project.

To illustrate the use of our specification language to specify the temporal/capacity knowledge of a problem consider again the example of developing a runtime environment for a TMS320C2000 chip (Figure 2-1). Figure 2-2 depicts the basic topology of the resource requests of each product that has been specified in our specification language under a fixed process plan. Hardware description (HD) is the only shared primitive resource that is included in the resource request graph while the unshared resources consist of junior programmer (JP), senior programmer (SP), graphic generator (GG) and lexical analyzer (LA). The labels of the arcs that connect two nodes reflect the resource requirements (temporal/capacity constraints) of a product end of the arc for the resource end of the arc. For instance, HD is required one month into the production of assembler while to develop the run-time environment 2 senior programmers will be required for the first two months and only one senior programmer for the third month.

Each project can typically be implemented through many process plans. A process plan specifies how a product can be produced from its required resources but stops short of allocating resources and temporarily instantiating that plan. Furthermore, the process plan of a product does not specify how its required resources are acquired or produced. A complete process plan of a product \( p \) can be constructed by recursively merging \( p \) with the complete process plans of all products that are required by \( p \).

Among the set of resources required to produce a product under a process plan, some resources can be replaced by others. For instance, it might be possible to implement a process plan of a product by either 2 senior programmers and 3 junior programmers or 1 senior programmer and 6 junior programmers. The set of resources required under a process plan can be broken down to disjoint partitions \( T \) such that each resource is in the same partition as all other resources that is replaceable with. For each partition, the user can specify multiple mixes of resource allocation requirements (e.g. two senior programmers and 3 junior programmers vs. one senior programmer and 6 junior programmers). We denote the set of these mixes for all partitions of \( T \).

Definition 7: Process Plan
Let \( \Gamma \) be a process plan of project \( \Pi \) which produces \( p \). Then \( \Gamma = (\mathcal{H}, \mathcal{F}, \mathcal{I}, \mathcal{R}) \) s.t. \( \mathcal{R} \) is the names of resources required to implement \( \Pi \), \( \mathcal{F} = \bigcup \mathcal{F} \) is a set of disjoint partitions of \( \mathcal{R} \), designating substitutable resources, \( \mathcal{C} = \bigcup \mathcal{C} \) (C is a resource request) is the range of a \( 1 \)-to-\( \mathcal{F} \)-map \( \mathcal{I} \) where \( \forall \mathcal{F} \in \mathcal{F} \), \( \mathcal{I}(\mathcal{F}) \) denotes the alternative resource allocation requirements of a and \( \mathcal{C} = \bigcup \mathcal{C} \).

Each process plan can be implemented through many schedules. A schedule is characterized by:

1. determining which feature requirements (if any) have to be compromised (to avoid violating more important requirements such as missing a delivery deadline). We use \( \gamma \) to denote the actual level at which each feature requirement of a product is met in a schedule.
2. committing to a set of resource requirements among all alternative sets of resource requirements for each set of substitutable resources. We let \( \chi \) be the set of indices of the selected resource requirements.
3. committing to a set of resource allocations denoted by \( \eta \) to budget (allocate resources to) the process plan which the schedule implements; \( \xi \) is of the form \( \mathcal{C} \).

The duration and start time of a schedule can be derived from the resource requirement specification of that schedule [19]. Therefore these parameters need not be specified as independent variables.

Definition 8: Schedule

"Meeting the deadline is the most important feature requirement of a product under a rush mode" is a typical project independent heuristic that prefers the meeting of one feature requirement over the other if can not be met together. In contrast, \( h_i \) includes the heuristics that are specific to the project being planned/scheduled and is specified with the problem.

"A commitment point refers to the plan/schedule that exists before it is revised by making a new commitment."
Let $A$ be a schedule of $T$ and $p$ be the product of the project for which $T$ is a process plan. Then $A = \langle \tau(XW) \rangle \ s.t. \ \tau$ denotes the resource reservations of $R$ and is the range of $1$ into $R$ s.t. $b/k \rightarrow x_2$. $A$ is an ordered list of natural numbers where $\exists k \in \mathbb{N}$ s.t. $\tau \in \Omega (\tau(XW))$ (a product of $p$), and $\tau$ is an ordered list of natural numbers that denotes the actual level of meeting each feature requirement (i.e. $\exists k \in \mathbb{N}$ where $\tau \in k$).

Normally we are interested not only in the schedule that describes how $p$ is produced from its required resources but also the schedule of all intermediate products that need to be produced in order to develop the required resources of $p$. The complete schedule of $p$, $A_{\text{comp}}$, can be defined as the union of the schedule of $p$ and the complete schedules of all required products of $p$. This can be formally written as follows.

**Definition 9: Complete Schedule**

Let $A_p$ denote the present schedule of producing a product $p$.

Then $A_{\text{comp}} = A_p \cup A_{\text{comp}} \ s.t. \ \forall q \in p \exists q_k(q)$.

$A_{\text{comp}}$ can be constructed by starting from $p$ working back recursively and including the schedules of all resource requirements of $p$ that are of the type product.

**Definition 10: Product-Transitive-Closure (ptc)**

Let $R$ and $M_{\text{proc}}$ be as defined in definition 1 and $\zeta$ be a resource request. Then $\forall r(x) \in M_{\text{proc}} \ s.t. \ y < p \exists x \in (\zeta)$ and $\exists b \in p(x) \ s.t. \ y < b \exists x \in (\zeta)$.

The scheduling problem for a project consists of developing a schedule which is consistent. A project schedule is consistent if and only if it meets the resource requirements that are necessary to satisfy the feature requirements of the product of that project (e.g. $\Omega^2$). Since meeting the resource requirements of $p$ is tied to meeting the resource requirements of the resource that $p$ requires, then consistency needs to be measured across the complete schedule of $p$. A formal definition of the schedule of $p$ is provided below.

**Definition 11: Schedule Consistency**

Let $A$ be a schedule for project $\Pi$, $p$ be the product of $\Pi$, and $n \in \text{th}(x) \cup \text{th}(y)$ return the $i$-th element of list $x$. Then $A$ is consistent iff $\forall q \in p \exists x \in (\zeta)$ and $\exists b \in p(x) \ s.t. \ y < b \exists x \in (\zeta)$.

Although the goal of scheduling is to develop a consistent schedule, incremental scheduling in our framework can be characterized as a process that continuously refines a given schedule with the goal of achieving consistency. To guide this process, we need to measure the distance between the present schedule and the goal schedule during each problem solving iteration. The value that the evaluation function returns for a schedule can be interpreted as the consistency-distance (cd) of that schedule.

3. Cost/Benefit Model

This section describes an evaluation function for comparing alternative scheduling commitments, or evaluating part of a schedule. According to cost/benefit analysis, two alternatives can be compared on the basis of the cost to the project of budgeting each and also their benefit (degree to which each meets the requirements of the project). This implies that an alternative is preferred over another if it balances the satisfaction of a more important subset of resource requests with incurring a smaller cost overrun. The reason for using cost/benefit analysis to compare alternative scheduling commitments is that:

1. labor and raw material cost of budgeting different alternatives are not the same.
2. client requirements that can be satisfied under different alternatives are not the same.

Intuitively, the cost of a resource request to a project is defined as the expenses that is incurred on the project in an effort to satisfy that request. The cost of satisfying a resource request is a non-negative quantity and is expressed in dollars. Cost of a resource request depends on both the time window over which the request is made and the capacity requested. The input for estimating the cost of an alternative consists of the marginal cost of acquiring only such primitive resources as manpower, off-the-shelf hardware, and off-the-shelf software.

**Definition 12: Marginal cost of an unshared primitive resource**

Let the marginal cost of acquiring $q_d$ quantity of resource $p \in M_{\text{proc}}$ over a period $\Delta t$ when $q_d$ is already allocated to all other requests be denoted by $MC(p,q_d)$. In the case of the marginal cost of a shared resource, $q_s$ is irrelevant and therefore should be dropped from the formula because allocation does not reduce the availability. 

Benefits of a service request to a project is a measure of the importance of that request to the project. This importance is measured in terms of the feature requirements of the project product $p$ which will be met only if the resource request is satisfied. Intuitively, the input for estimating the benefit of a resource request includes:

1. the relative importance of meeting feature requirements of $p$.
2. for every feature requirement that can be compromised, the resources that will be saved if that feature requirement is compromised.

The focus of discussion in the remaining of this section will be on the four central questions of cost/benefit analysis: how to measure the cost, the benefit, cost and benefit, and how to use the conclusions from tradeoff analysis to make alternative selection and feature requirement relaxation.

3.1. Cost Function Definitions

This section is to describe how to measure the cost of a resource request, a schedule, a process plan, and a software project from primitive cost data.

Intuitively, cost of a project schedule is measured by the sum of the cost of all resource requirements that the project schedule does not meet. First the set of all resource requests that are not satisfied by the schedule is constructed. For each resource that is requested then all requests for that resource are correlated and then unified (correlation and unification are described in separate sections below). Ultimately, the cost of correlated and unified resource requests are summed to calculate the schedule cost.

**Definition 13: cost of satisfying a resource request $\zeta$**

if $\tau \in R_{\text{proc}}$ then $\frac{C(\tau)}{C(\tau)}$

else if $\tau \in R_{\text{proc}}$ then $\frac{\sum(C(\tau)q_d)}{C(\tau)q_d}$

else if $\tau \in R_{\text{proc}}$ then $\frac{\sum(C(\tau)q_d)}{C(\tau)q_d}$

**Definition 14: cost of any number of shared primitive resource $p$ over $\{t_q\}$**

$C(p,t_q) = MC(p,t_q)$

**Definition 15: cost of $q_d$ unshared primitive resource $p$ over $\{t_q\}$**

let $\mathbb{E}$ be the set of largest adjacent subintervals over $\{t_q\}$, $\mathbb{E}$ is the set of all subintervals of $\tau$ allocated over each subinterval is constant. Then $C(p,t_q) = \sum_{i \in \mathbb{E}} MC(p,t_q)$

Let $p$ be the product of a project $\Pi$, $\{t_q\}$ be the set of all process plans of $\Pi$. Then $

**Definition 16: cost of producing a product $p$**

Let $\Gamma(p)$ denote the set of all process plans of a product $p$. Then $C(p) = \min_{\{t_q\} \in \Gamma(p)}$.
Definition 17: cost of the i-th process plan of p
Let $A_T$ denote the set of all schedules of $\Gamma$ and $A_i$ be the
i-th schedule of a process plan $\Gamma$ of a product.
Then $C(i) = \min_A A_i | A_i \in A_T$.

Definition 18: cost of the i-th schedule $A_i$ of $p$
Let $A$ be a schedule for project $P$ and $n(A,D)$ return
the i-th element of ordered list $A$.

Define $C_p(A,D) = \sum_{i} C(i) \forall i \in [1..n(A,D)]$
$\forall A, D, p$, for $x \in D, D' \subseteq x$ where $D' \subseteq x$.

The definition shows that the cost of a schedule of a product is
measured recursively in terms of its required resources. Moreover,
since the above summation does not remove the duplicate resource requests,
the sum of a product or a shared primitive resource could exceed more
than once. We will discuss how this problem can be fixed in the following
subsection.

All cost functions exploit the correlation [19] between a set of
unsatisfied resource requests to ensure that the cost of the same shared
resource will not be counted more than once. Resource requests are also
transformed through unification. Unification involves translation of the
requests to the same resource to utilize its marginal cost. The translation
will result in reduction in the number of requests and also in minimization
of the cost to satisfy them. The analysis of this algorithm can be found in
[19].

3.2. Benefit Measurement

Benefit can be measured both locally and globally. Local measurement
of benefit refers to ruling on the importance of making a scheduling
commitment that benefits a product $p$ by the agent who is responsible
for $p$. In contrast, global measurement of benefit refers to ruling on the
importance of making a scheduling commitment by an agent who is not
responsible for $p$.

In general, the local authority to rule on benefit is provided when there is
a fair idea about the usefulness of a scheduling commitment to the
entire schedule, and also when there is not enough time to measure the
global usefulness of a scheduling commitment. In contrast, benefit is
measured globally when there is a great deal of uncertainty about the
global usefulness of a local scheduling commitment and also when there is
enough time to measure the global benefit.

3.2.1. Local Measurement of Benefit

The information needed to rule on the importance of a scheduling
commitment can be broken down to the following: (1) the difference in the feature
requirements of $p$ that can be met before and after the commitment has
been made, and (2) the penalty of not meeting each feature requirement of
$p$.

Definition 19: benefit of a project
Let $P$ be a project and $p$ be the product of that project.
The benefit $B(p) = \delta p.$

Definition 20: benefit of the i-th process plan of $p$
Let $B(i) = \max_{A \in A_T} C_p(A,D)$

Definition 21: benefit of the i-th schedule of a process plan $p$
Let $P$ be a project, $p$ be the product of $P$, $\Gamma$ be a process
plan of $P$, and $A$ be a schedule of $\Gamma$. Furthermore, let
* $x$ be the weight (penalty) of not meeting each $\Phi_i$ s.t.
  $\Phi_i \subseteq x$.
* $\Phi_i = X \subseteq (0,1)$ be such that $f(x) = 0 \text{ if } A \text{ does not}
  \text{ meet } x$.

Then $B(p,A) = \sum_{i} \Phi_i \times \Phi_i 
\text{ where } n$ is

The complexity of measuring the local benefit is $O(\delta p)$ where $n$

Example 3: Consider the specification of penalties and the ability of
the alternative process plans for developing the simulator in figure 2-1 to
meet its feature requirements as depicted in table 3-1. The column
headings of table 3-1 denote the feature requirements of the simulator and
the row headings denote alternative process plans as well the penalty of
not meeting each feature requirement.

<table>
<thead>
<tr>
<th>Simulator</th>
<th>month’s deadline</th>
<th>reliable</th>
<th>well documented</th>
<th>penalty</th>
</tr>
</thead>
<tbody>
<tr>
<td>production plan 1</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>.3</td>
</tr>
<tr>
<td>production plan 2</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>.4</td>
</tr>
<tr>
<td>penalty</td>
<td>.3</td>
<td>1</td>
<td>.3</td>
<td>.3</td>
</tr>
</tbody>
</table>

Table 3-1: Input for the Measurement of Local Benefit

To be able to fill out the rows that correspond to process plans 1 and 2,
the human expert needs to identify the resources and feature requirements
of those resources (if they are products) that are needed to be present in
order to meet each feature requirement of the simulator and then decide
whether those resources and resource features are provided under the
process plans that are being considered. Although human experts go
through this process in order to decide which process plan to choose, they
can consider only the features and resources that they believe are significant.
In accordance with this, we propose that $\sigma$ be specified only if $\Phi$ is
relevant and there are multiple $\Gamma$.

If each row heading (a fixed allocation of resources) can produce
multiple sets of feature requirement satisfaction alternatives, then
definition 21 has to be extended to find the alternative that yields the
highest benefit. For instance, if the expert attempts to specify that process
plan 1 can meet either the delivery deadline or the reliability feature but
not both, then two propagation paths need to be spawned at the simulator:
one assuming that only reliability will be met and the other assuming that
only delivery deadline will be met.

Definition 22: benefit of a resource request
Let $P$ be a project, $p$ be the product of $P$, $\Gamma$ be a process
plan of $\Gamma$, and $\xi$ be a new resource allocation. Then
$B(p,\xi) = B(p,A_\xi) - B(p,A)$

3.2.2. Global Measurement of Benefit

The main difference between global measurement of the benefit and the
local measurement of the benefit is that to measure the global benefit of the
data about the satisfaction of each product feature has to be propagated
until it reaches an agent who has the authority to make rulings on its
importance. Intuitively, this process is as follows:
1. start from $p$ and propagate the product features that are
satisfied recursively until a stopping point (e.g. product $p$) is
reached.
2. list all possible alternative sets of product features that can
be met.
3. choose one set by taking into consideration the preferences
of the agent who has authority over $p$.

The complexity of measuring the global benefit is discussed in [19].

3.3. Tradeoff Between Cost and Benefit

Definition 23: Consistency-Distance
Let $A$ be a schedule of $\Gamma$ (a process plan of $\Gamma$ which produces
$p$). Then $c_d(p,A) = \|A\| \times \text{cost} \times c_i$ is a weight.

The specification of $w$ has been left to the agent who has the authority

To make preference rulings over $p$ since different agents use different scales
in specifying the penalty of not meeting a product feature requirement.
4. Experiment Results

Our goal in conducting experiments was to study the feasibility of our cost-benefit approach. We compared the overall improvement in the schedule using our approach with the schedule that we started with in each case, and also analyzed the computational cost of evaluating a scheduling commitment (using our approach) in relation to other system components in a typical search-based scheduler.

Two groups of data were used to conduct these experiments. The data in each group sketched a multi-project organization that is engaged in the concurrent execution of three projects. The second group of data contained a greater degree of assembly and had a considerably larger search space. The data within each group was not randomly generated.

First, we conducted a total of 46 experiments and in each case we measured a number of parameters including the improvement in the quality of the final schedule in comparison to the quality of the seed schedule. This improvement was measured by comparing the cost of the seed schedule with that of the final schedule. In designing a seed schedule, our goal was to minimize the cost of each project at the cost of other resources. This implies that we considered "time" to be the most expensive resource. Moreover, in most experiments we assumed that the feature requirements are roughly equally important. As a result of this assumption, the choice of "which compromise to make next" were not transparent any longer during the scheduling.

Once we conducted all 46 experiments, we analyzed the results by measuring the correlation between the input and output parameters. In each case one or two input parameters were allowed to vary while all others were fixed. Among the output parameters, those that we believed were interesting were recorded and then the results were tabulated into a number of tables [19] such that each cell of a table averaged all experiments that satisfied its rows and column attributes. Below, we have included one of these tables. The budget overrun of individual resources were not accounted for since "cost" of the final schedule measured the combined effect of all of them. The use of an effective global measure in our case simplified the analysis.

Table 4-1 compares the effect of the two different groups of input on the output. The headings of the three middle columns conflict analyzer, action manager, and progress analyzer refer to the three components of NEGOPIRO used for conducting incremental heuristic search. Progress analyzer has implemented a simplified version of the evaluation function which has been described and is used to measure the consistency of a revised schedule (intermediate solution) at the end of each incremental search step. Table 4-1 shows that by increasing the overall size and the assembly nature of the problem, the time that is spent in the conflict analyzer, action manager, and the progress analyzer all increase. However, the rate by which the computational complexity of action manager and progress analyzer increase is smaller than the rate by which the computational complexity of conflict analyzer increases. This suggests that the cost-benefit analysis is not a bottleneck and therefore may be coupled with other scheduling strategies as well. A thorough analysis of our data and our experimental results can be found in [19].

5. Conclusion

In this paper, we have presented an evaluation function for search-based approaches to scheduling that lends itself to cost-benefit analysis to compare alternative scheduling commitments during the search process. The function was described in the framework of software manufacturing problem domain. Our work extended existing search-based approaches by providing a domain independent evaluation function which can (1) measure the global impact of a commitment on the entire schedule, and (2) evaluate commitments in distributed scheduling environments. A major advantage of our evaluation function is that by following the methodology of defining cost and benefit functions, it can be used to evaluate scheduling commitments in a variety of manufacturing domains.

We implemented a program called NEGOPIRO that uses our model to support the development and reactive revision of software plans/schedules. Our experimental results with NEGOPIRO program indicate that our approach to schedule evaluation can be efficiently implemented, and does not constitute the bottleneck (from a computational standpoint) in comparison to other parts of a typical search-based scheduler.
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<table>
<thead>
<tr>
<th>Group</th>
<th>AVG # of Operators</th>
<th>Time in Conflict Analyzer</th>
<th>Time in Action Manager</th>
<th>Time in Progress Analyzer</th>
<th>Quality Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group1</td>
<td>6</td>
<td>1.2</td>
<td>0.7</td>
<td>0.1</td>
<td>450%</td>
</tr>
<tr>
<td>Group2</td>
<td>19</td>
<td>3.1</td>
<td>1.1</td>
<td>0.2</td>
<td>260%</td>
</tr>
</tbody>
</table>

Table 4-1: The effect of the size of the problem on the speed and quality of the final schedule (time in minutes).