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#### Abstract

We propose PALM - a Portable sensor-Augmented vision system for Large-scene Modeling. The system is for recovering large structures in arbitrary scenes from video streams taken by a sensor-augmented camera. Central to the solution method is the combined use of multiple constraints derived from GPS measurements, camera orientation sensor readings, and image features. The knowledge of camera orientation allows for a linear formulation of perspective ray constraints, which results in substantial improvement of computational efficiency. The overall scene is reconstructed by merging smaller shape segments. Shape merging errors are minimized using the concept of shape hierarchy, which is realized through a "landmarking" technique. The features of the system include its use of a small number of images and feature points, its portability, and its low-cost interface for synchronizing sensor measurements with the video stream. The synchronization is achieved by storing the sensor readings in the audio channel of the camcorder. We built a hardware interface to convert RS232 signals to analog audio signals, and designed a software algorithm to decode the digitized audio signals back to the original sensor readings. Example reconstruction of a football stadium and three large buildings are presented and these results are compared with the ground truth.
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## Chapter 1

## Introduction

Imagine a tourist visiting an ancient architectural marvel, such as the Colosseum in Rome. He was so fascinated by its beauty that when he returned to his country, he wanted his fellow countrymen to share his experience by taking a virtual tour of the scene, a tour which would allow them to appreciate the architecture from any viewing position and viewing angle that they wished. Furthermore, being an enthusiastic but poor movie director, he also wanted to produce a film featuring human actors fighting with lions in the Colosseum, without the need to transport his entire film crew and equipment to Rome.

Such applications demand the knowledge of 3D measurements and visual appearance of the entire Colosseum. Unfortunately, there is no architectural blueprint available for such an ancient structure. It would be attractive to design a method that could recover the 3D scene without the need to refer to architectural blueprints. Such a method should be low cost, convenient, and have a portable data acquisition device.

One way to digitize the Colosseum is to use computer vision techniques. The advance of imaging technology has made light-weight camcorders affordable. The video captured by the tourist as he walked around the Colosseum may contain enough information for the 3D recovery of the scene.

The recovery of a large structure such as the Colosseum inherits the theories and algorithms as well as the difficulties faced in general shape reconstruction problems. In addition, large scene recovery faces new challenges that are not sufficiently addressed
in most computer vision literature.
A large scene has to be reconstructed by merging smaller shape segments. The accumulation and propagation of shape merging errors is one of the most difficult challenges in large structure recovery. The main motivating factor behind the approach adopted in this thesis for solving the merging error problem is the fact that, since images are formed by the combined effect of 3D shape and camera pose, knowledge of camera pose can be used to correct the overall shape.

A heading/tilt sensor was used to measure camera orientation, and GPS was used to measure camera positions. Image features like points and planes were specified through a graphical user-interface. These image features and the camera pose data were used to solve for a complete large structure. The output of the system is a texture-mapped 3D model of the scene.

Section 1.1 defines the problem that this thesis investigates. Section 1.2 discusses the related work in scene reconstruction. The problems associated with large structure recovery and the movitation for our solution concept are explained in Section 1.3.

### 1.1 Problem Definition

The objective of this research is to address the problem of reconstruction of large scenes from images. The solution must have the following features:

1. Ability to reconstruct the large 3D scene by accurately merging smaller shape segments through minimizing shape merging errors.
2. Ability to reconstruct the large 3D scene from camera views taken at ground level; no aerial views should be needed (unless rooftops are to be reconstructed).
3. The data acquisition device has to be low-cost and portable.

### 1.2 Related Work in 3D Shape Recovery

Approaches for shape recovery in the computer vision literature include those that use multiple cameras (i.e., stereo machines) and those that work on video sequences taken with a moving camera(s).

In general, stereo machines make use of known relative displacement and orientation of its cameras to reconstruct the 3D shape. Video-rate stereo machines that are capable of constructing 3D dynamic scenes have been developed [36]. Unfortunately, stationary stereo machines are not very effective in reconstructing distant scenes because of relatively short baselines due to physical constraints. A solution to the short baseline problem is to move the cameras by distances that are many orders of magnitude longer than the typical stereo baseline. In such cases, even using one camera is sufficient to reconstruct the 3D scene. Shape reconstruction problem from video sequences taken using a moving camera(s) is called the structure from motion problem in computer vision literature.

Structure from motion requires the point features to be tracked from frame to frame in the image sequence. Such tracking uses techniques in optical flow [35]. The displacement vector for each pixel in the image can be determined using various approaches: correlation [2], gradient [35, 42], spatio-temporal filtering [26], or regularization [35, 54]. For large image motion, multiresolution approaches are used to prevent local minima in the matching process [7,62, 68]. Adaptive window sizes [51] and quadtree splines [62] are used to treat different parts of the image with varying resolution. Affine flow or quadratic flow assumptions can be used to represent optical flow parametrically [7].

Recovering the camera relationships for 2 frames can be solved using methods such as the eight-point algorithm [41]. An essential matrix is estimated from at least eightpoint correspondences. The essential matrix can then be used to estimate the relative camera displacement and orientation. Recent advances in projective geometry-based formulations in vision have extended the method to uncalibrated cameras, using the fundamental matrix [43]. The eight-point algorithm can still be applied, and with
proper normalization, the stability of computation can be improved [31].
Structure from motion for multiple frames is, in general, a non-linear problem if euclidean reconstruction is desired [21, 22]. Approximations using linear projection models such as orthography, weak perspective and paraperspective turn the problem into bilinear. Methods like Factorization $[1,16,18,37,49,50,53,64]$ make use of these approximations. Results from Factorization can be used as initial solutions to a non-linear optimizer for refinement to the perspective solution. Recursive use of factorization can also lead to the recovery of perspective shape [13]. Other methods like Extended Kalman Filtering $[4,5,10,9,45,69,70]$ can also be used to perform structure from motion. Improved shape recovery can be achieved by having prior knowledge of camera motion [45]. For non-linear refinement using the LevenbergMarquardt optimizer, sparse matrix techniques can be used to improve computational efficiency [60].

Advances in projective geometry have also resulted in methods that reconstruct a shape by using linear algebraic techniques. However, the result is projective shape $[19,30,58,65]$. The projective results can be converted into euclidean if knowledge of scene geometry is available $[6,8,23,29,48]$, or if some of the camera parameters are known. In [33], it was shown that if the camera image plane has zero skew and an aspect ratio equal to one, euclidean reconstruction is possible even if the principle point and focal length are unknown.

### 1.3 Shape Recovery for Large Scenes

Most of the previous structure from motion methods were demonstrated to reconstruct small objects like toy models or a small part of a large object like a building. A large object is by definition one that cannot be completely seen by a single camera view. In many applications such as architectural modeling and large scale virtual reality systems, the complete shape of a large object has to be reconstructed by merging smaller shape segments.

A survey of the many methods of structure from motion reported in the liter-
ature showed that only a few systems were designed to reconstruct large scenes $[17,38,59,63]$. An automatic large scene reconstruction system requires feature tracking through long video sequences. This correspondence problem is difficult due to occlusion, varying illumination, and moving objects in the scene. Moreover, obtaining a complete large scene requires merging smaller shape segments. Shape merging is a non-trivial task due to the ambiguities in structure from motion.

### 1.3.1 Ambiguities in structure from motion

Given a video sequence, even one taken with a calibrated camera, it is impossible to recover the scale of a 3D object because an identical video sequence might possibly have been produced by imaging a similar object $\alpha$ times its size had the camera translation been $\alpha$ times the original. The scale ambiguity problem is illustrated in Fig.1.1. In order to recover the scale, at least some of the metric measurements of the 3D scene must be known. By the same argument, camera translation can only be recovered up to a scale factor.

It is also not possible to recover the absolute orientation of the 3D structure from a video stream. Only the relative orientation between the camera image plane and the object can be recovered.

### 1.3.2 Disambiguate shape segments for merging

When merging two shape segments, the relative scale and orientation between the shape segments have to be established and transferred. The relative scale can be fixed using the correspondence of at least two common points between the shape segments; the relative orientation can be fixed using at least three non-collinear correspondence points.

The transfer of scale and orientation in the shape merging process will result in shape merging errors. Fig. 1.2 illustrates an example of reconstruction of a large structure by merging smaller shape segments A,B,C,D,E. While locally consistent, small merging errors propagate through subsequent merges and result in large distortions
of the global shape.

### 1.3.3 Reduction of merging errors in structured large scenes

Merging errors can be reduced by imposing certain global constraints that extend over the whole scene. One method is to use geometrical primitives if the scene is relatively structured. For example, if the 3D scene comprises man-made structures like buildings, the overall shape of the buildings can be constrained to be rectangular blocks. This enforces a global shape constraint, which reduces the merging errors. Facade[17] is a successful system that adopts this approach. Geometrical primitives, such as rectangular blocks and prisms, are assigned manually to represent different parts of the structure as seen in the photographs. The projections of these geometrical shapes are displayed as graphical overlays, and the user interactively drags the image features of these projections to match the features in the photographs. In doing so, the proper 3D dimension, position and orientation of each geometrical shape is determined.

Another way to reduce merging errors is to use a panorama created by image mosaicing. Shape merging errors are implicitly reduced when creating the mosaic in which a certain scene feature like a plane can be used to constrain the shape solution. This approach was adopted by Shum et al.[59]. They demonstrated accurate reconstruction of the interior structure of buildings. Unfortunately, it is often very difficult to build an image mosaic covering the entire large structure. Construction of such a mosaic is often prohibited by various reasons including occluding objects, limited access, presence of moving vehicles or people, computational expense and storage requirements. It is therefore likely that many image mosaics are still needed and the problem of error accumulation through merging remains.

Teller's system $[14,15,47,63]$ made use of spherical image domes to reconstruct buildings in the scene. The idea is to position the system at various places in the 3D scene and take several thousand images which are tagged with camera pose data. 3D domes are created based on these images, and the buildings can be reconstructed by triangulation. The system is made automatic based on the assumption that the


Figure 1.1: Scale Ambiguity for Shape from Motion: Object A and Object B project identically in view 1 ; image of Object B in view 2 is identical to image of Object A in view 3 . When presented with views 1,2 , and 3 , it is not possible to tell whether the physical 3D object is A or B.


Figure 1.2: Shape segments A-E were imaged and constitute shape information units at low shape hierarchy. The overall reconstructed shape is formed by merging these shape segments. Merging error propagates and the recovered camera locations and orientations are affected accordingly.
building facade consists of horizontal and vertical lines. Although Teller's system achieves some automation, the disadvantages are that: the system can deal only with simple buildings; it uses expensive camera pose sensors (precise GPS and orientation sensors); it works only if camera position and orientation are all known; it is not portable; and it requires huge storage space and computational load.

### 1.3.4 Reduction of merging errors in arbitrary scenes using knowledge of camera pose

The above mentioned systems, however, are not very effective in reconstructing large unstructured scenes, such as natural terrains. These scenes cannot be represented by using simple geometrical primitives. The shape recovery needs to be done completely by using structure from motion techniques.

Structure from motion for a large environment has two conflicting considerations. On one hand, it is desirable to make sure that each camera view sees a large portion of the structure so that the requirement for shape merging is minimal. On the other hand, keeping the large portion of the structure in view limits the amount of camera translation that can be performed. Small camera translations, in turn, cause inaccuracies in structure from motion because of sensitivity to feature location errors. It is also likely that the ratio of object depth to viewing distance will be large, making linear projection models invalid. Popular structure from motion methods like Factorization [64] and Extended Kalman Filtering [5, 45] will give inaccuracies in these cases.

In order to do structure from motion precisely, one is frequently forced to reconstruct a small portion of the structure at a time. The small shape segments need to be merged to form the complete big structure, and merging errors have to be dealt with.

Referring to Fig. 1.2 once again, it is important to note that when the overall shape is distorted, the recovered camera locations and orientations are affected accordingly. This is not surprising because images are formed by the collective effect of 3D shape
point arrangement and camera pose.
Therefore, if some prior knowledge of camera pose is available, it can be used to correct the overall shape. This is the main motivating factor for our solution method. We use the Global Positioning System (GPS) to measure the camera position, and a heading/tilt sensor to measure the camera orientation. Compared with Teller's system [63], we use relatively inexpensive sensors and our data acquisition device is portable. The solver makes use of multiple constraints derived from these auxiliary sensors as well as image point and plane features specified through a graphical user-interface.

We named our system PALM - Portable sensor-Augmented vision system for Large-scene Modeling. Chapter 2 gives an overview of the PALM system. The data acquisition device and the data analysis methodology are described in Chapters 3 and 4, respectively. Chapter 5 presents the reconstruction results of a football stadium and three large buildings in a campus environment. The analysis of the effect of errors in orientation sensor measurements is given in Chapter 6, followed by the conclusion of the thesis in Chapter 7.

## Chapter 2

## The PALM System Overview

The PALM system is designed for the reconstruction of large 3D scenes. The idea is to let a person take video images with a sensor-augmented camcorder while walking around or within a large structure, and then use a computer to reconstruct the 3D structure using the sensor data and the images collected.

PALM's solution concept is to make use of multiple constraints derived from image point and plane features, camera orientation readings, and camera position measurements to reconstruct the overall large scene. The constraints alleviate the problem of merging errors caused by combining the smaller shape segments to form the complete large structure.

Section 2.1 describes PALM's system organization. An example of PALM's shape reconstruction process and the 3D reconstruction output is presented in Section 2.2.

### 2.1 System Organization

PALM's system diagram is shown in Fig. 2.1. The system comprises three functional modules: data acquisition; data extraction; and data analysis.

The data acquisition module consists of a camcorder, a camera orientation sensor, an interface for synchronizing the sensor readings with the video stream, and a GPS receiver for measuring camera position. The data extraction module digitizes the video stream into images and also decodes the orientation sensor readings that


Figure 2.1: The PALM system comprises the data acquisition module, the data extraction module, and the data analysis module. The input images to PALM are taken by moving around a large 3D scene. The output of PALM is the reconstructed 3D shape with texture-mapping. The rooftops are typically not reconstructed because they are invisible in the images taken at ground level. Parts of the scene that are obscured are also not reconstructed. GPS measurements are recorded manually. If automatic data-logging of GPS measurements is desired, the readings can be stored in the second audio channel of the camcorder (dotted lines in figure).
have been stored as audio signals. The data analysis module consists of a graphical user-interface and a solver. Point and plane features are specified through the userinterface. These features, together with GPS and camera orientation measurements, serve as input to the solver which reconstructs the entire shape. The output of the system is a texture-mapped 3D model of the large scene.

### 2.1.1 Data acquisition module

Three types of data are acquired: video images; camera orientation readings; and GPS measurements of camera positions.

A hand-held 8 mm camcorder (Sony TRV81) is used to acquire images. The focal length used was 4.1 mm . The camcorder has image resolution of 480 X 640 , full angle of view of $40^{\circ}$, and radial distortion parameter $\kappa$ equal to $3 \times 10^{-3}$. Automatic exposure is turned on but no zooming is used during image acquisition.

A heading/tilt sensor is attached to the camcorder to measure the camera orientation. The sensor has a heading accuracy of $\pm 2.5^{\circ}$ RMS and a tilt (roll and pitch) accuracy of $\pm 0.5^{\circ}$ RMS. A hardware interface is built to synchronize the sensor readings with the video stream by frequency-modulating the sensor readings and recording them in the audio channel of the camcorder.

A GPS receiver operating in differential mode ${ }^{1}$ is used to measure camera translation. The error standard deviation is in the order of 30 cm , depending on the visibility of satellites and severity of multipath interference. For the GPS, measurements are recorded manually, because of the complexity of the set up (a differential mode GPS with a phone link to the base station was used). If a standalone GPS had been used, the second audio channel of the camcorder could have been utilized to record the GPS measurements.

[^0]
### 2.1.2 Data extraction module

The video and audio signals recorded by the camcorder are digitized into a movie file. This process preserves the synchronization of audio and video signals in the digital domain. Digital images and audio signals are then extracted from the movie file. A software decoder is used to convert the audio signals back into the sensor readings, which will be tagged with the corresponding image frame number. The camera orientation data as well as the images are passed to the data analysis module.

### 2.1.3 Data analysis module

The data analysis module consists of the graphical user-interface and the solver. Points, point correspondences, planes and plane directions are specified through the user-interface. These image features, together with camera orientation and GPS data, serve as the input to the solver.

## Specification of image features

The principle employed in the PALM system is to achieve the best possible results by a prudent division of work between human and computer. Human input is required to specify feature points, point correspondences across images, as well as specifying planar points and/or planar relative orientation within an image. This is the task that a human operator can perform very efficiently with an appropriate user-interface. Automatic methods will face problems under unpredictable lighting condition, occlusion, and large frame-to-frame image feature movement.

While human input is required in our system, no tweaking should be needed. Furthermore, unlike interactive systems like $F A C A D E[17]$, human input is required only at the beginning of the entire shape reconstruction process. A non-interactive system has the advantage that the system can be more readily automated in future if reliable feature extraction and tracking techniques are available. Furthermore, the user input is not biased by too much pre-conceived interpretation of the scene.

## Solver

PALM solves for the complete structure as one linear system followed by a non-linear optimizer. The constraints required for the solution are derived from the camera orientation sensor measurements, GPS measurements, and image point and plane features.

Both camera orientation sensor and GPS give absolute readings and so there is no problem of drift in these measurements, thus making them ideal for constraining the overall reconstructed shape which will otherwise be affected by the propagation and accumulation of shape merging errors.

The output of PALM is a texture-mapped 3D model of the large scene.

### 2.2 Example of Shape Reconstruction Process

This section illustrates an example of the process involved in obtaining the 3D model of a large scene using PALM. The step-by-step procedures of the entire process are shown in Fig. 2.2 (data acquisition), Fig. 2.3 (data extraction and image feature specification), and Fig. 2.4 (3D shape solver).

### 2.2.1 Example scene

The scene used for this illustration is the University Center in the CMU campus. The building has plan view dimensions of 434 X 351 ft (see Fig. 2.7, circular marks in the figure represent ground truth points that would be used in evaluating the accuracy of reconstruction). The building has a curved surface. For this particular reconstruction example, the curved surface is approximated using piece-wise planar representation ${ }^{2}$.

[^1]

Figure 2.2: Data acquisition procedure


Figure 2.3: Data extraction and image feature specification procedure


Figure 2.4: 3D shape solver procedure

### 2.2.2 Data acquisition and extraction

A total of 19 images were taken using the sensor-augmented camcorder by walking around the structure. The 19 images comprised 16 detailed views of the structure and 3 views that contained less detailed but larger portions of the structure (Appendix B shows these 19 images). Camera orientation was measured using the heading/tilt sensor. For this example, GPS readings were not taken.

### 2.2.3 Image feature specification

For each image, points, point correspondences, planes and plane relative orientation were specified using the graphical user-interface (Fig. 2.5) through the following procedure:

1. Point feature specification:

Click the $<\mathrm{Pt}$ Feature $>$ button, then click on the feature location in the image. If desired, zoom in by clicking <Zoom> to specify the points more accurately.
2. Point correspondence specification:

Click the $<$ Pt Corresp $>$ button, then click the pair of corresponding feature points, one on the left image and one on the right image.
3. Plane and relative planar orientation specification:

Click the < Draw Pgon> button, then click the corners of the plane to form a polygon. The vertices of this polygon will be treated as points on a plane by the solver. Click on one of the buttons < Grouped Pts on X Plane>, <Grouped Pts on Y Plane> and < Grouped Pts on Z Plane> (after grouping the set of vertices of the polygon and any other points that fall on the same plane) to specify the orientation of the plane with respect to the building coordinate frame that is arbitrarily defined by the user ${ }^{3}$. The polygons clicked for the specification of planes will also be used for texture mapping purposes.

[^2]4. Specify a pair of horizontal lines and a pair of vertical lines in one view of the building (the graphical user-interface for specifying lines is not shown in Fig. 2.5). These lines will be used to estimate the camera orientation with respect to the building coordinate frame $\left(R_{C}^{B}\right)$. Since the camera orientation with respect to the earth frame $\left(R_{C}^{E}\right)$ is given by the camera orientation sensor, the orientation of the building coordinate frame with respect to the earth frame $\left(R_{B}^{E}\right)$ can be estimated using 2.1.
\[

$$
\begin{equation*}
R_{B}^{E}=R_{C}^{E}\left(R_{C}^{B}\right)^{-1} \tag{2.1}
\end{equation*}
$$

\]

The polygons shown in Fig. 2.8 were examples of the planar surfaces specified by the user. As each image viewed a small shape segment of the entire structure, the complete shape had to be reconstructed by merging the shape segments. Common points, for example, A and B (see Fig. 2.8), were used to merge the first and the second shape segments through the specification of point correspondences using the graphical user-interface. The entire structure was formed by chaining together the remaining shape segments (including the first and last, in which the merging was performed using the common points C and D ) in a similar manner.

### 2.2.4 Shape solver and the reduction of merging errors

The shape solver comprises a linear solver and a non-linear optimizer (see Fig. 2.4 for the detailed specification of input and output variables). The shape solution process is initiated by pressing the $<$ Calc Shape $>$ button in the Solvers menu of the graphical user-interface (Fig. 2.6).

Without paying attention to the shape merging errors, the reconstructed result was as shown in Fig. 2.9(b). The misalignment of the two protruding segments of the building (indicated by the arrows) was due to the fact that one of the planes specified had its normal almost perpendicular to the optical axis. A slight error in the specification of the corners of the polygon resulted in large errors in the reconstructed is the world coordinate frame used by the solver) will be determined using a view (augmented with camera orientation sensor measurement) of the building containing horizontal and vertical lines.


Figure 2.5: The graphical user-interface for the specification of image features.


Figure 2.6: The graphical user-interface for the initiation of shape solution process.
shape. It should be noted that the misalignment error propagates to the other parts of the recovered structure. For example, the reconstructed curved surface was shifted to the left (Fig. 2.9(b)).

Because of the use of a camera orientation sensor, PALM was able to minimize the shape errors using a technique called landmarking. A few views (in this case, 3), each containing more than one shape segment were taken. These views are called "landmark views". Points in landmark views covering some of the shape segments were specified and their correspondences established with the feature points in the detailed views. One of these landmark views is as shown in Fig. 2.9(d). The arrows indicate the feature points selected. These points were used to constrain the relative scale and positioning of the shape segments affected.

The final reconstructed result showed a reduction in the misalignment (Fig. 2.9(e)). Fig. 2.9(f) illustrates the reconstructed shape with the recovered camera locations displayed. For this example, the peak shape point error was 17 ft (equivalent to $1.1 \%$ of the perimeter of the plan-view bounding box, or $3.1 \%$ of the diagonal of the 3 D bouding box of the reconstructed shape).

The above illustrates a process of shape reconstruction using PALM. It will be shown in Chapter 5 that shape errors can be more significant than what was shown in this example, and landmarking can be used to fix these errors.

Two other important aspects of PALM are not shown in the above example: one is the use of camera position constraints (derived from the use of devices such as GPS receivers) to alleviate the overall shape errors; the other is the use of PALM in reconstructing unstructured scenes (i.e., scenes that are not made up of geometrical primitives like planes). These two capabilities of PALM will be demonstrated in the results in Chapter 5.


Figure 2.7: Plan view of the structure with dimensions $434 \times 351 \mathrm{ft}$


Figure 2.8: The first, second and last of the 14 shape segments that form the complete structure. Polygons that represent planes are drawn through the graphical user-interface. Common points between shape segments are also specified using the interface. Between (a) and (b), the common points are points A and B. Between (a) and (c), the common points are points C and D. These common points are used to merge the shape segments.


Figure 2.9: (a) Plan View of Reconstructed Structure. (b) Two portions misaligned in the reconstructed shape. Misalignment error propagates, resulting in the shift of the curved surface to the left. (c) Cause of the misalignment: plane normal almost perpendicular to optical axis. (d) The landmark view used to fix the misalignment problem. (e) Misalignment reduced after using landmarking. (f) The reconstructed shape and camera pose.

## Chapter 3

## Data Acquisition and Extraction

PALM acquires imagery as well as camera pose data. The images are used for two purposes: for the specification of points and plane features through the graphical user-interface; and for texture-mapping the final 3D reconstructed shape. Camera orientation data are needed to provide constraints as well as to improve the computational efficiency (see Section 4.2.1) in the shape recovery process. Camera position information is used to constrain the overall reconstructed shape.

One problem of using auxiliary sensors is how to synchronize the sensor readings with the video stream. For the orientation sensor, PALM stores the readings in the audio channel of the camcorder. A hardware interface is built to convert RS232 signals from the orientation sensor into audio signals. A software decoder is used to convert the audio signals back into the original sensor readings.

The GPS measurements were recorded manually instead of using the second audio channel of the camcorder. No automated data logging was performed due to the complexity of the set up (the GPS receiver works in differential mode with a phone link to the base station).

Another problem of using auxiliary sensors is the issue of calibrating the transformation matrix required to align the sensor coordinate frame to the image plane coordinate frame.

The orientation sensor gives the heading output by measuring the earth's magnetic


Figure 3.1: Example view that contains pairs of horizontal and vertical lines of a building that is used as a calibration object
field ${ }^{1}$, and the roll and pitch readings by using gravity. Such orientation measurements need to be related to the image plane by a rotation matrix. The calibration of this matrix is done by using a calibration object that contains horizontal and vertical lines, such as the facade of a building (Fig. 3). PALM uses the earth coordinate frame (the orientation sensor sensor readings are given with respect to the earth coordinate

[^3]frame) as the reference frame for scene reconstruction. GPS measurements need to be calibrated to refer to this reference frame. The calibration of GPS measurements to earth frame is done by registering the GPS data with a set of camera locations expressed in the earth coordinate frame. These camera locations can be reconstructed from a shape and camera motion recovery process.

Section 3.1 illustrates the physical set up of PALM's data acquisition device. Section 3.2 describes the orientation sensor output specifications. The synchronization and calibration issues are discussed in Sections 3.3 and 3.4 respectively. The GPS to orientation sensor calibration is explained in Section 3.5, followed by a summary of the chapter in Section 3.6.

### 3.1 Portable Data Acquisition Device

PALM has a portable data acquisition system (see Fig. 3.2, GPS antenna not shown). The camcorder is mounted on top of a box that contains a camera orientation sensor and a hardware interface to synchronize the sensor readings with the video stream.

### 3.2 Orientation Sensor Output Specifications

A heading/tilt sensor (manufactured by Precision Navigation, Inc., model TCM280 , costs $\$ 1200$ ) is used to measure the orientation of the camera. The sensor gives heading readings by measuring the earth's magnetic field. The roll and pitch readings are measured using the earth's gravity. The error specifications of the sensor are tabulated in Table 3.1. The heading accuracy deteriorates as the sensor is being tilted. For the experiments performed in this thesis work, the magnitude of the tilt angle did not exceed $55^{\circ}$ during data acquisition. As such, the heading errors was assumed to be $\pm 2.5^{\circ}$ and the roll and pitch errors $\pm 0.5^{\circ}$.

The output of the heading/tilt sensor is an ASCII bit stream transmitted as RS232 signal, at a baud rate of $1200 \mathrm{bits} / \mathrm{sec}$. The following is an instance of the output of the sensor for an orientation reading of (heading $339.5^{\circ}$, pitch $2.6^{\circ}$, roll $-0.9^{\circ}$ ), with


Figure 3.2: The Data Acquisition System of PALM

|  | Accuracy | Repeatability |  |
| :--- | :--- | ---: | :---: |
| Heading | when tilt is <br> smaller than $\pm 55^{\circ}$ | $: \pm 2.5^{\circ} \mathrm{RMS}$ | $\pm 0.6^{\circ}$ |
|  | when tilt is <br> bigger than $\pm 55^{\circ}$ <br> and smaller than $\pm 80^{\circ}$ | $: \pm 3.5^{\circ} \mathrm{RMS}$ |  |

Table 3.1: Orientation sensor errors: heading accuracy deteriorates as sensor is being tilted.
a check sum of 43 :
\$C339.5P2.6R-0.9*43
The sensor is configured to output a continuous stream of sets of heading, pitch and roll readings, with the ASCII characters " $\$ \mathrm{C}$ " and the check sum preceding and ending each set respectively.

### 3.3 Synchronization of Orientation Sensor Output with Video Stream

PALM synchronizes the heading/tilt sensor output with the video stream by storing the sensor readings in the audio channel of the camcorder.

I built a hardware encoder to convert RS232 signal from the sensor into an analog audio signal which will be recorded in the audio channel of the camcorder. After acquiring the data, the camcorder audio and video play-back is digitized into a movie file. In this way, the synchronization of audio and video is preserved in the digital domain. A software decoder is used to decode the digitized audio signal back into the original sensor readings.

### 3.3.1 Hardware encoder to convert sensor readings to audio signals

The circuit diagram of the hardware encoder is shown in Fig. 3.3. Sensor output readings are frequency-modulated into analog audio signals.

The RS232 driver/receiver (MAX232A) converts the sensor output signal to TTL level. An analog switch (CD4066) is turned on or off depending on the output of MAX232A. When the analog switch is turned on (off), it increases (decrease) the capacitance at the input to the oscillator (implemented using 74HC14AP Hex Schmitt Trig Inv) and that increases (decreases) the time constant, thus making the oscillator output switch to a lower (higher) frequency. In this system, 3 KHz is used to represent HIGH bits in the sensor output whereas 4 KHz is used to represent LOW.

The oscillator output is passed through a voltage divider to reduce its amplitude to approximately 1 v p-p, and then go through a low pass filter before it gets stored as analog audio signal in the camcorder.

An example of the hardware encoder output waveform is shown in Fig. 3.4. High bits in the RS232 signal are represented as audio signals of 3 KHz ; low bits are represented as 4 KHz .

The values for the resistors and capacitors are: $\mathrm{Ro}=20 \mathrm{~K} \Omega$ variable resistor, R 1 $=20 K \Omega, \mathrm{R} 2=2 K \Omega, \mathrm{R} 3=2 K \Omega, \mathrm{R} 4=4 K \Omega, \mathrm{R} 5=100 K \Omega, \mathrm{R} 6=100 K \Omega, \mathrm{C} 1$ $=0.0047 \mu F, \mathrm{C} 2=0.01 \mu F, \mathrm{C} 3=0.0047 \mu F, \mathrm{C} 4=0.01 \mu F, \mathrm{C} 5=0.1 \mu F$.

### 3.3.2 Software decoder to extract sensor readings from audio signals

A commercially available digitizer was configured to produce a movie file that combines the analog audio and video input signals. This implicitly synchronizes the audio and video signals in the digital domain.

In PALM, movie files are digitized from video streams and audio signals that carry the frequency-modulated sensor readings. Digital images and audio signals are then extracted from these movie files.

PALM decodes the audio signals using an algorithm (Fig. 3.5, Fig. 3.6) that is based on correlation. The correlation method is used because it corresponds to match filtering which maximizes the output signal to noise ratio [67]. The digitized audio signal is correlated with two stored templates: one corresponding to the output of the hardware encoder when its input is HIGH; and the other one corresponding to the output when its input is LOW. These templates were collected during the building of the hardware encoder circuit, windowed (we used a Blackman window) [52] and stored in digital form.

Correlation results using both templates are compared and the one with larger correlation value is declared the winner and a 1 or 0 is output accordingly. This correlation decision (1 or 0 ) is pushed onto a Correlation Decision Queue (CDQ).

The "bit stream" in CDQ is not to be confused with the ASCII bit stream. Rather, it is the sampling of the ASCII bit stream. Each ASCII bit is coming at 1200 baud rate from the orientation sensor. These bits are converted into analog audio, stored and later digitized using a sampling rate of 44.1 KHz . Therefore, each ASCII bit is represented by $44100 / 1200=36.75$ sample points in the CDQ.

The CDQ is segmented automatically into contiguous ones and zeros. Based on the sample count in each contiguous segment, the number of ASCII bits (either all ones or all zeros) represented in that segment is obtained by dividing the sample count by 36.75 and rounding off to the nearest integer. An ASCII bit stream that should be logically identical to the sensor output is recovered this way.

The remaining task is to look for the beginning bit of the first set of heading, roll and pitch readings in the ASCII bit stream. This is a simple task because each set of the orientation sensor output is sandwiched between the ASCII characters " $\$ \mathrm{C}$ " and the check sum preceded by the character ${ }^{\prime *}$, as was shown in Section 3.2. We scan the CDQ for the first occurrence of " $\$ \mathrm{C}$ ", and decode the ASCII codes that follow. The checksum is used to detect any error in the decoding.

### 3.4 Calibration of Orientation Sensor to Camera Image Plane

The heading/tilt sensor has a magnetometer that measures the heading with respect to the earth's magnetic field, and an inclinometer that measures the roll and pitch. The heading/tilt sensor and the camera image plane are related by a fixed transformation (Fig. 3.7). The relative rotation $R_{S}^{C}$ between the sensor and camera image plane needs to be calibrated so that the camera's image plane orientation can be deduced from the heading/tilt readings.

Refering to Fig. 3.7, we have

$$
\begin{equation*}
R_{S}^{E}=R_{B}^{E} R_{C}^{B} R_{S}^{C} \tag{3.1}
\end{equation*}
$$

In (3.1), $R_{S}^{E}$ is known (given by the orientation sensor readings), and $R_{C}^{B}$ can be calculated if the scene contains pairs of horizontal lines and vertical lines (see Appendix A). $R_{B}^{E}$ and $R_{S}^{C}$ are unknown, and $R_{S}^{C}$ is the rotation matrix to be calibrated.

A building is chosen as a calibration object. The horizontal lines and vertical lines of the building are used to estimate $R_{C}^{B}$ for each camera view taken with orientation sensor readings $R_{S}^{E}$.

A collection of sets of $R_{S}^{E}$ and $R_{C}^{B}$ is substituted into (3.1), and the downhill simplex method [56] is used to solve for $R_{B}^{E}$ and $R_{S}^{C}$.

It should be pointed out that $R_{B}^{E}$, which represents the orientation of the calibration object with respect to the earth coordinate frame, is recovered as a by-product of the calibration process.

Once $R_{S}^{C}$ is known, the camera image plane orientation with respect to earth coordinate frame can be deduced using

$$
\begin{align*}
R_{C}^{E} & =R_{S}^{E} R_{C}^{S}  \tag{3.2}\\
& =R_{S}^{E}\left(R_{S}^{C}\right)^{-1}
\end{align*}
$$

### 3.5 GPS Measurements

A GPS receiver operating in differential mode is used to measure camera translation. The error standard deviation is in the order of 30 cm , depending on the visibility of satellites and severity of multipath interference.

GPS measurements of camera locations are recorded manually. Manual recording is feasible because the video is captured at discrete locations.

The GPS coordinates are transformed to the orientation sensor coordinate frame by making use of the recovered camera positions from a shape reconstruction process. The shape is reconstructed and transformed to refer to the sensor coordinate frame. The same transform applies to the recovered camera positions. The alignment of these positions with prior measurements of GPS gives the rotation matrix required to transform GPS to the orientation sensor coordinate frame.


Figure 3.3: The Encoder Circuit

### 3.6 Summary

PALM requires multiple constraints derived from image features, camera orientation readings, and GPS measurements to reconstruct a large scene. A portable data acquisition device that comprises a camcorder, an orientation sensor, and an interface that synchronizes the sensor output with the video stream was developed.

The recording of GPS measurements was done manually, although if a standalone GPS had been used, the second audio channel of the camcorder could have been utilized to store the GPS readings.

The calibration of orientation sensor to image plane requires the use of a calibration object that contains horizontal and vertical lines. The calibration of GPS to orientation sensor coordinate frame was done through a shape reconstruction process.

In the next chapter, the way the data are analyzed by PALM to produce a reconstruction of a large shape will be discussed.


Figure 3.4: Sound wave output from encoder: 3 KHz represents HIGH bits, 4 KHz represents LOW bits. The duration of 3 KHz and 4 KHz waves is proportional to the number of HIGH bits and LOW bits respectively.


Figure 3.5: The Software Decoder: part 1


Figure 3.6: The Software Decoder: part 2


Figure 3.7: The relationship among camera, sensor, scene and earth coordinates

## Chapter 4

## Data Analysis

Images and camera pose data serve as the input to PALM's data analysis module (Fig. 2.1). The images are used as input to a graphical user-interface for the specification of points, point correspondences, planes, and/or planar relative orientation. These image features, together with the camera translation and orientation measurements, are used to recover the overall large scene by merging smaller shape segments. The main focus of the design of PALM's data analysis method is on the reconstruction of an accurate overall shape by the reduction of shape merging errors.

Conceptually, PALM's ability to reduce merging errors is due to the use of camera pose sensors. Knowledge of camera positions constrains the overall shape, whereas knowledge of camera orientation makes a technique that is called landmarking feasible. Landmarking is instrumental in removing large shape merging errors, as will be shown in the shape reconstruction results in Chapter 5.

In practice, PALM's ability to reduce merging errors is realized efficiently by a linear formulation of ray constraints, made possible by the use of the camera orientation sensor. The constraints provided by the knowledge of camera orientation also allows the reconstruction of a large scene by using a small number of images and image features, compared with the data volume that would be required if camera orientation is unknown.

The constraints are combined so that the entire large structure can be solved as a linear system. The output of the linear solver provides initial estimates that will be
refined by a non-linear optimizer.
Section 4.1 describes the roles played by the different types of input data to PALM. The solver is presented in Section 4.2. The use of the solver in tackling large scene reconstruction problems is explained in Section 4.3. An example reconstruction of a large scene is presented in Section 4.4.

### 4.1 Input Data

The input to PALM's data analysis module comprises images, point and plane features, camera orientation readings, and camera position measurements.

### 4.1.1 Images

The images are used for two purposes: as input to the graphical user-interface for feature selection and correspondence; and for texture-mapping the reconstructed 3D shape.

### 4.1.2 Feature selection and correspondence

The feature selection and correspondence is done through a graphical user-interface, as was illustrated in Chapter 2, Section 2.2. Points, points correspondences, planes and plane directions are specified by the user. The point and plane features serve as constraints for the shape solution.

### 4.1.3 Camera orientation measurements

A heading/tilt sensor is used to measure camera orientation. The orientation sensor serves two purposes: to simplify the shape solution process by enabling the linear formulation of points, planes and GPS constraints; and as constraints for the recovered shape orientation.

### 4.1.4 Camera position measurements

Camera positions are measured using a GPS receiver. The GPS serves as constraints for the reconstruction of the overall large scene.

### 4.2 The Constraints-based Solver

The PALM solution method consists of two solvers: linear and non-linear. The linear solver provides initial solution estimates which serve as input to the non-linear solver.

### 4.2.1 Linear ray constraints

The use of the heading/tilt sensor achieves computational efficiency for the solution of the 3D shape. In particular, it allows the linear formulation of perspective ray constraints.

Ray constraints for all points in images are written using the familiar perspective projection equations (4.1) and (4.2):

$$
\begin{align*}
& \frac{l\left(\mathbf{p}_{p}-\mathbf{t}_{f}\right) \cdot \mathbf{i}_{f}}{\left(\mathbf{p}_{p}-\mathbf{t}_{f}\right) \cdot \mathbf{k}_{f}}=u_{f p}  \tag{4.1}\\
& \frac{l\left(\mathbf{p}_{p}-\mathbf{t}_{f}\right) \cdot \mathbf{j}_{f}}{\left(\mathbf{p}_{p}-\mathbf{t}_{f}\right) \cdot \mathbf{k}_{f}}=v_{f p} \tag{4.2}
\end{align*}
$$

where
$l \quad$ is the camera focal length (known),
$\mathbf{p}_{p} \quad$ is the $p^{\text {th }}$ shape point vector ( $3 \times 1$, unknown),
$\mathbf{t}_{f}$ is the camera translation vector for the $f^{t h}$ frame (unknown if GPS not available),
$\mathbf{i}_{f} \quad$ is the camera horizontal axis direction vector for the $f^{t h}$ frame (measured),
$\mathbf{j}_{f} \quad$ is the camera vertical axis direction vector for the $f^{t h}$ frame (measured),
$\mathbf{k}_{f} \quad$ is the camera optical axis direction vector for the $f^{t h}$ frame (measured),
$u_{f p}$ is the horizontal image coord of $p^{t h}$ point in the $f^{t h}$ frame (known),
$v_{f p}$ is the vertical image coord of $p^{t h}$ point in the $f^{t h}$ frame (known).

Equations (4.1) and (4.2) can be re-written respectively as:

$$
\begin{align*}
& \left(\mathbf{l}_{f}-u_{f p} \mathbf{k}_{f}\right) \cdot \mathbf{p}_{p}=\left(l_{\mathbf{i}_{f}}-u_{f p} \mathbf{k}_{f}\right) \cdot \mathbf{t}_{f}  \tag{4.3}\\
& \left(l_{\mathbf{j}_{f}}-v_{f p} \mathbf{k}_{f}\right) \cdot \mathbf{p}_{p}=\left(l \mathbf{j}_{f}-v_{f p} \mathbf{k}_{f}\right) \cdot \mathbf{t}_{f} \tag{4.4}
\end{align*}
$$

Assume that frame $f$ sees a total of $c(\geq 2)$ shape points. These $c$ points can be concatenated into a $3 c \times 1$ shape vector $\mathbf{x}_{f}=\left(\mathbf{p}_{1}^{T} \mathbf{p}_{2}^{T} \mathbf{p}_{3}^{T} \mathbf{p}_{4}^{T} \ldots \mathbf{p}_{c}^{T}\right)^{T}$.

Collecting all points in frame $f$, one can use (4.3) and (4.4) to construct the linear equation

$$
\begin{equation*}
B_{f} \mathbf{x}_{f}=A_{f} \mathbf{t}_{f} \tag{4.5}
\end{equation*}
$$

where $B_{f}$ is a $2 c$ by $3 c$ matrix and $A_{f}$ is a $2 c$ by 3 matrix.
The camera translation vector $\mathbf{t}_{f}$ can be written as

$$
\begin{equation*}
\mathbf{t}_{f}=\left(A_{f}^{T} A_{f}\right)^{-1} A_{f}^{T} B_{f} \mathbf{x}_{f} \tag{4.6}
\end{equation*}
$$

Vector $\mathbf{t}_{f}$ is therefore a linear combination of the elements of the shape vector $\mathbf{x}_{f}$. (4.5) is now written as

$$
\begin{equation*}
\left(B_{f}-A_{f}\left(A_{f}^{T} A_{f}\right)^{-1} A_{f}^{T} B_{f}\right) \mathbf{x}_{f}=0 \tag{4.7}
\end{equation*}
$$

Since PALM is equipped with a camera orientation sensor, $\mathbf{i}_{f}, \mathbf{j}_{f}$ and $\mathbf{k}_{f}$ can be derived from sensor readings. The fixed focal length is also known through camera internal parameter calibration. Therefore, the matrices $A_{f}$ and $B_{f}$ in (4.7) are completely specified. However, each image feature point gives 2 equations, so there are $2 c$ equations with $3 c$ unknown variables in the shape vector $\mathbf{x}_{f}$. (4.7) is therefore underdetermined. By deriving additional constraints from point correspondences for all frames, (4.7) can be padded to form an overdetermined system of equations ${ }^{1}$. Therefore, by collecting all frames, all points and point correspondences, (4.7) can be used to form a large linear system for the solution of the complete shape vector $\mathbf{x}$, where

[^4]x is the column vector comprising all 3D shape points (i.e., formed by concatenating the non-repeating points of $\mathbf{x}_{f}$, for all $f$ ).

It should be noted that the camera translation vectors $\left\{\mathbf{t}_{f}\right\}_{f \in a l l}$ frames are not included in the solution vector. However, they can be recovered using (4.6) once x is found.

### 4.2.2 Linear planar constraints

In some cases, additional constraints are available to be added to the linear system for the solution of the complete shape vector x . For example, if a scene contains special features like planar configurations, planar constraints can be written.

Man-made objects like buildings usually have planar facades. In most cases, these surfaces are perpendicular to each other. For such scenes, it is easy for a user to specify the plane directions based on the building coordinate frame.

For example, for planes in one orientation, the plane normal can be assigned $\mathbf{n}_{1}=\left[\begin{array}{lll}1 & 0 & 0\end{array}\right]^{T}$. For other planes perpendicular to $\left[\begin{array}{lll}1 & 0 & 0\end{array}\right]^{T}$, their normals can be $\mathbf{n}_{2}=\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]^{T}$ or $\left[\begin{array}{lll}0 & 1 & 0\end{array}\right]^{T}$. If, in addition, the camera orientation with respect to building frame is known, the 3D coordinates of these planar points can be recovered up to a scale ambiguity.

However, a scene may consist of different buildings. It is therefore necessary to use a common reference frame in order to refer to all planar directions. In PALM, the earth frame is chosen as the common reference frame (the heading/tilt sensor readings are measured with respect to this earth frame). The plane normal vectors $\mathbf{n}$ can be transformed to refer to this earth frame using

$$
\begin{equation*}
\mathbf{n}_{i}^{E}=\left(\mathbf{n}_{i}^{T} R_{B}^{E}\right)^{T}, \quad 1 \leq i \leq 2 \tag{4.8}
\end{equation*}
$$

where $R_{B}^{E}$ is the building orientation w.r.t. earth.
$R_{B}^{E}$ can be obtained from the following equation:

$$
\begin{equation*}
R_{B}^{E}=R_{S}^{E} R_{C}^{S}\left(R_{C}^{B}\right)^{-1} \tag{4.9}
\end{equation*}
$$

where $R_{S}^{E}:$ sensor orientation w.r.t. earth,
$R_{C}^{S}$ : camera orientation w.r.t. sensor,
$R_{C}^{B} \quad$ : camera orientation w.r.t. building.
$R_{S}^{E}$ is the output of the orientation sensor, and $R_{C}^{S}$ is obtained by calibrating the image-plane to the sensor.
$R_{C}^{B}$ can be calculated if the building contains at least a pair of horizontal lines and a pair of vertical lines [59]. Note that $R_{C}^{B}$ needs to be established this way for only one frame. This is because once $R_{B}^{E}$ is determined, $R_{C}^{B}$ for the rest of the frames for this building can be estimated using

$$
\begin{equation*}
R_{C}^{B}=\left(R_{B}^{E}\right)^{-1} R_{S}^{E} R_{C}^{S} \tag{4.10}
\end{equation*}
$$

A planar constraint on a set of points $\mathbf{p}_{1}, \mathbf{p}_{2}, \ldots, \mathbf{p}_{m}$, and with normal vector $\mathbf{n}$, is written as a set of $m-1$ constraint equations, each having the form:

$$
\begin{equation*}
\mathbf{n}^{T} R_{B}^{E}\left(\mathbf{p}_{j}-\mathbf{p}_{j+1}\right)=0, \quad 1 \leq j<m \tag{4.11}
\end{equation*}
$$

### 4.2.3 Linear camera positional constraints

PALM exploits the linear formulation in using the GPS constraints. From (4.1) and (4.2), it is clear that camera translation is coupled with shape. If knowledge of the camera translations is available through GPS measurements, the overall shape can be constrained accordingly, using (4.6). The advantage of using GPS is that the errors do not propagate from point to point.

### 4.2.4 Avoiding trivial solutions

In solving for the complete shape vector x , two trivial solutions exist. The first solution is to set x to be the zero vector, which obviously satisfies (4.7) and (4.11). The second is to set all points $\mathbf{p}_{p}$ and camera translations $\mathbf{t}_{f}$ to be identical and equal to an arbitrary 3 -vector. In this case, (4.11) is clearly satisfied. Since (4.7) is derived from (4.3) and (4.4), it is satisfied as well.

To prevent these trivial solutions, two points from the complete large structure are picked and their distance set to a non-zero value.

### 4.2.5 The linear solver for the complete structure

The perspective projection model is non-linear. The specification of geometrical constraints like planar point configurations is also non-linear. However, since camera orientation is known, both problems become linear because the orientation vectors can be decoupled from the 3D shape points.

The linear system of equations is formed by combining (4.7) for all frames $f$, (4.11) for all planes, and (4.6) if GPS readings are available. This linear system is used to solve for the complete shape vector x .

For a constraint-based system, it is sometimes necessary to distinguish between constraints that need to be satisfied absolutely, and constraints that can be satisfied with tolerance. For example, for constraints that are known a priori to be strictly true, they can be designated as hard constraints. On the other hand, for constraints that are formulated with measurement uncertainties, they can be designated as soft constraints. This strategy was used in the system by Shum et al [59]. Both hard and soft constraints are formulated as linear constraints.

If the linear solver output is to be refined in a non-linear optimization process, our experiments show that there is no need to distinguish between hard and soft constraints because both produce good initial estimates for the non-linear optimization process. In this case, all constraints can be treated as soft constraints.

However, if no non-linear optimization is intended, then one should use the hard and soft constraints to make sure that certain constraints are satisfied exactly. Although non-linear optimization is always used in PALM, for completeness, the hard and soft constraints solver is described here:

Suppose that x is the shape vector to be solved. $H$ and h are the matrix and vector defining the hard constraints respectively. Similarly, $S$ and s are the matrix and vector defining the soft constraints. The solution framework is formulated as the problem of minimizing $\|S \mathrm{x}-\mathrm{s}\|^{2}$ subject to the constraint $H \mathrm{x}=\mathrm{h}$. This is a
standard constrained optimization problem and the solution given in [27] is quoted as follows:

Let the $Q R$ decomposition of $H^{T}$ be

$$
\begin{equation*}
H^{T}=Q\binom{R}{0} \tag{4.12}
\end{equation*}
$$

Let

$$
\begin{equation*}
Q^{T} \mathrm{x}=\binom{\mathrm{y}}{\mathrm{z}} \tag{4.13}
\end{equation*}
$$

Then

$$
\begin{aligned}
H \mathrm{x} & =\mathrm{h} \\
\Rightarrow \quad \mathrm{x}^{T} Q\binom{R}{0} & =\mathrm{h}^{T} \\
\Rightarrow \quad\left(\begin{array}{ll}
R^{T} & 0
\end{array}\right)\binom{\mathrm{y}}{\mathrm{z}} & =\mathrm{h} \\
\Rightarrow \quad R^{T} \mathrm{y} & =\mathrm{h}
\end{aligned}
$$

Let

$$
S Q=\left[S_{1} S_{2}\right]
$$

Then

$$
\begin{aligned}
\|S \mathrm{x}-\mathrm{s}\|^{2} & =\left\|S Q\binom{\mathrm{y}}{\mathrm{z}}-\mathrm{s}\right\|^{2} \\
& =\left\|S_{2} \mathrm{z}+\left(S_{1} \mathbf{y}-\mathrm{s}\right)\right\|^{2}
\end{aligned}
$$

Finally,

$$
\mathrm{x}=Q\binom{\mathrm{y}}{\mathrm{z}}
$$

### 4.2.6 The non-linear solver for the complete structure

The non-linear solver is implemented using the Levenberg-Marquardt technique [56]. This optimization refines all the estimates, including all the shape points $\mathbf{p}_{p}$, all camera translations $\mathbf{t}_{f}$, all camera orientation matrices $\left[\mathbf{i}_{f} \mathbf{j}_{f} \quad \mathbf{k}_{f}\right]^{T}$, and all building orientations with respect to earth frame $R_{B}^{E}$. Quaternions are used to represent all rotations.

## Error function

The energy function to be minimized is

$$
\begin{equation*}
E=E_{\text {point }}+E_{p l a n a r}+\alpha E_{\text {gps }} \tag{4.14}
\end{equation*}
$$

In all the experiments, pixel units were used for all the three energy terms. $\alpha$ is set to a value such that a 30 cm deviation of a recovered camera position from the GPS measurement carries the same penalty as a one-pixel error in image feature point specification ${ }^{2}$.

$$
\begin{align*}
\alpha & =\frac{1}{E_{\text {gps }}}  \tag{4.15}\\
& =\frac{1}{\left(30 * \frac{\text { focal length in pixels }}{\text { focal length in } \mathrm{cm}}\right)^{2}} \\
& =\frac{1}{\left(30 * \frac{874}{0.41}\right)^{2}} \\
& =1.3 * 10^{-10}
\end{align*}
$$

[^5]$E_{\text {point }}$ is the total projection error for all feature points in all frames and it is given by
\[

$$
\begin{align*}
E_{\text {point }}= & \sum_{f} \sum_{p}\left[\left(u_{f p}-\frac{l\left(\mathbf{p}_{p}-\mathbf{t}_{f}\right) \cdot \mathbf{i}_{f}}{\left(\mathbf{p}_{p}-\mathbf{t}_{f}\right) \cdot \mathbf{k}_{f}}\right)^{2}\right. \\
& \left.+\left(v_{f p}-\frac{l\left(\mathbf{p}_{p}-\mathbf{t}_{f}\right) \cdot \mathbf{j}_{f}}{\left(\mathbf{p}_{p}-\mathbf{t}_{f}\right) \cdot \mathbf{k}_{f}}\right)^{2}\right] \tag{4.16}
\end{align*}
$$
\]

It should be pointed out that the error formulation for 4.16 is suitable for a calibrated camera. The focal length $l$ is a constant in our implementation. If the focal length is to be adjusted as well, an alternative formulation using a coordinate frame that is displaced from the image plane towards the shape should be used [61,5].
$E_{p l a n a r}$ is the sum of errors caused by deviation of points from their assigned planes. For each constraint plane,

$$
\begin{equation*}
E_{\text {one_plane }}=\sum_{j=1}^{m-1}\left[\mathbf{n}^{T} R_{B}^{E}\left(\mathbf{p}_{j}-\mathbf{p}_{j+1}\right)\right]^{2} \tag{4.17}
\end{equation*}
$$

where $\mathbf{n}$ is the plane normal and $m$ is the number of points on the plane.
Note that $\mathbf{n}$ is defined local to the object frame. For scenes with multiple objects, n for each object need to be transformed to the global frame through the matrix $R_{B}^{E}$. $R_{B}^{E}$ can be estimated using a view of the building that contains pairs of horizontal and vertical lines.

If GPS readings are available, they can be used to constrain the camera translations using

$$
\begin{equation*}
E_{g p s}=\sum_{f \in \Omega}\left(\mathbf{t}_{f}-\mathbf{g}_{f}\right)^{T}\left(\mathbf{t}_{f}-\mathbf{g}_{f}\right) \tag{4.18}
\end{equation*}
$$

$\Omega$ is the set of all frames where GPS readings are available, and $\mathbf{g}_{f}$ is the GPS reading at frame f.

## Computational complexity

The total number of unknowns in the non-linear solver stage is $N=3 P+7 F+4 B$, where $P$ is the total number of 3D shape points ${ }^{3}, F$ is the total number of frames ${ }^{4}$,

[^6]

Figure 4.1: The structure of Hessian matrix used in the reconstruction of the stadium model. The upper left and lower right blocks are sparse.
and $B$ is the total number of independent objects ${ }^{5}$ (for example, the three buildings in the stadium model (Section 5.4.4)). The Hessian matrix used in the LevenbergMarquardt optimization process is of size $N$ X $N$. Fig.4.1 illustrates an example Hessian matrix (1169 X 1169) used in the reconstruction of the stadium model. The upper left and lower right blocks of the matrix are sparse (the off-diagonal terms in the lower right block are due to the planar constraints and the building orientation uncertainty).

The non-linear optimization process is used to recover the final reconstructed shape for all the structures modeled in the experiments (Chapter 5). The con-

[^7]vergence curves for the reconstruction of Morewood Gardens, University Center, Wean/Doherty Hall and the Gesling Stadium in the CMU campus are given in Fig. 4.2 and Fig.4.3.

### 4.3 Using the Solver for Large Scene Reconstruction

PALM's constraints-based solver provides a framework for dealing with the problem faced in the recovery of large scenes, in particular, the problem of shape merging errors and the problem of potentially huge volume of data that would be required to reconstruct the large scene.

Shape merging errors can be reduced using the GPS measurements as positional constraints, as mentioned in Section 4.2.3. This section presents another method of reducing shape merging errors, named Landmarking. Landmarking will be used extensively in the experiments conducted in Chapter 5. The experiment results shows that the combined use of GPS and landmarking produces the best results.

As will be explained in Section 4.3.1, landmarking is implemented using linear ray constraints made possible by the use of the camera orientation sensor. Knowledge of camera orientation also provides constraints that enable the solver to deal with a relatively small number of images and features (see Section 4.3.2).

### 4.3.1 Reduction of merging errors - the landmarking technique

PALM uses a technique, named Landmarking, to alleviate the merging error problem in the reconstruction of a large scene.

The idea of landmarking is to seek out a few camera views, each of which sees more than one of the smaller shape segments. In each of these landmark views (see Fig. 4.4), several points are selected. These points are matched with the corresponding points in the relevant shape segments. Conceptually, the points in landmark views project

(a) Convergence curve for the reconstruction of Morewood Gardens
(b) Convergence curve for the reconstruction of University Center

Figure 4.2: Convergence curves for the reconstruction of Morewood Gardens and University Center in the CMU campus. The vertical axis (error) is in $\log _{10}$ scale.

(a) Convergence curve for the reconstruction of Wean/Doherty Hall

(b) Convergence curve for the reconstruction of Stadium

Figure 4.3: Convergence curves for the reconstruction of Wean/Doherty Hall and the Stadium in the CMU campus. The vertical axis (error) is in $\log _{10}$ scale.
to rays in the 3 D space to constrain the relative positioning of the shape segments. These ray constraints are written using (4.7).

Landmarking for arbitrary scenes (i.e., structured, unstructured, or a combination of both) is feasible in PALM because of the use of the heading/tilt sensor. The key idea here is that the camera orientation readings make it possible to enforce the landmark constraints from as little as one landmark image. While structure from motion requires multiple images taken with large camera translations, this requirement is not necessary for landmarking. This is an important property because landmarked areas are typically bigger and possibly have a depth larger than the object-to-camera distance, and so conventional structure from motion techniques will likely give poor accuracies.

Landmarking has two other properties that are also of practical importance. In landmark views, as little as one point on each shape segment is useful, and not all shape segments need to be seen in landmark views. These properties help in the overall shape reconstruction because large structures usually consist of parts that occlude each other, so views that contain big portions of the structure are likely to see only partial views of the shape segments. Fig. 4.5 shows the decomposition of a large structure into shape hierarchies. Each dotted box represents an independent view. At low levels in the hierarchy, local but detailed views are captured; at high levels, information on the overall shape is available from the views. It should be noted that landmarking deals with images at high levels in the shape hierarchy.

## An example of the use of landmarking

Fig. 4.6 illustrates an example reconstruction of a building without taking care of shape merging errors. The left and right portion of the reconstructed building (Fig.4.6(b)) was significantly out of scale. With the use of landmark constraints provided by the points shown in Fig. 4.6(c), the huge scaling error was removed in the reconstruction shown in Fig. 4.6(d).


Figure 4.4: Landmark view contains points 1,2 and 7 , thus constraining their relative positioning in the overall shape that will be merged from the shape segments seen in views $\mathrm{A}, \mathrm{B}, \mathrm{C}$, and D .



Figure 4.6: Effect of landmarking in reducing shape merging errors. (a) Ground truth plan view of a building (ignore the dotted region, which was not modeled). (b) Reconstructed model without landmarking, left (enclosed by ellipse) and right portions out of scale. (c) The landmark view with feature points indicated by arrows: points within ellipse belong to the left portion, points outside ellipse belong to the right portion. (d) Reconstructed model with landmarking: left (enclosed by ellipse) and right portions are now of correct relative scale.


Figure 4.7: Observation map of feature points for the stadium model. Gray pixels represent observed points belonging to planes. Dark pixels represent observed points that do not belong to planes. Empty spaces represent occlusion.

### 4.3.2 Use of a small number of images and features in reconstructing a large scene

Structure from motion techniques require point correspondences across image frames. Most structure from motion methods such as Factorization [64] and Kalman filtering $[45,5]$ require the feature points to be observed in many frames.

To perform Factorization, the observation map has to be completely filled. If there is a small number of occlusions, the "hallucination" method [64] can be used to fill up the observation map. However, hallucination will not work in two cases. One is when there are insufficient constraints for the feature point locations to be predicted; the other is when the predicted feature point locations are close to infinity, causing numerical stability problems in the factorization process.

Kalman filtering methods assume a Gaussian statistical model and they require a large number of measurements for the filtering to work well. For problems with sparse observation maps, Kalman filtering methods are not practical.

In contrast, PALM is able to deal with problems with small number of images and feature points. Because of the use of camera heading/tilt sensor, the complete scene reconstruction can be solved as a single linear system even if the observation map is sparse. Fig. 4.7 is an example of the sparse observation map for the stadium model used in one of the experiments (Chapter 5). Each point in the map is observed in a relatively small number of frames. The model was reconstructed using 46 images and 276 3D points. The sparse nature of the map shows that each 3D point is only visible in a small number of image frames and so the number of point correspondences that need to be established will be small.

If a scene contains special features like planar points on known planar orientation, the number of images required can be further reduced because the 3 D coordinates of these planar points can be recovered from just one image (Fig. 4.8). The scale ambiguity can be removed by specifying a non-zero value to the distance between any two points. Once this is done, the scale for this plane is fixed and as long as the other planes and shape segments in the entire 3D structure are linked together with


Figure 4.8: A plane of known 3D orientation w.r.t. camera frame of known orientation can be recovered from just 1 image, up to scale ambiguity.
at least two points providing each linkage, scale can be transferred from one shape segment to the other.

### 4.4 Data Output of PALM: 3D Shape with Texture Mapping

The output from PALM is a set of 3D points describing the large scene. The choice of these 3D points was specified using the user-interface. One function of the userinterface is to allow the specification of the corners of planes by drawing polygons. These polygons are useful in texture-mapping the planar surfaces in the final presentation of shape reconstruction results. An example output of PALM is illustrated in Fig. 4.9.


Figure 4.9: An example reconstruction output of PALM

## Chapter 5

## Shape Reconstruction Results

The performance of PALM in reconstructing large scenes was tested by experimenting with the recovery of four large structures in a university campus environment. The characteristics of the structures being recovered are discussed in Section 5.1. Section 5.2 describes how the data were collected. The reconstruction results are presented in Section 5.4. Section 5.5 concludes the experiments, with discussions on the significance of using landmarking and GPS. All the images used as well as the point and plane features selected are shown in Appendix B.

### 5.1 Characteristics of Structures to be Recovered

Four reconstructions of large structures were performed by PALM as examples. These structures included three large buildings and a football stadium in the Carnegie Mellon University campus.

The plan views of these large structures were digitized from the architectural blueprints and used as ground truth. Plan view measurements were good indicators of the accuracy of reconstruction because the structures were reconstructed by shape segments merged in a horizontal direction. Maximum errors occurred through error propagation and would show up in the plan view of the reconstruction.

The circular marks in the plan views (Figs. 5.1, 5.2) represented ground truth points that would be used to evaluate the shape reconstruction results.

|  | length (ft) | width (ft) |
| :--- | :---: | :---: |
| Morewood Gardens | 425 | 164 |
| University Center | 434 | 351 |
| Wean/Doherty | 751 | 224 |
| Stadium | 716 | 486 |

Table 5.1: Dimension of buildings and stadium

The dimensions of the plan views of the buildings (Morewood Gardens, University Center and Wean/Doherty Hall in the CMU campus) and stadium were tabulated in Table 5.1. The stadium was the largest of all, with bounding box dimensions of 716 X 486 ft .

The plan views showed that some parts of the contours of the buildings/stadium were convex and some were concave. Such structures consisted of self-occluding shape segments which must be merged to form the complete shape.

Most of the shape segments could be approximated using planes. In many cases, these planes were known to be perpendicular to each other. The 3D shape of planes of known orientation could be recovered from as little as one image, since the camera orientation was known. For planes that were of unknown orientation such as the spectator stands in the stadium model (Fig. 5.2(b)), and segments that were not planar such as the curved surface that appeared in both Fig. 5.1(b) and Fig. 5.2(b), multiple views were needed for shape reconstruction based on structure from motion principles.

PALM's solution framework also allowed the incorporation of constraints based on opportunities. For example, the structure shown in Fig. 5.2(a) had a bridge indicated by the arrow. The bridge could be seen from both sides of the building. The reconstructed bridge might have the two sides misaligned. To improve the reconstruction, a constraint could be written to align the two sides of the bridge (by setting the appropriate 3D coordinates to be equal). This was a constraint based on opportunity, and could be used as input to PALM's solver since the solution framework was designed to satisfy constraints.

Compared with the buildings, the reconstruction of the stadium model was relatively difficult because of the following reasons:

1. The images were taken from the football field, thus they are "looking out" at the scene being reconstructed. This means relatively shorter baselines compared with those of the building examples in which the paths traced by the camera were longer than the perimeter of the buildings.
2. The scene consisted of 3 unrelated and disjointed buildings. These buildings did not share any features or objects that constrained relative locations and orientation.

The minor details of the buildings such as window relief, cornices and pipelines were not modeled. These could be treated as small structures and recovered using conventional structure from motion techniques, and added to the final reconstructed overall shape.

### 5.2 Data Acquisition

Video streams were taken with camera orientation sensor readings stored in the audio channel of the camcorder for synchronization. The data acquisition device was shown in Fig. 3.2. Since feature selection and correspondence were done manually, no automatic tracking was needed and so each shape segment could be viewed at discrete locations. Continuous movement of a camera was not needed and would be difficult in a crowded campus environment.

GPS measurements of camera locations were taken for the reconstruction of Morewood Gardens in the CMU campus. For the reconstruction of the stadium, video sequences were taken by positioning the camera at the grid points in the football field. These grid points supplied the "GPS" information.

Because the views were all taken at relatively close distance, a complete large structure had to be viewed a small part at a time. For the three buildings, i.e. Morewood Gardens, University Center and Wean/Doherty, the number of views needed

(a) Plan View of Morewood Gardens (dotted lines represent the portion of building that is not modeled)

(b) Plan View of University Center

Figure 5.1: Ground Truth Plan Views of Morewood Gardens and University Center
o -- Ground Truth Points


Figure 5.2: Ground Truth Plan Views of Wean/Doherty and Stadium

|  | Morewood <br> Gardens | University <br> Center | Wean/Doherty | Stadium |
| :--- | :---: | :---: | :---: | :---: |
| No. of Images | 17 | 19 | 24 | 47 |
| No. of 3D Points | 242 | 163 | 255 | 276 |
| No. of Points Tapped by User | 292 | 211 | 350 | 521 |
| No. of Planes | 83 | 57 | 68 | 77 |
| Approx. Shooting Time (hrs) | 1 | 1 | 1.5 | 2 |
| Solution Time (hrs) | 0.2 | 0.2 | 0.6 | 1.2 |

Table 5.2: Amount of data, digitization and solution time used in the reconstruction of the buildings/stadium. The number of points includes those that defined the planes. The machine used for digitization was an SGI O2, and the run-time was quoted for running the code using Matlab on SGI Onyx-RE2.
was 17, 19 and 24 respectively (Table 5.2). The stadium required more views because it was bigger, the camera movement was restricted to within the stadium, and there was unstructured space that cannot be modeled using planes.

### 5.3 Data Analysis

One difficulty encountered in taking the images of the buildings/stadium was the limitation of camera translation due to inaccessibility in the crowded campus environment. Better precision in the overall shape could have been achieved if the structures were imaged from view points spaced far apart. In addition, the crowded environment also forced the video to be taken near the structures, resulting in views that contained small shape segments that must be merged to form the overall shape. For these experiments, the camera was located at distances in the same order as the depth of the structure.

Image feature selection and correspondence were done using a graphical userinterface. Point and plane features were specified in a manner described in Section 2.2. The total number of 3D points and 3D planes used for each of the structures was
shown in Table 5.2.
In PALM, the shape reconstruction results were presented using the earth coordinate frame (which was used by the orientation sensor) as the reference frame. To recover each of the building orientations with respect to the earth frame, one view from each building that contained pairs of horizontal and vertical lines was selected. These horizontal and vertical lines were used to estimate the camera orientation ( $R_{C}^{B}$ ) with respect to the building frame. Since camera orientation ( $R_{C}^{E}=R_{S}^{E} R_{C}^{S}$ ) with respect to earth was given by the orientation sensor, the building orientation $\left(R_{B}^{E}\right)$ with respect to earth frame could be estimated using (4.9).

### 5.4 Reconstruction Results

The reconstruction results were texture-mapped using the corners of planes specified through the graphical user-interface. For the lamp posts in the stadium model, the two end-points (i.e. top and bottom of the metal post) were recovered and cylinders were used to represent the lamp posts.

The plan views of the reconstructed buildings/stadium were compared with the ground truth points digitized from architectural blueprints. The scaling, translation and rotation needed to align the reconstructed shape and the ground truth points were computed using the downhill simplex method [56]. The error of each shape point was calculated from the final registration between the ground truth and the reconstructed shape.

### 5.4.1 Reconstruction results for Morewood Gardens

The experiments performed for the reconstruction of Morewood Gardens showed the magnitude of shape merging errors that could occur, and how landmarking and GPS could help in alleviating the shape errors.

Morewood Gardens had plan-view bounding box dimensions of 425 X 164 ft . It was reconstructed from 17 images using 242 3D points and 83 3D planes.

Fig. 5.3(b) showed the huge scaling error in the reconstruction of Morewood Gardens due to merging at narrow regions. The shape segments were totally out of scale for the left (enclosed by a circle) and the right sections of the building. The huge scaling error was due to the fact that the merging was forced to take place at a narrow region because of occlusion by the part of the structure that was not being modeled (Figs.5.3(c), 5.3(d)). The shape segments were forced to be merged by points at close distance. As a result, the relative scaling calculation became unstable. Shape reconstruction errors within a shape segment were multiplied with the feature location errors at the merging.

The landmarking technique resolved this problem. Three landmark images were taken for Morewood Gardens. One of the landmark images was as shown in Fig. 5.4(a), with twelve feature points. Fig. 5.4(b) showed that landmarking removed the huge scaling errors. The peak shape error using landmarking was 15 ft .

GPS readings were taken at the camera locations. When these GPS constraints were incorporated, the scaling problem shown in Fig. 5.3 was resolved, even if no landmark constraints were used. The shape reconstruction result using GPS and without landmark constraints was shown in Fig. 5.5(a). Notice that the large scaling error had disappeared. This was not surprising because camera translations were sources of shape information in the perspective projection model, and so by enforcing the correct values for camera translations, the reconstructed shape would be close to the correct shape. The peak error in this case was 23 ft . Fig. 5.5(b) showed the solution using both landmark and GPS constraints. The peak error in this case was 7 ft . The GPS readings effectively reduced the peak error from 15 ft (when only landmark constraints were used) to 7 ft (when both landmark and GPS constraints were used).

Although the use of GPS improved the accuracy, the improvement was not large for this building (the use of GPS helped more for the stadium model (Section 5.4.4) because the camera locations recovered using landmarking alone did not deviate significantly from the GPS measurements, so the benefit derived from using GPS was marginal.


(a) A landmark view (Morewood Gardens)

(b) Recovered shape using landmark constraints

Figure 5.4: (a) The landmark view with feature points used to fix the large scaling error shown in Fig. 5.3(b). (b) Huge scaling error is removed with the use of landmarking


Figure 5.5: (a) Using GPS fixes the large scaling error shown in Fig. 5.3(b). (b) Using GPS together with landmarking achieves the best result.


Figure 5.6: Recovered Morewood Gardens and Camera Pose

The final recovered shape and camera pose was shown in Figs. 5.6. Fig. 5.7(c) showed the registration between the reconstructed shape with the ground truth points.

### 5.4.2 Reconstruction results for University Center

The reconstruction of University Center showed the magnitude of error that could result if surfaces were viewed from oblique angles. The recovered building had its two protruding portions misaligned, as indicated by the arrows in Fig. 5.8(b).

This misalignment error was due to the fact that the plane (indicated by the arrow in Fig. 5.8(c)) was viewed from a direction such that its normal vector was almost perpendicular to the camera optical axis. A small error in feature location induced large errors in the reconstruction.

The landmark image used to fix this problem was shown in Fig. 5.8(d). Fig. 5.9(a) was the solution after using landmarking. The final recovered shape and camera pose was illustrated in 5.9(b), with Fig. 5.10(c) showing the the registration between the recovered shape and the ground truth points.
(a) Ground Truth Plan View

(b) Comparison of Shape Error


Figure 5.7: Shape Error (Morewood Gardens)


Figure 5.8: (a) Plan View of University Center. (b) Two portions misaligned in the reconstructed shape. (c) Cause of the misalignment: plane normal almost perpendicular to optical axis. (d) The landmark view with feature points used to fix the misalignment problem

(a) Misalignment reduced

(b) Final reconstructed shape and the recovered camera pose

Figure 5.9: Final reconstructed shape using landmark constraints

(a) Ground Truth Plan View
(b) Comparison of Shape Error


Figure 5.10: Shape Error (University Center)

### 5.4.3 Reconstruction results for Wean/Doherty

The improvement by landmarking was also apparent in the reconstruction of Wean/Doherty (Fig. 5.11). The result was further refined using the prior knowledge that the bridge that was visible on both sides of the building must have its sides aligned after the reconstruction.

The final recovered shape and camera pose was shown in Fig. 5.12, with the registration between the reconstructed shape and the ground truth points illustrated in Fig. 5.13(c).

### 5.4.4 Reconstruction results for the stadium

As in the previous examples, the corners of planes specified through the user-interface were used to texture-map the final results for the stadium. The unstructured space in-between buildings in the stadium model contained lamp posts. The two endpoints (i.e. top and bottom of the metal post) of these lamp posts were chosen to be recovered.

The football field was derived from the recovered camera locations since the images were taken at the grid points marked in the field. The entire stadium model was reconstructed except for the spot-lights on top of the lamp posts, which were added manually.

The football goal-posts were reconstructed by recovering the position of three points on each of the goal posts (Fig.5.14). The results were represented using cylinders joining these points.

Landmarking helped to improve the stadium model especially in constraining the positions of the lamp posts in the unstructured region (compare Fig. 5.15(b) with Fig. $5.15(\mathrm{c})$ ). It was interesting to note that while landmarking correctly forced the lamp posts to appear in-front of the shape segments A and B (Fig.5.15(c)), the relative positioning and scaling of A and B were worse than the case before landmarking was used (Fig. 5.15(b)). The reason was that the landmark images used viewed shape segments A and B separately, and so in rectifying the position


Figure 5.11: Reconstructed Wean/Doherty: landmarking and point-alignment constraints (derived from the bridge) improve the accuracy


Figure 5.12: Recovered Wean/Doherty and Camera Pose
of the lamp posts, had compromised the relative scaling and positioning that had been constrained by the other images. A solution to this problem would be to use a landmark image that contained both the shape segments A and B. However, this turned out to be unnecessary because GPS information was available. Since the recovered camera locations contained large errors, the contribution from GPS would be significant. The results using GPS illustrated in Fig. 5.16 showed that this was indeed the case. The peak shape point error was reduced from 79 ft when no GPS was used, to 27 ft when GPS was used (Fig. 5.17(b)). The registration of the final reconstructed shape with the ground truth points was illustrated in Fig. 5.17(c).

### 5.5 Conclusion of Experiments

The experiment results showed that merging shape segments without considering the effect of error propagation would result in significant errors in the overall shape, even if the feature point correspondences were selected manually. Three of the major sources of errors were:

1. The shape segments were joined at narrow regions.
2. The planar shape segments were viewed from oblique angles.

(b) Comparison of Shape Error
(a) Ground Truth Plan View

| 0 | 0 | Ground Truth |
| :--- | :--- | :--- |
| $\times$ | $\times$ | Reconstructed |


(c) Registration between ground truth and the shape reconstructed using landmarking and point-alignment constraints.

Figure 5.13: Shape Error (Wean/Doherty)


Figure 5.14: Football goalpost: points 1, 2 and 3 were recovered

| Model | No. of landmark views used |
| :--- | :---: |
| Morewood Gardens | 3 |
| University Center | 3 |
| Wean/Doherty Hall | 4 |
| Stadium | 7 |

Table 5.3: Number of landmark views used in the reconstruction.
3. The shape segments were reconstructed inaccurately due to poor choice of camera pose (eg. small camera translations).

All four reconstruction examples showed that huge errors in the complete shape were significantly reduced when landmarking was used. The number of landmark views used for the reconstruction is tabulated in Table 5.3. In cases where GPS measurements were available, accuracies were further improved. GPS was used for the reconstruction of Morewood Gardens, and "simulated" in the reconstruction of the stadium. Images for the stadium model were taken at the grid points in the football field, and so the approximate positions of the camera were known and used as "GPS" constraints.

Although GPS improves the accuracy of the reconstruction of Morewood Gardens, its effect was more pronounced in the recovery of the stadium model. The relatively

(c) Landmarking improves the results especially in the unstructured region occupied by the lamp posts. The lamp posts were also correctly rectified to appear in-front of the shape segments A and B. The model could still be refined further if GPS is also used since the recovered camera positions contain large errors.

Figure 5.15: Reconstructed stadium before the use of GPS


Figure 5.16: Reconstructed stadium using landmark and GPS constraints. (a) Reconstructed stadium using GPS but without landmarking. (b) Reconstructed stadium and camera pose with landmarking and GPS. (c) A view of the reconstructed stadium in (b), with camera locations replaced by the football field. (d) Another view of (c)

(a) Ground Truth Plan View

(b) Comparison of Shape Error


Figure 5.17: Shape Error (Stadium)
insignificant contribution of GPS in Morewood Gardens (GPS reduces error from 15 ft to 7 ft ) was due to the fact that the recovered camera positions (using landmarking but without GPS) were not significantly different from the ground truth positions. Morewood Gardens was very well constrained by planes perpendicular to each other, and the images were taken along a camera path longer than the perimeter of the building. With landmarking, the residual error was small.

On the other hand, images of the stadium model were taken using a camera moving within the model itself, in the football field. Small camera translations resulted in poor precision in the reconstructed shape. Although landmarking reduced the shape distortion, significant errors remained in the recovered camera positions. With GPS constraining the camera locations in the shape reconstruction process, the recovered shape improved significantly (Fig. 5.16).

The plan views of the reconstructed buildings/stadium were compared with the ground truth points digitized from architectural blueprints. The scaling, translation and rotation needed to align the reconstructed shape and the ground truth points were computed using the downhill simplex method [56]. The registered ground truth and reconstructed shape points were illustrated in Fig. 5.7, 5.10, 5.13 and 5.17.

The error of each shape point was calculated from the final registration between the ground truth and the reconstructed shape. The peak errors were tabulated in Table 5.4. The reconstruction results of all the experiments showed that the maximum shape point errors fell within $2 \%$ of the perimeter of the structures, or within $4 \%$ of the diagonal of the 3D bounding box of shape points.

The shape errors for the reconstructions without using either or both of GPS and landmarking were not calculated because of severe recovered shape distortion in such cases. The scaling, translation and rotation needed to align the shape and ground truth points for comparison could not be meaningfully computed for significantly distorted shape.

|  | length <br> (ft) | width <br> (ft) | diagonal <br> (ft) | experiment | error |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | ft | $\%$ perimeter | \% diagonal |
| Morewood <br> Gardens | 425 | 164 | 468 | Landmark | 15 | 1.3 | 3.2 |
|  |  |  |  | GPS | 23 | 2.0 | 4.9 |
|  |  |  |  | Landmark \& GPS | 7 | 0.6 | 1.5 |
| University <br> Center | 434 | 351 | 545 | Landmark | 17 | 1.1 | 3.1 |
|  |  |  |  | GPS | - | - | - |
|  |  |  |  | Landmark \& GPS | - | - | - |
| Wean/ <br> Doherty | 751 | 224 | 797 | Landmark | 32 | 1.6 | 4.0 |
|  |  |  |  | GPS | - | - | - |
|  |  |  |  | Landmark \& GPS | - | - | - |
| Stadium | 716 | 486 | 901 | Landmark | 79 | 3.3 | 8.8 |
|  |  |  |  | GPS | 73 | 3.0 | 8.1 |
|  |  |  |  | Landmark \& GPS | 27 | 1.1 | 3.0 |

Table 5.4: Peak shape point error in the reconstructed shape. The percentage error is given with respect to the perimeter of the bounding box of plan views, and with respect to the diagonal of the 3 D bounding box of shape points.

## Chapter 6

## Analysis of Effect of Orientation Sensor Errors

Linear ray constraints are used in the solver in PALM (section 4.2.5). These ray constraints are written using point features and the camera orientation measurements given by the heading/tilt sensor. Errors in orientation sensor measurements result in the distortion of the ray directions, thus affecting the accuracies of shape reconstruction.

The distortion of ray directions due to inaccuracies in orientation sensor measurements can be analyzed by computing the feature movement induced by rotations of a camera. For the same rotation, the amount of feature movement varies throughout the image frame. Section 6.1 gives an analysis of how each pixel will move for any given rotation. Section 6.2 applies the results from the analysis to PALM's operating scenario, giving a quantitative analysis of how the errors of orientation measurements affect the accuracy of scene reconstruction.

### 6.1 Theoretical Analysis

Let the $i^{\text {th }}$ frame camera matrix be represented by $\hat{P}_{i}$, and the camera rotation and translation by $R_{i}$ and $\mathbf{t}_{i}$ respectively. Then

$$
\begin{equation*}
\hat{P}_{i}=A\left(R_{i} \mid-R_{i} \mathbf{t}_{i}\right) \tag{6.1}
\end{equation*}
$$

where $A$ is the calibration matrix which is upper triangular.
Since the goal is to analyze the errors due to inaccuracies in the orientation values, only rotation of a camera need be considered; that is, $\mathbf{t}_{i}$ can be set to zero, for all $i$. Therefore, the fourth column of $\hat{P}_{i}$ can be dropped, and the remaining sub-matrix is denoted by

$$
\begin{equation*}
P_{i}=A R_{i} \tag{6.2}
\end{equation*}
$$

Let a 3D point be $\mathbf{x}_{p}=(x, y, z)^{T}$, and its projection on the $i^{t h}$ image plane be $\mathbf{u}_{i}=\left(u_{i}, v_{i}, 1\right)^{T}$. Then

$$
\begin{align*}
\mathbf{u}_{i p} & =\lambda_{i p} P_{i} \mathbf{x}_{p} \\
& =\lambda_{i p} A R_{i} \mathbf{x}_{p} \tag{6.3}
\end{align*}
$$

where $\lambda_{i p}$ is a scale factor.
It should be noted that $P_{i}$ is invertible, since $A$ and $R_{i}$ are non-singular. As such, one can also write

$$
\begin{equation*}
\mathbf{x}_{p}=\frac{1}{\lambda_{i p}} R_{i}^{-1} A^{-1} \mathbf{u}_{i p} \tag{6.4}
\end{equation*}
$$

Eqs.(6.3) and (6.4) allow us to write the following equation that relates the image positions of point $\mathbf{x}_{p}$ on frame $i$ and frame $j$ :

$$
\begin{equation*}
\mathbf{u}_{j p}=\frac{\lambda_{j p}}{\lambda_{i p}} A R_{j} R_{i}^{-1} A^{-1} \mathbf{u}_{i p} \tag{6.5}
\end{equation*}
$$

The scale factor $\frac{\lambda_{j p}}{\lambda_{i p}}$ can be chosen in such a way that the third component of $\mathbf{u}_{j p}$ is equal to 1 .
$R_{j} R_{i}^{-1}=R_{j i}$ is the relative rotation between the two frames, and so can be treated as the orientation sensor error.

The "optical flow" from frame $i$ to frame $j$ is given by

$$
\begin{equation*}
\nabla \mathbf{u}_{i p}=\frac{\lambda_{j p}}{\lambda_{i p}} A R_{j i} A^{-1} \mathbf{u}_{i p}-\mathbf{u}_{i p} \tag{6.6}
\end{equation*}
$$

Eq. 6.6 gives the optical flow at each pixel location. This equation will be used in Section 6.2 to analyze the amount of ray direction distortion induced by camera orientation sensor errors in the PALM system.

### 6.2 Quantitative Evaluation of Effect of Orientation Sensor Errors on the Accuracy of Shape Reconstruction

As mentioned in section 3.2, the orientation sensor has heading errors of $\pm 2.5^{\circ}$ RMS, and roll and pitch errors of $\pm 0.5^{\circ}$ RMS. A rotation matrix representing these orientation sensor error RMS values is substituted into $R_{j i}$ in 6.6.

The camera internal parameter matrix, A, was calibrated using the method proposed and implemented by LaRose[39]:

$$
\begin{align*}
A & =\left(\begin{array}{ccc}
f_{u} & s & c_{u} \\
0 & f_{v} & c_{v} \\
0 & 0 & 1
\end{array}\right) \\
& =\left(\begin{array}{ccc}
874 & 0 & 3 \\
0 & 872 & 12 \\
0 & 0 & 1
\end{array}\right) \tag{6.7}
\end{align*}
$$

The contour of the magnitude of the optical flow induced by the rotation $R_{j i}$ is shown in Fig. 6.1(b). The minimum and maximum magnitude of displacement are approximately 37 and 46 pixels respectively (Fig. 6.1(b)).

For the purpose of analyzing the shape distortion due to rotation measurement errors, one should look at the relative pixel displacement among the feature points instead of the absolute optical flow. The reason is that if all feature points are displaced by the same vector, the image motion can be approximated by the shift due to a purely translating (i.e. no rotation) camera. The resulting shape distortion that will be introduced is negligible compared to the case of a rotating image plane ${ }^{1}$.

For examining the relative pixel displacement among the feature points, it is instructive to look at Fig. 6.1(a), which shows the vectorial representation of the

[^8]optical flow induced by the rotation $R_{j i}$. The optical flow vectors are almost in the same direction because there is no camera translation or zooming. By inspection, the maximum vectorial difference of the optical flow vectors results if the feature points fall within the maximum (46 pixel shift) and minimum (37 pixel shift) optical flow regions. Take for example, point A at coordinate (350, 450), and point B at coordinate (640, 1) (refer to Fig. 6.1(b) and Fig.6.1(a)). The optical flow vector at A is $\left[\begin{array}{ll}36.5268 & 6.9886\end{array}\right]$, and the optical flow vector at $B$ is $[47.0054$ 9.5353]. The vectorial difference is $\left[\begin{array}{lll}47.0054 & 9.5353\end{array}\right]-\left[\begin{array}{ll}36.5268 & 6.9886\end{array}\right]=\left[\begin{array}{ll}-10.4786 & -2.5467\end{array}\right]$. The magnitude of the vectorial difference is $\sqrt{10.4786^{2}+2.5467^{2}}=10.7836$ pixels, which is the "net distortion". For a scene at 100 meters away, the 3D shape distortion is

$$
\begin{align*}
\text { distortion } & =\frac{D}{F} * \nabla \mathbf{u} \\
& =\frac{100}{874} * 10.7836 \\
& =1.2338 \mathrm{~m} \tag{6.8}
\end{align*}
$$

As was shown in the experiments in Chapter 5, the shape error without landmarking was of a higher order of magnitude compared with 1.2338 m . Therefore, even with rotational measurement errors, landmarking was still able to correct the overall shape to give good estimates for the non-linear optimizer, which would refine the shape and camera position as well as fixing the camera orientation measurement errors.

### 6.3 Discussion

The fact that it is the relative displacement of feature points (instead of the absolute displacement of each feature point) that accounts for shape distortion is also supported by the experiments conducted. For example, in the reconstruction of the stadium model, a comparison of the camera orientation before and after non-linear optimization reveals that the non-linearly refined roll, pitch and yaw angles differ from the orientation sensor readings used by the linear solver by as much as 12 degrees (see Fig. 6.3 for the comparison of roll, pitch and yaw angles before and after
non-linear optimization). However, the shape points before and after non-linear optimization (see Fig. 6.4) do not show the huge difference that would be expected if shape distortion is determined by absolute feature point movement, which is in the order of 300 pixels for a 12-degree error in each of the roll, pitch and yaw angles.

It is important to note that although the non-linearly optimized roll, pitch and yaw angles differ by as much as 12 degrees from the sensor readings, it does not mean that the sensor readings have errors of 12 degrees. The non-linear optimizer finds the minimum of the energy function by distributing errors to all the variables that are being refined. Since the image feature point locations are not being adjusted in the shape solution process (both linear and non-linear), errors in image feature point location specification will have to be borne by variables that are being adjusted. As such, the refined camera orientation may even be less accurate than the sensor readings.

The sensor readings, combined with planar constraints and point correspondences, can be used to refine the accuracy of image feature point location specification. A more accurate shape reconstruction should result using the refined feature locations.

(a) Vectorial representation of shift due to orientation measurement error

(b) Contour plot of the magnitude of shift due to orientation measurement error

Figure 6.1: "Optical flow" due to orientation measurement error (a) contour plot of magnitude of flow. (b) Vectorial representation of flow.


Figure 6.2: Due to rotation measurement errors, point feature moves from u1 to $u 2$, inducing a shape error of $X 2-X 1=\frac{D}{F}(u 2-u 1)$

(b) Pitch - negative angles correspond to upward tilt.

(c) Yaw

Figure 6.3: Comparison of camera orientation before and after non-linear optimization: (a) Roll angles before and after optimization. (b) Pitch angles before and after optimization. (c) Yaw angles before and after optimization.

(a) Plan view of reconstructed stadium shape points before non-linear optimization.

(b) Plan view of reconstructed stadium shape points after non-linear optimization.

Figure 6.4: Comparison of reconstructed stadium shape points before and after nonlinear optimization. (a) Output of linear solver (i.e. before optimization) Output of non-linear solver (i.e. after optimization).

## Chapter 7

## Conclusion

A system was proposed and implemented to recover large 3D scenes. This system was called PALM - Portable sensor-Augmented vision system for Large-scene Modeling. PALM was demonstrated to reconstruct a football stadium and three large buildings in a campus environment. The use of multiple constraints derived from camera position and orientation measurements was successfully used in conjunction with image features like points and planes.

The reconstruction results of three large buildings and a football stadium showed that the maximum shape point errors fell within $2 \%$ of the perimeter of the structure, or within $4 \%$ of the diagonal of the 3D bounding box containing the shape points.

Camera orientation was measured using an attached heading/tilt sensor. The synchronization of sensor readings with the captured video stream was achieved by storing the sensor signals in the audio channel of the camcorder. A hardware interface was built to convert the sensor output, which was RS232 signals, into audio waveforms. Frequency modulation was employed to encode the sensor readings. The audio and video stream were digitized into a single movie file. During the decoding, a correlation method was used to determine the logic levels of the frequency modulated signals, thus recovering the original sensor output readings.

A calibration method was also devised to determine the relative orientation between the camera image plane and the orientation sensor coordinate frame. Views of a building that contained horizontal lines and vertical lines were used for the calibra-
tion. A quantitative evaluation of the calibration method was not carried out because it would have to be done through techniques that involve the use of image features, which was by itself another source of errors. However, the analysis of the effect of orientation sensor measurement errors also suggested that slight inaccuracies in the sensor to image plane calibration could be tolerated.

The analysis of the effect of orientation sensor error on the shape reconstruction results showed that as far as accuracy of reconstruction was concerned, it was not necessary to use expensive sensors such as those used in [63], although highly precise measurement of camera pose would allow some automation to take place, especially in solving the feature correspondence problem. For a heading error of $\pm 2.5^{\circ}$ and a roll and pitch error of $\pm 0.5^{\circ}$, the maximum 3D shape distortion for a scene 100 meters away was calculated to be approximately 1 meter. The experimental results showed that shape merging errors were typically orders of magnitude worse than 1 meter. Therefore, even with 1-meter error, landmarking was still able to correct the overall shape to give good estimates for the non-linear optimizer, which would refine the shape and camera position as well as fixing the camera orientation measurement errors.

Knowledge of camera pose also provided constraints that allowed the use of image and feature combinations that would have been deemed to be degenerate using conventional structure from motion paradigm. As a result, the large structures were reconstructed from few number of images and features points. For the experiments performed, the number of images used ranged from 17 to 46, with sparse observations of the 3D feature points and planes.

The use of camera orientation measurements allowed a linear formulation of the perspective ray constraints. Such simplification and knowledge of camera orientation enabled the implementation of the landmarking concept using as little as one image frame.

Landmarking was shown to be important in recovering the accurate overall shape in the experiments performed. The huge shape errors were removed using landmark images taken with camera views covering a large portion (though less detailed) of
the structure. The relatively small errors that remained would be fixed during the non-linear optimization process, in which the camera orientation measurement errors, which were the major source of error of landmarking, would be minimized.

GPS was also verified to be useful in eliminating huge shape reconstruction errors. The importance of GPS stemmed from the fact that images are formed by the combined effect of shape and camera pose, and so huge shape errors induced huge disparity in the reconstructed camera positions. Therefore, knowledge of camera positions made available by the use of GPS could be used to correct the overall shape. In the experiments performed, it was found that the combined use of GPS and landmarking produced the best results. In the same spirit as camera orientation and landmarking, the major contribution from using GPS was in the linear solver stage, which provided good estimates for the non-linear optimizer. This alleviated the need to have precise instrumentation for measuring camera pose.

The PALM system could be expanded to deal with images taken using uncalibrated cameras. Knowledge of camera pose should provide constraints that would make the current camera self-calibration techniques more stable [11, 25, 28, 32, $44,55,66,71]$. In applications such as virtual reality, view generation techniques could be incorporated to enhance the visual quality of the reconstructed scene, especially in unstructured regions where realistic texture mapping could be difficult $[3,12,20,40,46,57]$.

## Appendix A

## Estimation of Camera Orientation from Parallel Lines

Let $\lambda_{1}$ and $\lambda_{2}$ be two sets of parallel lines in 3D. Assuming that the 3D direction of the lines in these two sets are known, and the lines in $\lambda_{1}$ are not parallel to the lines in $\lambda_{2}$, then if an image contains at least one pair of parallel lines in $\lambda_{1}$ and one pair of parallel lines in $\lambda_{2}$, the camera orientation corresponding to that image can be estimated provided the focal length is known.

Let us denote the 3D directions of the lines in $\lambda_{1}$ and $\lambda_{2}$ by $\mathbf{m}_{1}$ and $\mathbf{m}_{2}$ respectively.

$$
\begin{equation*}
\mathbf{m}_{1}=\left(m_{1 x} m_{1 y} m_{1 z}\right)^{T} \tag{A.1}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{m}_{2}=\left(m_{2 x} m_{2 y} m_{2 z}\right)^{T} \tag{A.2}
\end{equation*}
$$

Refering to Fig. A.1, the image lines $(u 11, v 11) \leftrightarrow(u 12, v 12),(u 21, v 21) \leftrightarrow(u 22, v 22)$, $(u 31, v 31) \leftrightarrow(u 32, v 32)$ and $(u 41, v 41) \leftrightarrow(u 42, v 42)$ are the projections of the 3D lines L1, L2, L3 and L4 respectively. L1 is parallel to L2, and L3 is parallel to L4.

The plane containing the 3D line, its corresponding image, and the camera optical center is called a projection plane (see Fig. A.2). Projection planes are used heavily in the following algorithm for estimating the camera orientation:

1. For each line, find the projection plane normal. This can be done as follows:

Let the normal vector for the projection plane defined by the image line $(u 11, v 11) \leftrightarrow$ ( $u 12, v 12$ ) be $\mathbf{n}_{1}$. Let the focal length be $f$. We have

$$
\mathbf{n}_{1}=\left(\begin{array}{c}
u 11  \tag{A.3}\\
v 11 \\
f
\end{array}\right) \wedge\left(\begin{array}{c}
u 12 \\
v 12 \\
f
\end{array}\right)
$$

Similarly,

$$
\begin{align*}
& \mathbf{n}_{2}=\left(\begin{array}{c}
u 21 \\
v 21 \\
f
\end{array}\right) \wedge\left(\begin{array}{c}
u 22 \\
v 22 \\
f
\end{array}\right)  \tag{A.4}\\
& \mathbf{n}_{3}=\left(\begin{array}{c}
u 31 \\
v 31 \\
F
\end{array}\right) \wedge\left(\begin{array}{c}
u 32 \\
v 32 \\
F
\end{array}\right)  \tag{A.5}\\
& \mathbf{n}_{4}=\left(\begin{array}{c}
u 41 \\
v 41 \\
F
\end{array}\right) \wedge\left(\begin{array}{c}
u 42 \\
v 42 \\
F
\end{array}\right) \tag{A.6}
\end{align*}
$$

2. $\forall \mathrm{i}$, find the 3 D line direction $\mathrm{m}_{i}^{\prime}$ of the $i^{\text {th }}$ set of 3 D parallel lines. Since these 3D lines are perpendicular to their corresponding projection plane normals, $\mathbf{m}_{i}^{\prime}$ need to be found such that $\forall j,\left\|\mathbf{m}_{i}^{\prime} \cdot \mathbf{n}_{j}\right\|^{2}=0$ where $\mathbf{n}_{j}$ is the $j^{\text {th }}$ projection plane normal. Therefore, $\mathbf{m}_{i}^{\prime}$ is obtained by solving

$$
\begin{equation*}
\sum_{j} \mathbf{m}_{i}^{\prime T} \mathbf{n}_{j} \mathbf{n}_{j}^{T} \mathbf{m}_{i}^{\prime}=0 \tag{A.7}
\end{equation*}
$$

The solution is given by the eigenvector corresponding to the minimum eigenvalue of $\sum_{j} \mathbf{n}_{j} \mathbf{n}_{j}^{T}$.
3. Once the 3D line directions are found, say, $\mathbf{m}_{1}^{\prime}$ and $\mathbf{m}_{2}^{\prime}$ for the two sets of parallel lines respectively, the camera orientation $R$ can be calculated by observing that

$$
R\left(\begin{array}{c}
m_{1 x}  \tag{A.8}\\
m_{1 y} \\
m_{1 z}
\end{array}\right)=\mathbf{m}_{1}^{\prime}
$$

and

$$
R\left(\begin{array}{c}
m_{2 x}  \tag{A.9}\\
m_{2 y} \\
m_{2 z}
\end{array}\right)=\mathbf{m}_{2}^{\prime}
$$

$R$ is solved using quaternions [34, 24].
Let

$$
\begin{align*}
\mathbf{q}_{m i} & =\left(0 m_{i x} m_{i y} m_{i z}\right)  \tag{A.10}\\
\mathbf{q}_{m^{\prime} i} & =\left(0 m_{i x}^{\prime} m_{i y}^{\prime} m_{i z}^{\prime}\right) \tag{A.11}
\end{align*}
$$

Let $\odot$ denote quaternion multiplication. For two quaternions $\mathbf{q}_{1}=\left(\begin{array}{lll}q_{10} & q_{11} & q_{12}\end{array} q_{13}\right)^{T}$ and $\mathbf{q}_{2}=\left(\begin{array}{lll}q_{20} & q_{21} & q_{22}\end{array} q_{23}\right)^{T}$,

$$
\mathbf{q}_{1} \odot \mathbf{q}_{2}=\left(\begin{array}{l}
q_{10} q_{20}-q_{11} q_{21}-q_{12} q_{22}-q_{13} q_{23}  \tag{A.12}\\
q_{10} q_{21}+q_{11} q_{20}+q_{12} q_{23}-q_{13} q_{22} \\
q_{10} q_{22}-q_{11} q_{23}+q_{12} q_{20}+q_{13} q_{21} \\
q_{10} q_{23}+q_{11} q_{22}-q_{12} q_{21}+q_{13} q_{20}
\end{array}\right)
$$

$$
\mathbf{q}_{R} \odot \mathbf{q}_{m 1} \odot \mathbf{q}_{R}^{*}=\mathbf{q}_{m_{1}}^{\prime}
$$

and

$$
\mathbf{q}_{R} \odot \mathbf{q}_{m 2} \odot \mathbf{q}_{R}^{*}=\mathbf{q}_{m_{2}}^{\prime}
$$

where
$\mathrm{q}_{R} \quad:$ the quaternion representation of $R$
$\mathbf{q}_{R}^{*} \quad$ : the conjugate of $\mathbf{q}_{R}$
$\mathbf{q}_{m^{\prime} 1}$ : the purely imaginary quaternion with the imaginary part given by the vector $\mathbf{m}_{1}^{\prime}$
$\mathbf{q}_{m 1}$ : the purely imaginary quaternion with the imaginary part given by the vector

$$
\left(m_{1 x} m_{1 y} m_{1 z}\right)
$$

$\mathbf{q}_{m^{\prime} 2}$ : the purely imaginary quaternion with the imaginary part given by the vector $\mathbf{m}_{2}^{\prime}$
$\mathbf{q}_{m 2}$ : the purely imaginary quaternion with the imaginary part given by the vector $\left(m_{2 x} m_{2 y} m_{2 z}\right)$

So the aim is to find $\mathbf{q}_{R}$ such that the following is maximized:
$\sum_{i=1}^{2}\left(\mathbf{q}_{R} \odot \mathbf{q}_{m i} \odot \mathbf{q}_{R}^{*}\right) \cdot \mathbf{q}_{m^{\prime} i}$
From [34],

$$
\begin{equation*}
\left(\mathbf{q}_{p} \odot \mathbf{q}_{q}\right) \cdot \mathbf{q}_{r}=\mathbf{q}_{p} \cdot\left(\mathbf{q}_{r} \odot \mathbf{q}_{q}^{*}\right) \tag{A.13}
\end{equation*}
$$

Therefore,

$$
\sum_{i=1}^{2}\left(\mathbf{q}_{R} \odot \mathbf{q}_{m i} \odot \mathbf{q}_{R}^{*}\right) \cdot \mathbf{q}_{m^{\prime} i}=\sum_{i=1}^{2}\left(\mathbf{q}_{R} \odot \mathbf{q}_{m i}\right) \cdot\left(\mathbf{q}_{m^{\prime} i} \odot \mathbf{q}_{R}\right)
$$

Let the quaternion multiplication $\mathbf{q}_{R} \odot \mathbf{q}_{m i}$ be equal to the matrix multiplication $R_{m i} \mathbf{q}_{R}$, and the quaternion multiplication $\mathbf{q}_{m^{\prime} i} \odot \mathbf{q}_{R}$ be equal to the matrix multiplication $R_{m^{\prime} i} \mathbf{q}_{R}$, where (from [34])

$$
\begin{aligned}
\mathbf{q}_{R} \odot \mathbf{q}_{m i} & =R_{m i} \mathbf{q}_{R} \\
& =\left(\begin{array}{rrrr}
0 & -m_{x} & -m_{y} & -m_{z} \\
m_{x} & 0 & m_{z} & -m_{y} \\
m_{y} & -m_{z} & 0 & m_{x} \\
m_{z} & m_{y} & -m_{x} & 0
\end{array}\right) \mathbf{q}_{R}
\end{aligned}
$$

$$
\begin{aligned}
\mathbf{q}_{m^{\prime} i} \odot \mathbf{q}_{R} & =R_{m i} \mathbf{q}_{R} \\
& =\left(\begin{array}{rrrr}
0 & -m_{x}^{\prime} & -m_{y}^{\prime} & -m_{z}^{\prime} \\
m_{x}^{\prime} & 0 & -m_{z}^{\prime} & m_{y}^{\prime} \\
m_{y}^{\prime} & m_{z}^{\prime} & 0 & -m_{x}^{\prime} \\
m_{z}^{\prime} & -m_{y}^{\prime} & m_{x}^{\prime} & 0
\end{array}\right) \mathbf{q}_{R}
\end{aligned}
$$

Therefore,

$$
\begin{align*}
\sum_{i=1}^{2}\left(\mathbf{q}_{R} \odot \mathbf{q}_{m i} \odot \mathbf{q}_{R}^{*}\right) \cdot \mathbf{q}_{m^{\prime} i} & =\sum_{i=1}^{2}\left(\mathbf{q}_{R} \odot \mathbf{q}_{m i}\right) \cdot\left(\mathbf{q}_{m^{\prime} i} \odot \mathbf{q}_{R}\right) \\
& =\sum_{i=1}^{2}\left(R_{m i} \mathbf{q}_{R}\right) \cdot\left(R_{M^{\prime} i} \mathbf{q}_{R}\right) \\
& =\sum_{i=1}^{2} \mathbf{q}_{R}^{T} R_{m i}^{T} R_{m^{\prime} i} \mathbf{q}_{R} \\
& =\mathbf{q}_{R}^{T}\left(\sum_{i=1}^{2} R_{m i}^{T} R_{m^{\prime} i}\right) \mathbf{q}_{R} \tag{A.14}
\end{align*}
$$

$\mathbf{q}_{R}$ is chosen to maximize $\mathbf{q}_{R}^{T}\left(\sum_{i=1}^{2} R_{m i}^{T} R_{m^{\prime} i}\right) \mathbf{q}_{R}$, and so $\mathbf{q}_{R}$ is given by the eigenvector of ( $\sum_{i=1}^{2} R_{m i}^{T} R_{m^{\prime} i}$ ) corresponding to the largest positive eigenvalue.


Figure A.1: Parallel lines of known 3D directions project onto image plane. The coordinates of end points of lines can be used to estimate camera orientation.


Figure A.2: 3D parallel lines project onto image plane. Extensions of image lines converge at the vanishing point. The plane formed by a 3D line and the camera projection center is called the projection plane.

## Appendix B

## Images, Point and Plane Features Used



Figure B.1: Views 1-17 used to reconstruct Morewood Gardens. Views 15-17 are landmark views.
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(n) view 14

(o) view 15
(p) view 16


Figure B.2: Views 1-19 used to reconstruct University Center. Views 17-19 are landmark views.


Figure B.3: Views 1-20 used to reconstruct Wean/Doherty


Figure B.4: Views 21-24 are landmark views used to reconstruct Wean/Doherty
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Figure B.5: Views 1-20 used to reconstruct the stadium
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Figure B.6: Views 21-40 used to reconstruct the stadium


Figure B.7: Views 41-47 are landmark views used to reconstruct the stadium.
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[^0]:    ${ }^{1}$ Differential GPS achieves higher accuracy of positional readings by making use of a reference receiver (i.e. base station) at a known position to correct bias errors at the position being measured. A few sources of bias errors exist, one of which is intentionally introduced by the US Department of Defense to limit accuracy for non-US military and government users.

[^1]:    ${ }^{2}$ The same curved surface appears in the stadium model (Section 5.4.4). In the reconstruction of the stadium model, the piece-wise planar assumption was not used. Instead, points on the curved surface were recovered using structure from motion principles.

[^2]:    ${ }^{3}$ The building coordinate frame is specified by assigning a horizontal edge on the building as x -axis and a vertical edge as y -axis. All planar directions will be assigned based on this coordinate frame. The absolute orientation of the building with respect to the earth coordinate frame (which

[^3]:    ${ }^{1}$ The magnetometer has a dynamic range of $\pm 80 \mu \mathrm{~T}$. If the total field exceeds this value, the sensor will report a magnetometer out of range error condition. In the experiments performed, it was found that the region between Wean and Porter Hall in the CMU campus has high magnetic saturation, while the stadium is relatively free of strong magnetic field.

[^4]:    ${ }^{1}$ It should be noted that if the points fall on a 3D plane with known relative planar orientation, planar constraints (Section 4.2.2) can be used instead of point correspondences.

[^5]:    ${ }^{2} 30 \mathrm{~cm}$ is the standard deviation of GPS measurement errors

[^6]:    ${ }^{3}$ Each shape point has 3 unknown variables ( $x, y, z$ )
    ${ }^{4}$ Each frame has 7 unknown variables: 3 for translation; and 4 for rotation represented using quaternions.

[^7]:    ${ }^{5}$ Each building has 4 unknowns in the orientation (represented using quaternions) of the building coordinate frame with respect to the earth frame.

[^8]:    ${ }^{1}$ It is important to note that even when GPS readings of camera positions are available, the constraints on camera positions are not implemented as hard constraints and so uncertainty in camera translation is allowed.

